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SYSTEMS AND METHODS FOR
COMPARING ACOUSTIC PROPERTIES OF

ENVIRONMENTS AND AUDIO EQUIPMENT

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims priority under 35 U.S.C. § 119 to

U.S. Provisional Patent Application No. 63/164,157, filed
Mar. 22, 2021, the entire contents of which 1s fully incor-
porated herein by reference.

FIELD OF THE INVENTION

The present disclosure relates to systems and methods for
comparing acoustic properties of environment and audio
equipment within the environment, and more particularly
systems and methods for generating a customized audio
experience of the environment based on the audio equipment
within that environment and/or visually comparing acoustic
properties of environment and audio equipment within the
environment.

BACKGROUND

As users rely on the Internet more and more for their
shopping needs, companies are finding ways to differentiate
their products online to convert a customer’s view to a sale.
Audio quality of a vehicle seems to be a factor 1n converting,
online views to eventual sales 1n the automotive space.
Customers want to experience how a vehicle’s audio equip-
ment sounds 1n a vehicle prior to purchasing 1t or deciding,
to view 1t 1n person and want to easily compare one vehicle’s
audio equipment with another vehicle’s audio equipment.
No known system to date provides such an experience for
users.

Accordingly, there 1s a need for systems and methods for
comparing acoustic properties of environment and audio
equipment within the environment based on the audio equip-
ment within that environment and/or visually comparing
acoustic properties of environment and audio equipment
within the environment. Embodiments of the present dis-
closure are directed to this and other considerations.

SUMMARY

Disclosed embodiments provide systems and methods for
systems and methods for generating a customized audio
experience of the environment based on the audio equipment
within that environment and/or visually comparing acoustic
properties of environment and audio equipment within the
environment.

Consistent with the disclosed embodiments, generating a
customized audio experience of the environment based on
the audio equipment within that environment may include
one or more processors and a memory 1n communication
with the one or more processors and storing instructions that,
when executed by the one or more processors, are config-
ured to cause the system to perform the steps of a method to
generating a customized audio experience. The system may
receive a first audio sample of a first impulse response
corresponding to an interior of a vehicle. The system may
generate a first convolution reverb from the first audio
sample, receive a second audio sample of a second impulse
response corresponding to an audio equipment of the
vehicle, and generate an impulse response module from the
second audio sample. The system may generate a combina-
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tion module based on the first convolution reverb and the
impulse response module. The system may also receive a
third audio sample from a user, modily the third audio
sample based on the combination module to generate a
modified third audio sample, receive an indication of user
iput to play the modified third audio sample, and cause a
user device to output the modified third audio sample.

Also consistent with the disclosed embodiments, gener-
ating a customized audio experience of the environment
based on the audio equipment within that environment may
include one or more processors and a memory 11 comimu-
nication with the one or more processors and storing instruc-
tions that, when executed by the one or more processors, are
configured to cause the system to perform the steps of a
method to generating a customized audio experience. The
system may receive a first audio sample of a first impulse
response from an audio system of a vehicle and generate an
impulse response module from the first audio sample. The
system may receive a second audio sample from a user and
modily the second audio sample based on the impulse
response module to generate a modified second audio
sample. The system may receive an indication of user input
to play the modified second audio sample and cause a user
device to output the modified second audio sample.

Also consistent with the disclosed embodiments, gener-
ating a customized audio experience of the environment
based on the audio equipment within that environment may
include one or more processors and a memory 11 cominu-
nication with the one or more processors and storing mnstruc-
tions that, when executed by the one or more processors, are
configured to cause the system to perform the steps of a
method to generating and publishing an audio quality score
for a vehicle. The system may receive a first audio sample
of a first impulse response corresponding to an interior of a
vehicle and generate a first convolution reverb from the first
audio sample. The system may recetve a second audio
sample of a second impulse response corresponding to an
audio equipment of the vehicle and generate an impulse
response module from the second audio sample. The system
may generate a combination module based on the first
convolution reverb and the impulse response module. The
system may determine and assign an audio quality score to
the vehicle based on acoustic properties of the combination
module and publish the audio quality score to a webpage
associated with the vehicle.

Further features of the disclosed design, and the advan-
tages offered thereby, are explained in greater detail here-
inafter with reference to specific embodiments 1llustrated 1n
the accompanying drawings, wherein like elements are
indicated by like reference designators.

BRIEF DESCRIPTION OF TH.

(Ll

DRAWINGS

Reterence will now be made to the accompanying draw-
ings, which are not necessarily drawn to scale, and which are
incorporated 1nto and constitute a portion of this disclosure,
illustrate various embodiments and aspects of the disclosed
technology and, together with the description, serve to
explain the principles of the disclosed technology. In the
drawings:

FIG. 11s a diagram of a system according to an exemplary
embodiment of the disclosed technology;

FIG. 2 depicts a computing system architecture according,
to an exemplary embodiment of the disclosed technology;

FIG. 3 1s a flowchart of an exemplary method for gener-
ating customized audio experiences for a vehicle;
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FIG. 4 1s a flowchart of another exemplary method for
generating customized audio experiences for a vehicle; and

FIG. 5 1s a flowchart for a further exemplary method for
generating and publishing a score of a vehicle’s audio
system for comparison with other vehicles.

DETAILED DESCRIPTION

The exemplary systems, methods, and computer-readable
media disclosed herein may provide numerous advantages.
Notably, they may function with little user input, and pro-
vide audio results that are customized to increase the mar-
ketability of the goods, avoid customer confusion about the
products being sold, and increase brand and merchant rec-
ognition.

Reference will now be made 1n detail to exemplary
embodiments of the disclosed technology, examples of
which are illustrated in the accompanying drawings and
disclosed herein. Wherever convenient, the same reference
numbers will be used throughout the drawings to refer to the
same or like parts.

FIG. 1 1s a diagram of a system according to an exemplary
embodiment of the disclosed technology. The components
and arrangements shown in FIG. 1 are not mtended to limat
the disclosed invention as the components used to 1mple-
ment the disclosed processes and features may vary. In
accordance with the disclosed embodiments, a system 100
may nclude a server terminal 120, which may serve as a
central node between other nodes, 1n communication with a
user terminal 130, an audio capture device 140, and a staging
terminal 150 via a network 110. Although FIG. 1 only
illustrates a single server terminal 120, a single user terminal
130, a single staging terminal 150, and a single audio capture
device 140, 1t 1s mntended that the disclosed system 100 may
include a plurality of server terminals 120, a plurality of user
terminals 130, a plurality of audio capture devices 140, a
plurality of staging terminals 150, or combinations thereof.
In some embodiments, user terminal 130 and audio capture
device 140 may include a combined device, such as a mobile
computing device with audio capture capabilities.

Server terminal 120, user terminal 130, and staging ter-
minal 150 may each include one or more mobile computing
devices (e.g., tablet computers or portable laptop computers)
or stationary computing devices (e.g., stationary desktops),
and have components and functionalities as described 1n
more detail with respect to FIG. 2.

Network 110 may be of any suitable type, including
wireless or wired individual connections via the internet
such as cellular or WiF1™ networks. In some embodiments,
network 110 may connect terminals using direct connections
such as radio-frequency identification (RFID), near-field
communication (NFC), Bluetooth®, low energy Bluetooth®
(BLE), WiF1™, ZigBee®, ambient backscatter communica-
tions (ABC) protocols, USB, or LAN.

Audio capture device 140 may be, for example, a micro-
phone or a device such as a transducer that converts sound
into an electrical signal. The microphone may any suitable
type such as a condenser microphone, a dynamic micro-
phone (or moving-coil microphone), a ribbon microphone, a
piezo microphone, a fiberoptic microphone, a laser micro-
phone, a liquid microphone (e.g., water microphone), and a
microelectromechanical systems (MEMS) microphone. The
audio capture device may include a digital audio interface
that directly output a digital audio stream rather than an
analog output. In some embodiments, the digital micro-
phone mterface may adhere to the Audio Engineering Soci-
ety standard AES42. The audio capture device 140 may
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communicate with the user terminal 130, staging terminal
150, and/or server terminal 120 via the network 110 to
provide a digital audio steam to the user terminal 130,
staging terminal 150, and/or server terminal 120 via the
network 110 for recording/storing and eventual processing.
Additionally, or alternatively, the audio capture device 140
may communicate with the staging terminal directly (e.g.,
via a wired connection) for recording/storing and eventual
processing.

In some embodiments, the customized audio experience
generation methods and the visual comparison methods of
acoustic properties of environment and audio equipment
within an environment may be performed in part or entirely
by the user terminal 130, staging terminal 150, and server
terminal 120. For example, 1n some embodiments, server
terminal 120, the user terminal 130, or the staging terminal
150 may perform most or all of the recerving and processing
steps belore outputting an audio playback for the user that 1s
customized to a particular vehicle’s sound system and
environment or generating and publishing an audio quality
score for a particular vehicle’s sound system and environ-
ment. In further embodiments, user terminal 130, server
terminal 120, and/or the staging terminal may each perform
some of the audio processing steps. The user terminal 130,
server terminal 120, and the staging terminal 150 may
include more or fewer of the components disclosed 1n FIG.
2, enabling the user terminal 130, the server terminal 120,
and the staging terminal 150 to perform the steps of the
disclosed methods.

A computing device architecture 200 1s 1llustrated 1n FIG.
2, and embodiments of the disclosed technology may
include a computing device with more or fewer components
than those shown. It will be understood that computing
device architecture 200 1s provided for example purposes
only and does not limit the scope of the various embodi-
ments of the present disclosed systems, methods, and com-
puter-readable mediums.

As shown, computing device architecture 200 may
include a central processing unit (CPU) 210, where com-
puter instructions may be processed; a display interface 240
that supports a graphical user intertace and provides func-
tions for rendering video, graphics, images, and texts on the
display. In certain example embodiments of the disclosed
technology, display interface 240 may connect directly to a
local display, such as a desktop monitor. Although not
shown, 1n some embodiments, the computing device archi-
tecture 200 1ncludes one or more graphics processing units
(GPUs) 1n place of or in addition to the CPU 210. In another
example embodiment, display interface 242 may be config-
ured for providing data, images, and other information for an
external/remote display that 1s not necessarily physically
connected to the mobile computing device. For example, a
desktop monitor may be utilized for mirroring graphics and
other information that 1s requested from remote server. In
certain example embodiments, display interface 242 wire-
lessly communicates, for example, via a Wi-F1™ channel,
Bluetooth™ connection, or other available network connec-
tion interface 250 to the external/remote display.

In an example embodiment, network connection interface
250 may be configured as a wired or wireless communica-
tion interface and may provide functions for rendering
video, graphics, images, text, other information, or any
combination thereol on the display. In one example, a
communication mterface may include a sernial port, a parallel
port, a general purpose mput and output (GPIO) port, a game
port, a umiversal serial bus (USB), a micro-USB port, a high
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definition multimedia (HDMI) port, a video port, another
like communication interface, or any combination thereof.

Computing device architecture 200 may include a user
input 230 that provides a communication interface to a
physical or virtual keyboard. Computing device architecture 5
200 may be configured to use one or more mput components
via one or more of input/output interfaces (for example,
keyboard intertace 230, display interface 240, network con-
nection interface 250, a camera interface 270, audio inter-
tace 275 etc.) to allow computing device architecture 200 to 10
present mformation to a user and capture information from
a device’s environment including instructions from the
device’s user. The input components may include a mouse,

a trackball, a directional pad, a track pad, a touch-verified
track pad, a presence-sensitive track pad, a presence-sensi- 15
tive display, a scroll wheel, a digital camera, a digital video
camera, a web camera, and the like. Additionally, an 1mput
component may be mntegrated with the computing device
architecture 200 or may be a separate device.

In example embodiments, network connection interface 20
250 may support a wireless communication interface to a
network (e.g., network 110). As mentioned above, display
interface 240 may be 1n communication with network con-
nection interface 250, for example, to provide information
for display on a remote display 242 that i1s not directly 25
connected or attached to the system. In certain embodi-
ments, camera mterface 270 may be provided that acts as a
communication interface and provides functions for captur-
ing digital 1images from a camera. In other embodiments,
audio mterface 275 may be provided that acts as a commu- 30
nication interface and provide functions for capturing digital
audio from a microphone. According to example embodi-
ments, a random access memory (RAM) 280 may be pro-
vided, where computer instructions and data may be
stored 1n a volatile memory device for processing by the 35
processor(s) 210 or GPU(s).

According to example embodiments, computing device
architecture 200 may include a read-only memory (ROM)
282 where 1mvariant low-level system code or data for basic
system functions such as basic mput and output (I/O), 40
startup, or reception of keystrokes from a keyboard may be
stored 1n a non-volatile memory device. According to
example embodiments, computing device architecture 200
may include a storage medium 220 or other suitable type of
memory (e.g. such as RAM, ROM, programmable read-only 45
memory (PROM), erasable programmable read-only
memory (EPROM), electrically erasable programmable
read-only memory (EEPROM), magnetic disks, optical
disks, floppy disks, hard disks, removable cartridges, flash
drives), for storing files including an operating system 222, 50
application programs (ncluding, for example, a web
browser application, a widget or gadget engine, and or other
applications, as necessary), executable mstructions 224 (in-
cluding stored programs or machine learning models that
enable various operations of the disclosed method 1n e.g., 55
method 300), and data files 226, which may include images
and associated metadata. According to example embodi-
ments, computing device architecture 200 may include a
power source 260 that may provide an appropriate alternat-
ing current (AC) or direct current (DC) to power compo- 60
nents.

According to an example embodiment, processor 210
may have appropriate structure to be a computer processor.

In one arrangement, processor 210 may include more than
one processing unit. RAM 280 may interface with a com- 65
puter bus 290 to provide quick RAM storage to the processor
210 during the execution of software programs such as the

6

operating system, application programs, and device drivers.
More specifically, processor 210 may load computer-execut-
able process steps from storage medium 220 or other media
into a field of RAM 280 to execute software programs. Data
may be stored in RAM 280, where computer processor 210
may access data during execution. In one example configu-
ration, and as will be understood by one of skill 1n the art,
computing device architecture 200 may include suflicient
RAM and flash memory for carrying out processes relating
to the disclosed technology.

Storage medium 220 itself may include a number of
physical drive units, such as a redundant array of indepen-
dent disks (RAID), a floppy disk drive, a flash memory, a
USB flash drive, an external hard disk drive, thumb drive,
pen dnive, key drive, a High-Density Digital Versatile Disc
(HD-DVD) optical disc drive, a solid state drive (SDD), an
internal hard disk drive, a Blu-Ray optical disc drive, or a
Holographic Digital Data Storage (HDDS) optical disc
drive, an external mini-dual 1in-line memory module
(DIMM) synchronous dynamic random access memory
(SDRAM), or an external micro-DIMM SDRAM. Such
computer readable storage media may allow a computing
device to access computer-executable process steps, appli-
cation programs and the like, stored on removable and

non-removable memory media, to ofl

-load data from the
device or to upload data onto the device. A computer
program product, such as one utilizing an 1image cropping
system, may be tangibly embodied 1n storage medium 220,
which may include a non-transitory, machine-readable stor-
age medium.

According to example embodiments, the term “computing
device,” as used herein, may be a processor, or conceptual-
1zed as a processor (for example, processor 210 of FIG. 2).
In such example embodiments, the computing device (pro-
cessor) may be coupled, connected, and/or in communica-
tion with one or more peripheral devices, such as display
240.

In example embodiments of the disclosed technology, a
computing device includes any number of hardware and/or
soltware applications that are executed to facilitate any of
the operations. In example embodiments, one or more user
input interfaces 230 may facilitate communication between
the computing device and one or more 1nput/output devices.
For example, a universal serial bus port, a serial port, a disk
drive, a CD-ROM drive, and/or one or more user interface
devices, such as a display, keyboard, keypad, mouse, control
panel, touch screen display, etc., may facilitate user inter-
action with the computing device. The one or more user
input imterfaces 230 may be utilized to receive or collect data
and/or user 1mstructions from a wide variety of input devices.
Received data may be processed by one or more computer
processors 210 as desired 1n various embodiments of the
disclosed technology and/or stored in one or more memory
devices, such as storage medium 220.

One or more network interfaces 250 may facilitate con-
nection of the computing device inputs and outputs to one or
more suitable networks and/or connections. For example,
the connections that facilitate communication with any
number of sensors associated with the system. The one or
more network interfaces 250 may further facilitate connec-
tion to one or more suitable networks; for example, a local
area network, a wide area network, the Internet, a Wi-F1™
enabled network, a satellite-based network, any wired net-
work, any wireless network, etc., for communication with
external devices and/or systems.

FIG. 3 1s a flowchart of an exemplary method 300 for
generating a customized audio sample for playback that
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mimics a sound system and environment of a particular
vehicle. The steps of method 300 are described below.

In step 302 of method 300, the system (e.g., system 100
or, more specifically, the server terminal 120, the user
terminal 130, the staging terminal 150, or combinations
thereol) may receirve a first audio sample (e.g., from an audio
capture device 140 or from another computer such as the
server terminal 120, the user terminal 130, or the staging
terminal 150) of a first impulse response corresponding to an
interior of the vehicle.

The first impulse response of the vehicle’s interior may be
captured by placing an omnidirectional microphone on a
small stand near the center of the vehicle (e.g., on the center
console of the vehicle) at an approximate height of driver’s
seat headrest and connecting that microphone (wirelessly or
wired) to a recording device such as a user terminal 130 or
other recording device. From backseat, with car engine off,
generate an impulse (1.e., an audio burst) using a 20-20 khz
burst tone generator at a volume that registers (e.g., —8 db to
—1 db such as about -4 db) on the recording device that the
microphone 1s connected to. Once that level 1s checked and
ready, begin recording the microphone and 1nitiate the noise
burst a second time. The person or machine generating the
burst needs to be very still and quiet during this as to not
introduce any ambient noise during the recording.

In step 304, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereol) may generate
a first convolution reverb form the first audio sample. The
system may have a convolution reverb software algorithm
that may make this conversion. In some embodiments, the
system may edit or reduce the first audio sample by trim-
ming non-audible portions and removing the non-audible
samples from the first audio sample. The trimmed first audio
sample may be converted into the first convolution reverb.
Regardless, the first convolution reverb may be tagged (i.e.,
associated with the vehicle) when stored. In some embodi-
ments, the convolution reverb 1s a convolution filter that may
be used to filter audio to mimic the acoustics of the interior
of the vehicle.

In step 306, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereof) may receive
a second audio sample of a second 1impulse response corre-
sponding to an audio equipment of the vehicle. The second
impulse response may be captured with the same or different
microphone connected to the same or different recording
device as described above (e.g., a user terminal 130). A
second user terminal 130 or other digital audio playing
device may be connected to the vehicle’s stereo system with
a wire (e.g., via an auxiliary connection) or a wireless
connection (e.g., a wireless signal such as Bluetooth™,
WiF1™, Zigbee™, etc.). Additionally, the vehicle’s audio
settings for tone (e.g., bass, treble, and five-way equalizer)
are all set to flat (1.e., the middle position or zero position).
The second user terminal 130 or other digital audio playing
device may output an audio signal corresponding to a
frequency or audio spectrum sweep to the vehicle’s audio
system to be played through the vehicle’s speakers. Using
the microphone connected to the recording device, record
the output of the audio signal corresponding to the frequency
of audio spectrum sweep.

In step 308, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereol) may generate
impulse response module from the second audio sample. In
some embodiments, the system may edit or reduce the
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second audio sample by trimming non-audible portions and
removing the non-audible samples from the second audio
sample. The trinmmed second audio sample may be con-
verted into the impulse response module. Regardless, the
impulse response module may be tagged (1.e., associated
with the vehicle) stored. In some embodiments, the impulse
response module 1s a second convolution reverb or a second
convolution filter that may be used to {ilter audio to mimic
the acoustics of the audio equipment (e.g., speakers) of the
vehicle. In some embodiments, the impulse response module
may be a set of parameters or data settings for imncoming
audio.

In step 310, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereof) may generate
a combination module based on the first convolution reverb
and the impulse response module. In some embodiments, the
combination module may be a new module that has audio
properties ol both the first convolution reverb and the
impulse response module. In other embodiments, the com-
bination module may be an algorithm or other istructions to
process one or more received audio samples through the
impulse response module and then through the first convo-
lution reverb or vice versa. In still other embodiments, the
combination module may maintain the first convolution
reverb and the impulse response module separately, but
store, tag, associate, or link the first convolution reverb and
the impulse response module with one another 1n storage
220. In some embodiments, the combination module 1s a
combination convolution reverb or a combination convolu-
tion filter that combines the first and second convolution
reverbs or filters. In some embodiments, the combination
module may be a set of parameters or data settings for
incoming audio.

In step 312, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereol) may receive
a third audio sample from a user. The third audio sample
may be an indication to stream audio from another remote
location (e.g., Spotily or Apple Music) or may be an audio
file that 1s uploaded from a user. Alternatively, the third
audio sample may be a royalty free audio sample stored by
the system that 1s selected by the user (see step 316).

In step 314, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereol) may modily
the third audio sample based on the combination module to
generate a modified third audio sample.

In step 316, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereol) may receive
an 1ndication of user mput to play the modified third audio
sample.

In step 318, 1n response to the indication of user input, the
system (e.g., system 100 or, more specifically, the server
terminal 120, the user terminal 130, the staging terminal
150, or combinations thereol) may cause a user device to
output the modified third audio sample.

The modified third audio sample and receipt of the user
input may be made via a native application to the user
terminal 130 (e.g., a mobile app) to utilizes the user termi-
nal’s 130 audio capabilities. For optimal listening experi-
ence, the native application should be used for simulating
listening to music or other audio the car’s sound system
characteristics in a simulation of the actual car. Although the
audio played via a web application or webpage 1s possible,
the web application or webpage may have less capabilities



US 11,922,921 Bl

9

and options for playback than the native software applica-
tion. The native soltware application may accept an audio
signal (streaming or static file) and process 1t using a built-in
convolution reverb module and an 1mpulse response mod-
ule. The reverb module will have the abilities to load
recorded samples of the specific vehicle’s interior acoustic
properties, and the impulse response module will have the
ability to load recorded samples of the specific car’s speaker
properties. The consumer will then be able to link an audio
signal (stream or file), or could choose some royalty free
audio that we provide for them, and that will then be fed into
the native application, processed through the impulse
response module with the stored impulse response sample
(speaker profile) loaded, and then into the convolution
reverb module with the stored reverb sample loaded, giving
the consumer a very accurate simulation of what audio
through that specific car’s speakers in that specific car’s
acoustic environment sounds like.

Additionally, the user of user device 130 may be pre-
sented with a user interface generated by the system. The
user interface may provide the user with the ability to change
the tonal capabilities associated with the particular vehicle.
For example, the user could, via the user interface, adjust the
treble, bass, and/or five-band equalizer to change mimic
similar changes made to the particular vehicle’s stereo
system while providing instant (or near instant) changes to
the audio the user selected or uploaded for playback. As a
more specific example, a user could adjust the bass or treble
using the vehicle’s specific center frequency, frequency
width, cut and boost of those controls. In some embodi-
ments, the system (e.g., system 100 or, more specifically, the
server terminal 120, the user terminal 130, the staging
terminal 150, or combinations thereol) may receive multiple
(e.g., five) frequency sweep samples to enable a user to
simulate adjusting the tonal capabilities of a particular
vehicle’s audio system. For example, a vehicle with a simple
two channel equalizer for bass and treble. A user may
capture (1) a first frequency sweep with bass and treble
controls set at 0, (1) a second frequency sweep with the bass
set at center and treble at O, (111) a third frequency sweep with
the treble set at 100 and the bass set at center, (1v) a fourth
frequency sweep with the treble set at center and the bass set
at 0, and (v) a fifth frequency sweep with the treble set at
center and the bass set at 100. With a vehicle that has more
controls (e.g., a five-band equalizer), the process would
ultimately generate eleven recorded frequency sweeps. Each
of these recorded frequency sweeps would be received by
the system (e.g., system 100 or, more specifically, the server
terminal 120, the user terminal 130, the staging terminal
150, or combinations thereof), which would generate mul-
tiple convolution reverb corresponding to these recordings
which would then be mapped to different controls 1n the user
interface to allow the user to change the tonal properties of
their chosen audio sample.

FIG. 4 1s a flowchart of an exemplary method 400 for
generating a customized audio sample for playback that
mimics a sound system or an environment of a particular
vehicle. The steps of method 400 are described below.

In step 402 of method 400, the system (e.g., system 100
or, more specifically, the server terminal 120, the user
terminal 130, the staging terminal 150, or combinations
thereol) may recerve a first audio sample (e.g., from an audio
capture device 140 or from another computer such as the
server terminal 120, the user terminal 130, or the staging
terminal 150) of a first impulse response corresponding to an
interior of the wvehicle. In other embodiments, the first
impulse response may correspond to the sound system of the

10

15

20

25

30

35

40

45

50

55

60

65

10

vehicle. The first impulse response may be capture 1n a
similar fashion as describe with respect to steps 302 or 306
depending on whether the impulse response corresponds to
the 1nterior of the vehicle or the sound system of the vehicle.

In step 404, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereol) may generate
a first convolution reverb from the first audio sample. In
other embodiments, when the impulse response corresponds
to the sound system of the vehicle, the system may generate
an 1mpulse response module from the first audio sample. In
some embodiments, the convolution reverb or impulse
response module may be a convolution filter.

In step 406, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereol) may receive
a second audio sample from a user (e.g., a user device such
as user terminal 130).

In step 408, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereol) may modily
the second audio sample based on the first convolution
reverb to generate a modified second audio sample. In other
embodiments, the system may generate the modified second
audio sample from the impulse response module when the
impulse response corresponds to the sound system of the
vehicle.

In step 410, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereol) may receive
an 1indication of user mput to play the modified second audio
sample.

In step 412, 1n response to the indication of user input, the
system (e.g., system 100 or, more specifically, the server
terminal 120, the user terminal 130, the staging terminal
150, or combinations thereol) may cause a user device to
output the modified second audio sample.

FIG. 5 1s a flowchart of an exemplary method 500 for
generating a customized audio sample for playback that
mimics a sound system and environment of a particular
vehicle. The steps of method 500 are described below.

In step 502 of method 500, the system (e.g., system 100
or, more specifically, the server terminal 120, the user
terminal 130, the staging terminal 150, or combinations
thereol) may receive a first audio sample (e.g., from an audio
capture device 140 or from another computer such as the
server terminal 120, the user terminal 130, or the staging
terminal 150) of a first impulse response corresponding to an
interior of the vehicle.

In step 504, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereol) may generate
a first convolution reverb form the first audio sample.

In step 506, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereof) may receive
a second audio sample of a second 1impulse response corre-
sponding to an audio equipment of the vehicle.

In step 508, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereol) may generate
an 1mpulse response module from the second audio sample.

In step 510, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereol) may generate
a combination module based on the first convolution reverb
and the impulse response module. In some embodiments, the
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combination module may be a new module that has audio
properties of both the first convolution reverb and the
impulse response module. In other embodiments, the com-
bination module may be an algorithm or other instructions to
process recerved audio samples through the mmpulse
response module and then the first convolution reverb or
vice versa. In still other embodiments, the combination
module may maintain the first convolution reverb and the
impulse response module separately, but store, tag, associ-
ate, or link the first convolution reverb and the impulse
response module with one another 1n storage 220. In step
512, the system (e.g., system 100 or, more specifically, the
server terminal 120, the user terminal 130, the staging
terminal 150, or combinations thereol) may determine and
assign an audio quality score to the vehicle based on acoustic
properties of the combination module. For example, deter-
mimng an audio quality score may include processing a
white noise audio sample through the combination module
and analyze the audio properties of the sample while being
processed. The flatter the audio sample (e.g., minimal fre-
quencies that are boosted or cut), the higher the score of the
system will assign the vehicle’s audio system.

In step 514, the system (e.g., system 100 or, more spe-
cifically, the server terminal 120, the user terminal 130, the
staging terminal 150, or combinations thereof) may publish
the audio quality score to a webpage associated with the
vehicle. Alternatively, or 1n addition, the audio quality score
may be stored such that i1t may be retrieved by a native
application of a user terminal.

Certain embodiments of the disclosed technology are
described above with reference to block and flow diagrams
of systems and methods and/or computer program products
according to example embodiments of the disclosed tech-
nology. It will be understood that one or more blocks of the
block diagrams and flow diagrams, and combinations of
blocks 1n the block diagrams and flow diagrams, respec-
tively, can be implemented by computer-executable program
instructions. Likewise, some blocks of the block diagrams
and flow diagrams may not necessarily need to be performed
in the order presented, may be repeated, or may not neces-
sarilly need to be performed at all, according to some
embodiments of the disclosed technology.

These computer-executable program instructions may be
loaded onto a general-purpose computer, a special-purpose
computer, a processor, or other programmable data process-
ing apparatus to produce a particular machine, such that the
instructions that execute on the computer, processor, or other
programmable data processing apparatus create means for
implementing one or more functions specified 1n the tlow
diagram block or blocks. These computer program instruc-
tions may also be stored in a computer-readable memory that
can direct a computer or other programmable data process-
ing apparatus to function 1n a particular manner, such that
the instructions stored in the computer-readable memory
produce an article of manufacture including instruction
means that implement one or more functions specified 1n the
flow diagram block or blocks. As an example, embodiments
of the disclosed technology may provide for a computer
program product, including a computer-usable medium hav-
ing a computer-readable program code or program instruc-
tions embodied therein, said computer-readable program
code adapted to be executed to implement one or more
tfunctions specified 1n the flow diagram block or blocks.
Likewise, the computer program instructions may be loaded
onto a computer or other programmable data processing
apparatus to cause a series of operational elements or steps
to be performed on the computer or other programmable
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apparatus to produce a computer-implemented process such
that the instructions that execute on the computer or other
programmable apparatus provide elements or steps for
implementing the functions specified in the flow diagram
block or blocks.

Accordingly, blocks of the block diagrams and flow
diagrams support combinations of means for performing the
specified functions, combinations of elements or steps for
performing the specified functions, and program instruction
means for performing the specified functions. It will also be
understood that each block of the block diagrams and flow
diagrams, and combinations of blocks 1n the block diagrams
and flow diagrams, can be implemented by special-purpose,
hardware-based computer systems that perform the specified
functions, elements or steps, or combinations of special-
purpose hardware and computer instructions.

In this description, numerous specific details have been
set forth. It 1s to be understood, however, that embodiments
or aspects of the disclosed technology may be practiced
without these specific details. In other instances, well-known
methods, structures and techniques have not been shown in
detall 1n order not to obscure an understanding of this
description. References to “one embodiment,” “an embodi-
ment,” “example embodiment,” “various embodiment,”
“some embodiments,” etc., indicate that the embodiment(s)
of the disclosed technology so described may include a
particular feature, structure, or characteristic, but not every
embodiment necessarily includes the particular feature,
structure, or characteristic. Further, repeated use of the
phrase “in one embodiment” does not necessarily refer to the
same embodiment, although it may.

Throughout the specification and the claims, the follow-
ing terms take at least the meamngs explicitly associated
herein, unless the context clearly dictates otherwise. The
term “‘connected” means that one function, feature, struc-
ture, or characteristic 1s directly joined to or in communi-
cation with another function, feature, structure, or charac-
teristic. The term “coupled” means that one function,
teature, structure, or characteristic 1s directly or indirectly
jomed to or in communication with another function, fea-
ture, structure, or characteristic. The term “or” 1s intended to
mean an inclusive “or.” Further, the terms “a,” “an,” and
“the” are intended to mean one or more unless specified
otherwise or clear from the context to be directed to a
singular form.

As used herein, unless otherwise specified the use of the
ordinal adjectives “first,” “second,” “third,” etc., to describe
a common object, merely indicate that diflerent instances of
like objects are being referred to, and are not intended to
imply that the objects so described must be 1 a given
sequence, either temporally, spatially, in ranking, or 1n any
other manner.

While certain embodiment of the disclosed technology
have been described 1n connection with what 1s presently
considered to be the most practical and various embodi-
ments, 1t 1s to be understood that the disclosed technology 1s
not to be limited to the disclosed embodiments, but on the
contrary, 1s intended to cover various modifications and
equivalent arrangements included within the scope of the
appended claims. Although specific terms are employed
herein, they are used 1n a generic and descriptive sense only
and not for purposes ol limitation.

This written description uses examples to disclose certain
embodiments of the disclosed technology, including the best
mode, and also to enable any person skilled 1n the art to
practice certain embodiments of the disclosed technology,

including making and using any devices or systems and

s 4




US 11,922,921 Bl

13

performing any incorporated methods. The patentable scope
of certain embodiments of the disclosed technology 1is
defined 1n the claims, and may include other examples that
occur to those skilled i the art. Such other examples are
intended to be within the scope of the claims if they have
structural elements that do not differ from the literal lan-
guage ol the claims, or if they include equivalent structural
clements with insubstantial differences from the literal lan-
guage of the claims.

What 1s claimed 1s:

1. A system for generating a custom audio experience,
comprising;

one or more processors; and

a memory in communication with the one or more pro-

cessors and storing 1nstructions that, when executed by

the one or more processors, are configured to cause the

system to:

receive a lirst audio sample of a first impulse response
corresponding to an interior of a vehicle;

generate a first convolution reverb from the first audio
sample;

receive a second audio sample of a second impulse
response corresponding to an audio equipment of the
vehicle:

generate an impulse response module from the second
audio sample;

generate a combination module by combining the first
convolution reverb and the impulse response mod-
ule;

receive a third audio sample from a user;

modity the third audio sample based on the combina-
tion module to generate a modified third audio
sample;

receive an ndication of user input to play the modified
third audio sample; and

cause a user device to output the modified third audio
sample.

2. The system of claim 1, wherein the first audio sample
and the second audio sample each comprise white noise or
a frequency burst.

3. The system of claim 1, wherein the third audio sample
Comprises music.

4. The system of claim 1, wherein the first audio sample
1s received via an ommdirectional microphone located at a
center of the vehicle and a height equal to a headrest.

5. The system of claim 1, wherein the memory comprises
turther instructions configured to cause the system to:

modily the first audio sample by removing non-audible

samples from the first audio sample prior to generating
the first convolution reverb.

6. The system of claim 1, wherein the memory comprises
turther instructions configured to cause the system to tag the
first audio sample with the vehicle.

7. The system of claim 1, wherein the memory comprises
turther instructions configured to cause the system to store
the tagged first convolution reverb.

8. The system of claim 1, wherein audio settings of the
audio equipment of the vehicle are set to flat.

9. The system of claim 1, wherein the second audio
sample 1s received via an ommidirectional microphone
located at a center of the vehicle and a height equal to a
headrest.

10. The system of claim 1, wherein the memory comprises
turther instructions configured to cause the system to:

modily the second audio sample by removing non-audible

samples from the first audio sample prior to generating
the first convolution reverb.
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11. The system of claim 1, wherein the combination
module 1s the first impulse response and the first convolution
reverb so that the third audio sample 1s modified by the first
impulse response followed by the first convolution reverb.

12. The system of claim 1, wherein the memory comprises
turther instructions configured to cause the system to:

recerve one or more audio samples ol associated with

frequency sweeps of the audio equipment of the
vehicle:

generate one or more additional convolution reverbs;

map the one or more additional convolution reverbs to

one or more tonal selections:

receive an indication of user mput corresponding to the

one or more tonal selections:

modify the third audio sample to generate a fourth audio

sample based on the indication of user input corre-
sponding to the one or more tonal selections; and
cause a user device to output the fourth audio sample.

13. A system for generating a custom audio experience,
comprising;

one or more processors; and

a memory in communication with the one or more pro-

cessors and storing instructions that, when executed by

the one or more processors, are configured to cause the

system to:

receive a first audio sample of a first impulse response
from an interior of a vehicle;

generate a first convolution reverb from the first audio
sample;

receive a second audio sample from a user;

modily the second audio sample based on the first
convolution reverb to generate a modified second
audio sample;

receive an 1ndication of user mput to play the modified
second audio sample; and

cause a user device to output the modified second audio
sample.

14. The system of claim 13, wherein the first audio sample
comprises white noise or a frequency burst.

15. The system of claim 13, wherein the second audio
sample comprises music.

16. The system of claim 13, wherein the memory com-
prises further instructions configured to cause the system to:

receive one or more audio samples of associated with

frequency sweeps of the audio equipment of the
vehicle;

generate one or more additional convolution reverbs;

map the one or more additional convolution reverbs to

one or more tonal selections:

recerve an indication of user iput corresponding to the

one or more tonal selections:

modity the second audio sample to generate a third audio

sample based on the indication of user iput corre-
sponding to the one or more tonal selections; and
cause a user device to output the third audio sample.

17. The system of claim 13, wherein the memory com-
prises further instructions configured to cause the system to:

modily the first audio sample by removing non-audible

samples from the first audio sample prior to generating,
the first convolution reverb.

18. A system for generating a custom audio experience,
comprising;

one or more processors; and

a memory in communication with the one or more pro-

cessors and storing instructions that, when executed by
the one or more processors, are configured to cause the
system to:
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receive a first audio sample of a first impulse response
corresponding to an interior of a vehicle;
generate a first convolution reverb from the first audio
sample;
receive a second audio sample of a second mmpulse 5
response corresponding to an audio equipment of the
vehicle:
generate an impulse response module from the second
audio sample;
generate a combination module based on the first 10
convolution reverb and the impulse response mod-
ule;
determine and assign an audio quality score to the
vehicle based on acoustic properties of the impulse
response module; and 15
publish the audio quality score to a webpage associated
with the vehicle.
19. The system of claim 18, wherein the first audio sample
and the second audio sample each comprise white noise or
a Irequency burst. 20
20. The system of claim 18, wherein the memory com-
prises further instructions configured to cause the system to:
modily the first audio sample by removing non-audible
samples from the first audio sample prior to generating
the first convolution reverb. 25
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