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1

SYSTEM AND METHOD FOR SHIFT
SCHEDULE MANAGEMENT

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority to U.S. Provisional Patent
Application No. 63/128,040, filed Dec. 19, 2020, titled

“SYSTEM AND METHOD FOR SHIFT SCHEDULE
MANAGEMENT” and which 1s imncorporated by reference

herein 1n 1ts entirety.

TECHNICAL FIELD

Implementations relate generally to operations planning,
shift rostering, and to automatically determine problem
shifts by applying machine learning techniques.

BACKGROUND

Eflicient functioning of an organization requires etlicient
stafling for various tasks and functions within the organiza-
tion. Work schedules are commonly created to plan tasks and
functions within an organization.

Even with schedules and planned calendars, for various
reasons, employees are not always able to attend a scheduled
shift, necessitating alternate arrangements on part of the
employer/organization, e.g., last minute scheduling of a
different employee than the original employee who was
scheduled, a shift swap with another employee, needing a
supervisor to perform the tasks of an absentee associate, eftc.
In many cases, the missed shifts can follow patterns across
an 1ndustry type, location, season, etc., that may not be
apparent at an individual level. Automated determination of
problem shifts across large datasets of schedule data, and
automated methods for incentivizing employees to attend
can improve business productivity.

SUMMARY

A system of one or more computers can be configured to
perform particular operations or actions by virtue of having
software, firmware, hardware, or a combination of them
installed on the system that in operation causes or cause the
system to perform the actions. One or more computer
programs can be configured to perform particular operations
or actions by virtue of including instructions that, when
executed by data processing apparatus, cause the apparatus
to perform the actions. One general aspect includes a com-
puter-implemented method to 1dentity problem shifts using,
machine learning. The computer-implemented method also
includes obtaining a plurality of published shift schedules,
cach published shift schedule associated with a respective
shift of a respective employer of one or more employers,
where each published shift schedule includes a location
attribute, industry code attribute, and week indicator attri-
bute; for each published shift schedule, obtaining a corre-
sponding time and attendance record; programmatically
analyzing the published shift schedule and the correspond-
ing time and attendance record to determine one or more
unscheduled shiits; and adding unscheduled shift data asso-
ciated with the one or more unscheduled shiits to a training
corpus, where the unscheduled shift data includes two or
more of an employer identifier, a location i1dentifier, a shift
identifier, an industry 1dentifier, an employee 1dentifier, a job
type 1dentifier. The method also includes applying a machine
learning algorithm to the training corpus to determine a
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2

plurality of problem shifts. Other embodiments of this
aspect include corresponding computer systems, apparatus,
and computer programs recorded on one or more computer
storage devices, each configured to perform the actions of
the methods.

Implementations may include one or more of the follow-
ing features. The computer-implemented method where
applying the machine learming algorithm to the training
corpus may include determining a shift compliance metric
for each problem shift. Applying the machine learning
algorithm to the traiming corpus may include applying a
logistic regression model to the training corpus. Applying a
machine learning algorithm to the training corpus may
include applying the machine learning algorithm to at least
400 published shift schedules. Determining the plurality of
problem shifts may include: i1dentitying one or more deci-
sion boundaries based on logistic regression values; com-
paring a distance of a logistic regression value associated
with each of a plurality of shiits to the one or more decision
boundaries; and determining the plurality of problem shifts
based on the comparison. Obtaining the corresponding time
and attendance data may include receiving the correspond-
ing time and attendance data as a csv file or via an api.
Applying a machine learning algorithm to the traiming
corpus may include applying a clustering algorithm to
generate a plurality of clusters of problem shifts. The
computer-implemented method may include computing a
centroid value of each cluster of the plurality of clusters of
problem shifts. The computer-implemented method may
include: receiving a shift schedule template that includes a
newly created shift; computing a distance between the newly
created shift and each of the plurality of clusters; determin-
ing a cluster associated with the newly created shift based on
the corresponding distances; and providing a notification of
a type of shift of the newly created shift. Implementations of
the described techniques may include hardware, a method or
process, or computer software on a computer-accessible
medium.

One general aspect includes a computer-implemented
method to support evaluation of an incentive structure for
resolving problem shifts. The computer-implemented
method also includes obtaiming a shift schedule template;
identifving a plurality of problem shifts in the shiit schedule
template; instantiating a graphical user interface (GUI)
portion on a plurality of user devices; displaying a random-
1zed mncentive ofler for each of the identified problem shiits
via the GUI; recerving shift bids from a set of users via one
or more of the plurality of user devices; publishing a shait
schedule based on the received shift bids; obtaining time and
attendance data associated with the published shift schedule;
obtaining historical problem shift data; and statistically
analyzing the time and attendance data, the historical prob-
lem shift data, and the published shift schedule to determine
a statistical shift compliance metric associated with the
randomized incentive. Other embodiments of this aspect
include corresponding computer systems, apparatus, and
computer programs recorded on one or more computer
storage devices, each configured to perform the actions of
the methods.

Implementations may include one or more of the follow-
ing features. The computer-implemented method where
identifying a plurality of problem shifts may include: obtain-
ing a plurality of published shift schedules, each published
shift schedule associated with a respective shiit of a respec-
tive employer of one or more employers, where each pub-
lished shift schedule includes a location attribute, industry
code attribute, and week indicator attribute; for each pub-
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lished shift schedule, obtaining a corresponding time and
attendance record; programmatically analyzing the pub-
lished shift schedule and the corresponding time and atten-
dance record to determine one or more unscheduled shifts;
and adding unscheduled shift data associated with the one or
more unscheduled shifts to a training corpus, where the
unscheduled shift data includes two or more of an employer
identifier, a location identifier, an industry identifier, an
employee i1dentifier, a job type identifier; and applying a
machine learning algorithm to the tramning corpus to deter-
mine a plurality of problem shifts. Displaying the random-
1zed incentive offer may include displaying one or more of
a timely pay offer and a bonus pay ofler. The computer-
implemented method may include: receiving an indicator of
shift completion of a shift associated with the randomized
incentive offer; and fulfilling the randomized incentive ofler.
Statistically analyzing the time and attendance data, the
historical problem shift data, and the published shift sched-
ule statistical analysis may include measuring a lift associ-
ated with the randomized incentive offer. Statistically ana-
lyzing the time and attendance data, the historical problem
shift data, and the published shift schedule may include
measuring a distance of movement of a centroid of each
cluster of a plurality of clusters of problem shift data.
Implementations of the described techniques may include
hardware, a method or process, or computer software on a
computer-accessible medium.

One general aspect includes a computer-implemented
method to 1improve shift coverage. The computer-imple-
mented method also includes receiving a shift schedule
template; 1dentifying a plurality of problem shifts in the shift
schedule template, determining an incentive ofler for each
problem shiit, instantiating a graphical user mtertace (GUI)
portion on a plurality of user devices, displaying the incen-
tive offer for each of the identified problem shifts via the
GUI, recerving shiit bids from each of a set of users via one
of more user devices of the plurality of user devices, and
adjusting a shift schedule based on the received shift bids to
generate a published shift schedule. Other embodiments of
this aspect include corresponding computer systems, appa-
ratus, and computer programs recorded on one or more
computer storage devices, each configured to perform the
actions of the methods.

Implementations may include one or more of the follow-
ing features. The computer-implemented method may
include: obtaiming time and attendance data corresponding
to the published shift schedule; 1dentifying a token associ-
ated with timely pay; and accelerating payment to a user
based on the identified token. Identifying a plurality of
problem shiits may include: obtaining a plurality of pub-
lished shift schedules, each published shift schedule asso-
ciated with a respective shift of a respective employer of one
or more employers, where each published shift schedule
includes a location attribute, industry code attribute, and
week indicator attribute; for each published shitt schedule,
obtaining a corresponding time and attendance record; pro-
grammatically analyzing the published shift schedule and
the corresponding time and attendance record to determine
one or more unscheduled shiits; and adding unscheduled
shift data associated with the one or more unscheduled shiits
to a tramning corpus, where the unscheduled shift data
includes two or more of an employer identifier, a location
identifier, an industry 1dentifier, an employee 1dentifier, a job
type 1dentifier; and applying a machine learning algorithm to
the training corpus to determine a plurality of problem shafts.
The mcentive offer 1s a bonus pay ofler, and where an
amount associated with the bonus pay offer 1s based on a
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logistic regression value associated with the problem shift.
The GUI enables a user to submit a shaft bid. The shiit bid

1s an indication of acceptance of the incentive offer by the
user. Shift bid 1s a response of a monetary amount or a
percentage entered by a user on a respective user device. The
computer-implemented method may include: calculating a
reception level for the each incentive ofler based on a count
of users that view one or more incentive oflers. The com-
puter-implemented method may include: comparing the
reception level for a particular shift to a first threshold level;
comparing received shilt bids for the particular shift to a
second threshold; based on a determination of a reception
level meeting the first threshold and the received shift bids
meeting a second threshold level; determining an updated
incentive ofler; and displaying the updated incentive offer on
the user devices. Implementations of the described tech-
niques may include hardware, a method or process, or
computer software on a computer-accessible medium.

The system also includes a memory with instructions
stored thereon; and a processing device, coupled to the
memory, the processing device configured to access the
memory and execute the instructions, where the instructions
cause the processing device to perform operations including:
receiving a shift schedule template; identifying a plurality of
problem shifts 1n the shiit schedule template; determining an
incentive offer for each problem shiit; instantiating a graphi-
cal user imterface (GUI) portion on a plurality of user
devices; displaying the incentive ofler for each of the
identified problem shifts via the GUI; recerving shift bids
from each of a set of users via one of more user devices of
the plurality of user devices; and adjusting a shiit schedule
based on the recerved shift bids to generate a published shiit
schedule. Other embodiments of this aspect include corre-
sponding computer systems, apparatus, and computer pro-
grams recorded on one or more computer storage devices,
cach configured to perform the actions of the methods.

Implementations may include one or more of the follow-
ing features. The system where identilying a plurality of
problem shifts may include: obtaining a plurality of pub-
lished shift schedules, each published shift schedule asso-
ciated with a respective shift of a respective employer of one
or more employers, where each published shift schedule
includes a location attribute, industry code attribute, and
week 1ndicator attribute; for each published shift schedule,
obtaining a corresponding time and attendance record; pro-
grammatically analyzing the published shift schedule and
the corresponding time and attendance record to determine
one or more unscheduled shifts; and adding unscheduled
shift data associated with the one or more unscheduled shiits
to a training corpus, where the unscheduled shiit data
includes two or more of an employer identifier, a location
identifier, an industry 1dentifier, an employee 1dentifier, a job
type 1dentifier; and applying a machine learning algorithm to
the training corpus to determine a plurality of problem shifts.
The operations further may include: obtaining time and
attendance data corresponding to the published shift sched-
ule; identifying a token associated with timely pay; and
accelerating payment to a user based on the 1dentified token.
Implementations of the described techniques may include
hardware, a method or process, or computer software on a
computer-accessible medium.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A 1s a diagram of an example system environment
to automatically determine problem shifts, in accordance
with some 1implementations.
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FIG. 1B 1s a diagram of an example system environment
to automatically determine problem shifts, 1n accordance
with some 1mplementations.

FIG. 2 illustrates an example of shift schedule data
records, 1n accordance with some implementations.

FIG. 3 illustrates an example of time and attendance data
records, 1n accordance with some implementations.

FIG. 4 1s a flowchart illustrating an example method to
identily problem shiits, 1n accordance with some implemen-
tations.

FIG. 5 1s a block diagram illustrating an example of
supervised machine learning for prediction of problem
shifts, in accordance with some implementations.

FIG. 6 A illustrates example logistic regression based odds
of problem shifts generated based on a trained machine
learning (ML) model, 1n accordance with some 1mplemen-
tations.

FIG. 6B illustrates example logistic regression based odds
of problem shifts generated based on a trained machine
learning (ML) model, 1n accordance with some 1implemen-
tations.

FIG. 7 1s a flowchart illustrating an example method to
perform a randomized testing of incentives for problem
shifts, in accordance with some implementations.

FIG. 8 depicts an example user interface of an employee
communication system, in accordance with some implemen-
tations.

FIG. 9 depicts an example user interface of an employee
communication system, in accordance with some implemen-
tations.

FI1G. 10 depicts an example user interface of an employee
communication system, 1n accordance with some implemen-
tations.

FIG. 11 A 15 a flowchart illustrating an example method to
automatically improve shift coverage for problem shiits, 1n
accordance with some implementations.

FIG. 11B 1s a flowchart illustrating an example method to
automatically improve shift coverage for problem shiits, 1n
accordance with some 1implementations.

FIG. 12 15 a block diagram illustrating an example com-
puting device, 1n accordance with some implementations.

DETAILED DESCRIPTION

In the following detailed description, reference 1s made to
the accompanying drawings, which form a part hereof. In
the drawings, similar symbols typically identily similar
components, unless context dictates otherwise. The 1llustra-
tive implementations described in the detailed description,
drawings, and claims are not meant to be limiting. Other
implementations may be utilized, and other changes may be
made, without departing from the spirit or scope of the
subject matter presented herein. Aspects of the present
disclosure, as generally described herein, and illustrated 1n
the Figures, can be arranged, substituted, combined, sepa-
rated, and designed in a wide variety of different configu-
rations, all of which are contemplated herein.

References 1n the specification to “some implementa-
tions”, “an implementation”, “an example implementation™,
etc. indicate that the implementation described may 1nclude
a particular feature, structure, or characteristic, but every
implementation may not necessarily include the particular
feature, structure, or characteristic. Moreover, such phrases
are not necessarily referring to the same implementation.
Further, when a particular feature, structure, or characteristic

1s described 1n connection with an implementation, such
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feature, structure, or characteristic may be implemented 1n
connection with other implementations whether or not
explicitly described.

Many businesses include operations that are organized by
shifts—e.g., restaurants, airline companies, nursing homes,
manufacturing units, retail establishments, etc. Shift workers
are common 1n many industries. In such businesses, business
operations commonly utilize a shift roster and/or shift sched-
ule that specifies the employee(s)/worker(s) who are sched-
uled to “work the shift.” Shiit schedules are utilized to plan
an organization’s activities, and for employers, employees,

contractors, workers to plan ahead and be aware of their
schedule(s).

Large enterprises commonly utilize automated scheduling,
that may be verified by human users. The scheduling system
may be an automated system that 1s integrated with other
computer systems within an organization, e€.g., Enterprise
resource planning (ERP) systems, Customer relations man-
agement (CRM) systems, that may be utilized for providing
business intelligence about demand, customer visits, eftc.
The shift schedules are commonly prepared well 1n advance
of the actual shift and take into account worker/employee/
contractor availability and eligibility, business needs, regu-
latory provisions, efc.

In some implementations, employees are enabled to clock
in and clock out with just their user devices. User authen-
tication of the user device and geolocation features are
utilized to further authenticate clock i1n and clock out
actions. The user devices may also be integrated with time
and attendance system(s) and user provided information
may be utilized for processing timesheets, payroll, etc. In
some 1mplementations, rostering and payroll may be inte-
grated into a single system that i1s implemented across
multiple business units, locations, efc.

Despite the planning efforts, call-oils, where an employee
calls off their shift, uncommunicated absences, shiit swaps,
etc. are common, which can cause a loss of revenue, loss of
business productivity, reduced customer satisfaction,
reduced employee morale, etc. Analytics can provide
insights 1mto determining patterns across industries, loca-
tions, and additionally suggest mitigating measures.

In a franchise setting, a local franchisee operator may
experience absenteeism and excessive call-ofls. Determin-
ing a pattern at the local level may pose a challenge. A
service for automated scheduling with analytics that reveal
cllects of incentives on absenteeism and call-ofls may help
operators of business across multiple locations.

In many workplaces, gig workers and contract workers
are common. Interaction with them 1f increasingly via their
user devices, which 1s also integrated into scheduling, pay-
roll etc.

Employer and HR service providers offer a variety of
ways and/or platiorms for users (e.g., employees, contrac-
tors, hourly workers) to interact with one another. For
example, users of a platform may work together towards a
common goal, sign up for training, earn rewards based on
work accomplishments, send electronic messages to one
another, and so forth.

In some implementations, a communication channel (em-
ployee communication system) may be provided to connect
employees with one another, institute and maintain rewards
programs, promote employee engagement, etc. The commu-
nication channels can include a platform-enabled commu-
nication system which 1s a channel provided through a
plattorm provided by an employer or a service provider
associated with one or more employers. In such a channel,
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all communication between participants are typically routed
through the platform, e.g., via an application server hosted
by a service provider.

The communication channels can also include platiorm-
enabled audio communication. The platform may addition-
ally support voice communication by providing services
such as speech-to-text, subtitles, sign language support eftc.
A record of all or some of user communications can be
stored on storage devices and/or media associated with the
platform.

A technical problem for shift schedule managers 1s pre-
dictability of shift schedule filling and across platform(s).
When the shifts include shifts from multiple job categories
across multiple industries and locations, there are challenges
to predictability since 1t may not be easy to automatically
observe patterns of unscheduled shifts, since the patterns can
be dependent on various parameters.

Some 1mplementations disclosed herein automatically
determine problem shifts—shifts with a high likelihood of
being missed and are highlighted to one or more users. In

some 1mplementations, automated actions may be recom-
mended and/or taken to mitigate the occurrence of problem
shifts.

FIG. 1A 1s a diagram of an example system environment
to automatically determine problem shifts, in accordance
with some 1implementations.

FIG. 1A 1llustrates an example system environment 100,
in accordance with some implementations of the disclosure.
FIG. 1A and the other figures use like reference numerals to
identify like elements. A letter after a reference numeral,
such as “140a” 1ndicates that the text refers specifically to
the element having that particular reference numeral. A
reference numeral 1n the text without a following letter, such
as “140,” refers to any or all of the elements 1n the figures
bearing that reference numeral (e.g., “140” in the text refers
to reference numerals “140q,” “14054,” and/or “140#” 1n the
figures).

The system environment 100 (also referred to as “system”™
herein) includes application server 130, data store 125 that
includes storage for scheduling data, time and attendance
data, and rules data, user devices 140 (generally referred to
as “user device(s) 1407 herein), an employer human
resource information system (HRIS) 110, a Time and Atten-
dance system 115, a scheduling system 120, other employer
system(s) 135, a financial services provider system 150, and
application processor and rules engine 145, all of which are
coupled via a network.

A user device 140 can include a user application 142, and
iput/output (I/O) interfaces (e.g., mput/output devices).
The mput/output devices can include one or more of a
microphone, speakers, headphones, display device, mouse,
keyboard, touchscreen, virtual reality consoles, etc.

System environment 100 1s provided for illustration. In
different implementations, the system environment 100 may
include the same, fewer, more, or diflerent elements con-
figured 1n the same or different manner as that shown 1n FIG.
1A.

In some 1mplementations, the data store 125 may be a
non-transitory computer readable memory (e.g., random
access memory), a cache, a drive (e.g., a hard drive), a flash
drive, a database system, or another type of component or
device capable of storing data. The data store 125 may also
include multiple storage components (e.g., multiple drives
or multiple databases) that may also span multiple comput-
ing devices (e.g., multiple server computers). In some 1mple-
mentations, data store 125 may include cloud-based storage.
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In some implementations, the Application server 130 can
include a server having one or more computing devices (e.g.,
a cloud computing system, a rackmount server, a server
computer, cluster of physical servers, etc.). In some 1mple-
mentations, the Application server 130 may be an indepen-
dent system, may include multiple servers, or be part of
another system or server.

In some 1implementations, the Application server 130 may
include one or more computing devices (such as a rack-
mount server, a router computer, a server computer, a
personal computer, a mainirame computer, a laptop com-
puter, a tablet computer, a desktop computer, etc.), data
stores (e.g., hard disks, memories, databases), networks,
solftware components, and/or hardware components that
may be used to perform operations on the Application server
130 and to provide a user with access to Application server
130. The Application server 130 may also include a website
(e.g., a webpage) or application back-end software that may
be used to provide a user with access to content provided by
Application server 130. For example, users may access
Application server 130 using the user application 142 on
user devices 140.

In some implementations of the disclosure, a “user” may
be represented as a single individual. However, other imple-
mentations of the disclosure encompass a “user” (e.g.,
creating user) being an entity controlled by a set of users or
an automated source. For example, a set of individual users
federated as a community or group 1n an employer or service
provider system may be considered a “user.”

It may be noted that the Application server 130 1s pro-
vided for purposes of illustration. In some 1implementations,
Application server 130 may host one or more media 1tems
that can 1include communication messages from one user to
one or more other users. With user permission and express
user consent, the Application server 130 may analyze com-
munication data to improve the communication system.
Media 1tems can 1include, but are not limited to, digital video,
digital movies, digital photos, digital music, audio content,
melodies, website content, social media updates, electronic
books, electronic magazines, digital newspapers, digital
audio books, electronic journals, web blogs, real simple
syndication (RSS) feeds, electronic comic books, software
applications, etc. In some implementations, a media item
may be an electronic file that can be executed or loaded
using software, firmware or hardware configured to present
the digital media 1tem to an entity.

In some implementations, device(s) 130 and 140 may
cach include computing devices such as servers, cloud-
based computers, personal computers (PCs), mobile devices
(e.g., laptops, mobile phones, smart phones, tablet comput-
ers, or netbook computers), network-connected televisions,
ctc. In some implementations, one or more user devices 140
may connect to the Application server 130 at any given
moment. It may be noted that the number of user devices 140
1s provided as 1illustration. In some implementations, any
number of user devices 140 may be used.

In some implementations, each user device 140 may
include an 1nstance of the user application 142, respectively.
In one implementation, the user application 142 may permit
users to use and interact with Application server 130, such
as request a shift in a calendar application hosted by Appli-
cation server 130, or view or upload content, 1mages, video
items, web pages, documents, and so forth via I/O interfaces
144. In one example, the user application may be a web
application (e.g., an application that operates 1n conjunction
with a web browser) that can access, retrieve, present, or
navigate content (e.g., a training module etc.) served by a
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web server. In another example, the user application may be
a native application (e.g., a mobile application, app, or a
program) that 1s installed and executes locally on user device
140 and allows users to interact with Application server 130.
The user application may render, display, or present the
content (e.g., a web page, a media viewer) to a user. In an
implementation, the user application may also include an
embedded media player (e.g., a Flash® player) that is
embedded 1n a web page.

According to aspects of the disclosure, the user applica-
tion may be an online application for users to build, create,
edit, upload content to the Application server 130 as well as
interact with Application server 130. As such, the user
application may be provided to the device(s) 110 by the
Application server 130. In another example, the user appli-
cation may be an application that 1s downloaded from a
Server.

In some implementations, a user may login to Application
server 130 via the user application. The user may access a
user account by providing user account information (e.g.,
username and password) where the user account 1s associ-
ated with one or more accounts created on Application
server 130.

In general, functions described 1n one implementation as
being performed by the Application server 130 can also be
performed by the device(s) 110, or a server, i other imple-
mentations if suitable. In addition, the functionality attrib-
uted to a particular component can be performed by different
or multiple components operating together. The Application
server 130 can also be accessed as a service provided to
other systems or devices through appropriate application
programming interfaces (API), and thus 1s not limited to use
via browsers and 1n websites.

FIG. 1B 1s a diagram of an example system environment
to automatically determine problem shifts, in accordance
with some 1mplementations.

In this illustrative example, services are provided by
third-party system 160 that oflers services to one or more
employers via respective employer systems 135 that are
connected to the third-party system via network 122. Third
party system 1s also connected to user devices 140 via
network 122. The third-party system includes, among other
components, application server 130 and application proces-
sor and rules engine.

In some i1mplementations, network 122 may include a
public network (e.g., the Internet), a private network (e.g., a
local area network (LAN) or wide area network (WAN)), a
wired network (e.g., Ethernet network), a wireless network
(e.g., an 802.11 network, a Wi-Fi network, or wireless LAN
(WLAN)), a cellular network (e.g., a 5G network, a Long
Term Evolution (LTE) network, etc.), routers, hubs,
switches, server computers, or a combination thereof.

In some 1mplementations, work schedules are displayed
on user devices, which may also be utilized for maintaining
time and attendance, e.g., clocking-in and clocking-out, etc.
In addition, the user devices may be a channel for employees
to request updates to schedules, requesting of new shiits, eftc.

In some mmplementations, Application server 130 may
include a messaging system or a type of social network that
provides connections between users or that allows users
(e.g., end-users or consumers) to communicate with other
users on the Application server 130, where the communi-
cation may include voice chat, video chat, or text chat (e.g.,
1:1 and/or N:N synchronous and/or asynchronous text-based
communication). With user permission, a record of user
communications may be stored 1n data store 125. The data
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store 125 may be utilized to store message transcripts (text,
audio, 1mages, etc.) exchanged between users.

In some 1mplementations, content 1s generated via user
application 142 and i1s stored 1n data store 125. When the
user permits storage of message transcripts, the message
transcripts may include the message content and associated
metadata, e.g., text content of each message having a
corresponding sender and recipient(s); message formatting
(e.g., bold, 1talics, loud, etc.); message timestamps; relative
locations of employees, efc.

FIG. 2 1llustrates an example shift schedule, 1n accordance
with some 1implementations.

A shift schedule (shiit roster) specifies planned stafling for
different shifts. The shift schedule may be automatically
created by a software application (e.g., by an employer
HRIS described with respect to FIG. 1A), or be prepared
with human intervention. The shiits schedule may be shared
with employees and/or supervisors and may be stored in
paper and electronic form.

In this i1llustrative example, multiple shift schedules 200
of different employers are depicted. It will be appreciated
that this 1s an example format for a shiit schedule, and many
variants ol a shift schedule can be prepared that include
similar features and attributes.

As depicted 1n FIG. 2, each shift schedule record includes
a company 1dentifier 210, a location identifier 215, an
industry code 220, an indicator of time of year (week/date/
season) 223, a shaft (shift slot) identifier 230, and the roster
240 of employees, workers, or contractors scheduled to
work during the indicated shift. The shift schedule may
include a combination of name and/or employee 1dentifier of
the personnel scheduled for the shiit.

In this 1illustrative example, three shift schedules are
depicted, and two are shifts schedules of different locations
for the same employer.

The attributes depicted 1n FIG. 2 are for illustrative
purposes. In some 1implementations, other attributes may be
included, and some attributes depicted here may be
excluded. For example, a job type identifier may be mapped
within a data structure to an employee identifier, and hence
may not be included 1n a shift schedule data record. In other
examples, 1t may be explicitly included 1n the shiit schedule
data record. In some implementations, the industry code
may not be directly included 1n the shift schedule, but can be
separately mapped to the employer 1dentifier.

In the case of a third-party service, schedules from
multiple employers may be received. The schedule(s) may
be received via an Application Program Interface (API) or as
files.

A process by which the schedule data can be obtained can
vary based on the situation and use-case. For single
employer systems, the schedule data may be data internal to
an employer, and which 1s shared for analytics. In the case
of analytics services provided by providers of human
resource and allied services to multiple employers, the shift
schedule data may be stored as multi-tenant data within
computer systems of the third-party provider.

FIG. 3 illustrates an example time and attendance data
record 1n accordance with some implementations.

The time and attendance data record can originate from
one or more computer systems utilized by an organization.
In some 1mplementations, they are generated by a same
system that generates a shift schedule. In some implemen-
tations, this may be generated by a diflerent system than the
one that generates a shiit schedule. The time and attendance
report/data record 1s typically utilized by payroll systems,
e.g., for determining wages accrued to an employee over a
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pay period, etc., and serves as a basis for recording time and
hours actually worked by an employee, as opposed to a
schedule, which 1s a plan.

Time and attendance data may be obtained automatically
from a timekeeping system(s), from one or more user
device(s), from other computer systems, other biometric
system(s), or shiit data compiled with human intervention
and/or approved by a supervisor.

In some 1implementations, the time and attendance data
may be provided 1n real-time, where a time and attendance
data record 1s generated as soon as a shift ends, and
transmitted to employer and/or third party computer system

(s).

In some 1implementations, the time and attendance data
may be transmitted in a batch mode, e.g., at the end of a day,
at the end of a predefined clocking period, etc. The time and
attendance may be stored at one or more storage locations,
¢.g., on an employer computer system, at a service provider
computer system, or for example, at data store 125.

The time and attendance data record retlects employee
absences from a shift, e.g., when a worker calls-off their
shift, or participates 1n a shift swap, e.g., when an employee
swaps their shift with another employee, etc.

For example, as depicted 1n FIG. 2, 1n shift schedule data
record 205, while John and Nate were scheduled for Shift 1
on Sunday in shift schedule slot 240, the corresponding time
and attendance data record 305 1s indicative of John and Josh
actually working the shift, as indicated by a record associ-
ated with shift slot 310.

Similarly, shift schedule data record 260 1s indicative of
Omar being scheduled for shift slot 265, while the corre-
sponding time and attendance data record 325 1s indicative
of no one working the shift slot 330.

FIG. 4 1s a flowchart illustrating an example method to
identify problem shiits, in accordance with some implemen-
tations.

In some implementations, method 400 can be 1mple-
mented, for example, on application server 130 described
with reference to FIG. 1A. In some implementations, some
or all of the method 400 can be implemented on one or more
user devices 140 as shown 1n FIG. 1A, or on one or more
server device(s) 130, and/or on a combination of server
device(s) and client device(s). In described examples, the
implementing system includes one or more digital proces-
SOrs or processing circuitry (“processors’™), and one or more
storage devices (e.g., a datastore 125 or other storage). In
some 1implementations, different components of one or more
servers and/or clients can perform diflerent blocks or other
parts of the method 400. In some examples, a first device 1s
described as performing blocks of method 400. Some 1mple-
mentations can have one or more blocks of method 400
performed by one or more other devices (e.g., other client
devices or server devices) that can send results or data to the
first device.

Method 400 may begin at block 410. At block 410, a
plurality of shiit schedule data records and a plurality of time
and attendance data records are obtained.

The shift schedule data records may be similar to, for
example, shift schedule data records 200 described with
respect to FIG. 2, and can include shift schedule data from
multiple employers, and multiple locations of those employ-
ers for a variety of dates. The shift schedule data may be
obtained from an employer HRIS, for example, similar to
employer HRIS 110 described with respect to FIG. 1A,
and/or from a scheduling system 120 described with respect
to FIG. 1A.

5

10

15

20

25

30

35

40

45

50

55

60

65

12

In some 1mplementations, each shift schedule 1s associ-
ated with a respective shift of a respective employer of one
or more employers, and each shift schedule includes one or
more of an employer attribute, a location attribute, a time
indicator (week, season, etc.) attribute.

The time and attendance data records may be similar to,
for example, time and attendance data records 300 described
with respect to FIG. 3. The time and attendance data records
may be obtained, for example, from a time and attendance

system 1135 or other employer systems 135.
The shift schedule data and the time and attendance data

may be recerved as a text file (CSV, Excel, XML, JSON,
etc.), via a secured file sharing protocol, or via an API.
Block 410 may be followed by block 415. At block 415,

a shift schedule of the plurality of shift schedules 1s selected.

Block 415 may be followed by block 430.
At block 430, a time and attendance data record corre-

sponding to the selected shift schedule 1s obtained from the

plurality of obtamned time and attendance data records.
Block 430 may be followed by block 440.

At block 440, the selected shift schedule data and the
corresponding time and attendance data record are pro gram-
matically analyzed to determine any unscheduled shifts in
the record, e.g., any shift where the employee 1dentifier in
the time and attendance 1s different from the employee
identifier for the corresponding shift in the schedule data.
Unscheduled shifts may include swapped shifts, called-oil
shifts, and shifts that remained unfilled due to an employee
absence. Block 440 may be followed by block 450.

At block 450, data records associated with the unsched-
uled shifts are added to a training corpus. Block 450 may be
followed by block 455.

At block 455, 1t 1s determined whether there are additional
shift schedules to be processed. It 1t 1s determined that there
are more (additional) shift schedules to be processed, pro-

cessing proceeds to block 415, else processing proceeds to
block 460.

At block 460, a machine learning (ML) algorithm 1s
applied to the training corpus to determine problem shiits
and/or a shift compliance metric.

In some implementations, the ML model may be a super-

vised ML model that utilizes a logistic regression based
architecture that converts shift schedule data to vectors. For
example, the architecture may be utilized to map data 1n the
shift schedule to vectors of real numbers.
In some 1mplementations, the ML model utilizes tech-
niques to reduce the dimensionality of the feature vector
space, €.g., ifrom a vector space that 1s characterized by many
dimensions per shift to a vector space with a lower dimen-
S101.

For example, the ML model may determine a feature
vector (or embedding) based on the shift schedule data. The
feature vector (or embedding) may be a mathematical,
multi-dimensional representation that 1s generated based on
the shitt schedule data. Diflerent shifts may have different
feature vectors, based on their respective data sets that
include the particular shift. The trained ML model generates
similar feature vectors for similar shifts.

In some 1implementations, the machine learming algorithm
applied to the training corpus may include a logistic regres-
sion model to the traiming corpus. Two or more attributes 1n
the shift schedule data, e.g., employer 1dentifier, shiit iden-
tifier, job i1dentifier, employee 1dentifier, location identifier,
time (day, week of year, etc.) identifier may be utilized to
determine a feature vector associated with each shift sched-
ule.
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In some 1mplementations, one or more attributes may be
pre-processed before construction of a feature vector. For
example, a shift 1identifier recerved as an ordinal i1dentifier
(e.g., shaft 1, shitt 2, etc.) may be normalized across employ-
ers by converting the ordinal identifier to a continuous (time
based) 1dentifier, e.g., by 1dentifying the shifts by a time of
day corresponding to the shift. In some implementations, the
shifts may be categorized ito 15-minute units (chunks),
hourly chunks, two hourly chunks, into 8 time periods 1n a
day, etc. This may enable comparison of shift data across
multiple employers, each of whom may utilize a diflerent
notation and/or breakdown for shifts.

In some implementations, categorical attributes, e.g.,
employer identifier, job type identifier, etc. may be modelled
by using a sparse vector structure. For example, 1n a case
with 3 employers, Employer-1, Employer-2, Employer-3,
the feature vector portion for a shift schedule data record
associated with Employer-1 may be constructed using attri-
butes [1, 0, O] for [Employer-1, Employer-2, Employer-3].

In some 1implementations, the machine learning algorithm
1s applied to at least about 400 published shift schedules for
accuracy of determination of shift compliance metrics and

problem shifts. In some 1implementations, a mimmum size
for the training corpus may be about 1000, about 10000, or
about 10000 published shift schedules.

In some implementations, a minimum size for the training,
corpus may be based on the number of unscheduled shiits 1n
the data records.

Application of the ML model 1s utilized to determine a
shift compliance metric (odds of a shift being a problem
shift), expressed as a number between O and 1, where O 1s
indicative of a shift unlikely to be missed by an employee
scheduled to work the shift, and where 1 represents a shift
that 1s highly likely (e.g., almost definitely) to be missed.

In some 1implementations, decision boundaries based on
the logistic regression values may be utilized to create
clusters of problem shiits. For example, 1n some implemen-
tations, a decision boundary may be set aligned to points that
correspond to 0.25, 0.5, and 0.75 as hard to fill, moderate to
f1ll, and easy to fill shiits, respectively.

For example, 1n some implementations, a decision bound-
ary may be set at points that correspond to 0.15, 0.5, and
0.95 as hard to fill, moderate to fill, and easy to fill shifts,
respectively.

Easy to fill shifts may be shifts with a relatively low
occurrence (1ncidence) of unscheduled shifts. For example,
mid-day-health i1ndustry shifts, mid-week health industry
shifts, weekend shiits 1n the restaurant industry may be easy
to fill shifts 1n some data sets.

Hard to fill shifts may be shiits with a relatively high
occurrence (1ncidence) of unscheduled shifts. For example,
carly 1n the week shifts 1n the restaurant industry, weekend
shifts 1n the health industry, may be 1dentified by the ML
techniques as hard to fill shifts 1n some data sets.

In some implementations, different varnants of clusters
may be determined based n the logistic regression values
and the shift attributes. For example, clusters may be formed
that correspond to a single employer, a single region, etc.

In some implementations, the applied machine learning
technique may be a K nearest neighbor technique. Each shiit
schedule data record in the training corpus 1s classified by a
majority vote of 1ts neighbors, with the record being
assigned to the class most common amongst 1ts K nearest
neighbors measured by a distance function that 1s evaluated
for the attributes in the shift schedule data. In some 1mple-
mentations, the distance function 1s a Hamming distance.

10

15

20

25

30

35

40

45

50

55

60

65

14

Once the records are classified, problem shifts are deter-
mined based on the shiit compliance metric of a majority of
the neighbors.

In some 1mplementations, a plurality of clusters of prob-
lem shifts 1s created. A centroid value may be determined for
cach cluster of the plurality of clusters of problem shiits.

In some mmplementations, the shift compliance metric
and/or clusters of problem shifts may be utilized to catego-
rize newly created shifts (shift slots). For example, a likely
cluster for a newly created shift slot may be evaluated. In an
example, a shiit schedule template 1s recerved that includes
a new shift, e.g., new employer, new location, new industry,
new job type, etc.

A distance 1s computed between the newly created shiit
and each of the plurality of clusters. A likely cluster asso-
ciated with the newly created shiit may be determined based
on the corresponding distances. In some implementations, a
notification of a type of shift of the newly created shift may
be provided to one or more users.

In some mmplementations, a number of the plurality of
clusters may be determined using an elbow method. In some
implementations, a second clustering algorithm may be
applied to the training corpus to detect one or more employer
specific problem shifts.

Block 460 may be followed by block 410.

Method 400, or portions thereof, may be repeated any
number of times using additional inputs. In some 1mple-
mentations, the problem shifts may be determined at a
predetermined frequency, e.g., daily, weekly, etc. In some
implementations, method 400 may be triggered by arrival of
fresh data sets from one or more employer(s) and/or
employer system(s).

In some implementations, method 400, or portions
thereol, may be repeated based on employer updates, e.g.,
policy changes, management changes, etc. In some 1mple-
mentations, method 400, or portions thereof, may be
repeated based on system updates, e.g., upon a certain
number of completed shifts 1n a particular time period, upon
a certain number of missed shifts 1n a particular time period
and/or since the last analysis, etc. In some 1implementations,
method 400, or portions thereof, may be repeated based on
changes 1n observed statistics on the platform.

Method 400, or portions thereof, may be performed 1n a
different order from that depicted 1n FIG. 4. For example, the
time and attendance data records may be obtained first, and
selected and corresponding schedule data obtained, and the
loop may be performed over different records of time and
attendance until all records matches are processed.

FIG. 5 1s a block diagram illustrating an example of

supervised machine learning for prediction of problem
shifts, in accordance with some implementations.
The supervised machine learning can be implemented on
a computer that includes one or more processors and
memory with software instructions. In some implementa-
tions, the one or more processors may include one or more
of a general purpose central processing unit (CPU), a
graphics processing unit (GPU), a machine-learning proces-
sor, an application-specific integrated circuit (ASIC), a field-
programmable gate array (FPGA), or any other type of
Processor.

In this illustrative example, supervised machine learning
1s used to train a machine learning (ML) model 330 based on
training data 510 and a feedback generator 550. ML model
530 may be implemented using any suitable machine learn-
ing technique, e.g., a feedforward neural network, a convo-
lutional neural network, or any other suitable type of neural
network. In some implementations, other machine learning
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techniques such as Bayesian models, support vector
machines, hidden Markov models (HMMs), etc. can also be
used to implement ML model 530.

The training data 510 includes shift schedule data 515 and
time and attendance data 525 for a plurality of shift sched-
ules. The shift schedule data may be similar to, for example,
the shift schedule data described with respect to FIG. 2. The
time and attendance data (ground truth data) may be
obtained from one or more employer or service provider
computer systems. In some implementations, the ground
truth data may be provided via manual intervention.

In this illustrative example, shift schedule data 515 are
provided to a machine learning (ML) model under training,
530. The ML model generates a prediction of shift compli-
ance 540 based on a current state of the ML model and the
shift schedule data.

Analysis based on individual components of the schedule
data can lead to 1naccurate determination of a shift compli-
ance metric. Instead, analysis of the schedule data when
considered as a whole can lead to likely accurate determi-
nation of shift compliance metric (odds). For example, when
analyzing data from a single site or location of an employer,
it may be maccurate to infer some data patterns because the
problem shift behavior may be due to an errant employee,
and not due to the nature of the shift. Similarly, an incorrect
inference may be made about a particular employee when
the pattern 1s actually systemic and observed for all indus-
tries 1 a location, or for multiple locations for a particular
industry, or for a particular season, etc. The features are
utilized by the ML model to cluster the schedule data and
generate shift compliance metrics associated with each type
of shift.

Stated another way, the shift schedule data may be used
to determine specific features that may be used to determine
a probability of shift compliance. For example, a day and
time of shift may provide signals about a likelihood that the
scheduled employee may be absent from the scheduled shitit.
For example, an industry type may also provide signals
about a likelihood that the scheduled employee may be
absent from the scheduled shiit.

For example, the ML model may determine a feature
vector based on features of shift schedule data 3515. The
feature vector may be a mathematical, multi-dimensional
representation generated based on the shift schedule data
515. Dafferent shifts may have diflerent feature vectors,
based on respective shift schedule data. Upon training, the
ML model generates similar feature vectors for similar shifts
(shifts that are associated with similar types of shift attri-
butes, e.g., industry type, time of day, etc.).

The ML model 1s utilized to process the diflerent signals
determined based on the scheduled data. An internal coher-
ence of the different signals may be utilized to determine
predicted shift compliance.

The predicted shift compliance 540 1s provided to feed-
back generator 550.

Feedback generator 350 1s also provided with the
groundtruth tags based on time and attendance data (e.g.,
whether the scheduled employee was present for the shift or
not) 525 corresponding to the shift. Feedback 560 1s gen-
erated by feedback generator 550 based on a comparison of
the predicted shift compliance with the actual time and
attendance data, e.g., whether the shift was an unscheduled
shift or not, etc. The feedback 560 1s provided to the ML
model under training, which may be updated based on the
received feedback. For example, 11 predicted shift compli-
ance 540 1s similar to time and attendance data 325, positive
teedback may be provided as feedback 560, while 11 they are
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dissimilar negative feedback 1s provided to the ML model
under training, which may be updated based on the received
teedback using reinforcement learning techniques.

In some 1mplementations, the ML model includes one or
more neural networks. The neural network(s) may be orga-
nized into a plurality of layers including a plurality of layers.
Each layer may comprise a plurality of neural network
nodes. Nodes 1 a particular layer may be connected to
nodes 1n an immediately previous layer and nodes in an
immediately next layer. In some implementations, the ML
model may be a convolutional neural network (CNN).

In some 1mplementations, different types of ML models
may be utilized to process different categories of shiit
schedule data and identify characteristic features in each
category of shift scheduled data. For example, a k-nearest
neighbor (KNN) model may be utilized to process the
industry 1dentifier, and a binomial logistic regression may be
utilized for the shift time and date, etc. The identified
features may then be processed by a di: Terent ML model that
operates on these intermediate outputs as its inputs to
generate the predicted shift compliance.

The training of the ML model may be performed peri-
odically at specified intervals, or be triggered by events. In
some 1mplementations, the training may be repeated until a
threshold level of shift compliance accuracy 1s reached.

In some implementations, the ML model 1s a neural
network. In some implementations, the ML model may
include one or more of binary classification, multiclass
classification, and regression. In some implementations, the
ML model may be a K-means model, KNN model, Linear
Regression model, Logistic Regression model, Decision
Tree model, SVM model, Naive Bayesian model, Random
Forest model, etc.

In some implementations, problem shift data created with
human ntervention may be validated by the ML model to
ensure accuracy of shift classification.

FIG. 6A illustrates an example graph of logistic regres-
s1on based odds of problem shifts generated as a function of
shift attributes (shift feature vector) based on a trained
machine learning (NIL) model, in accordance with some
implementations.

FIG. 6A depicts an example shift compliance metric
plotted as a function of shift attribute for a particular shatt.
In this illustrative example, the 2-d graph includes a visu-
alization of a shift attribute(s) along the X-axis, and the shait
compliance metric along the Y-axis, which 1s the probabaility
of a particular shift associated with that shift attribute being
a shiit where the scheduled employees attend the particular
shift.

As an example, for a shiit corresponding to point A (610),
the shift compliance metric, the odds of a scheduled
employee not missing the shift, P(A) (615) 1s about 0.12.
Similarly, for point B 620, the compliance metric, or P(B)
625 may be about 0.9.

Decision boundaries may be utilized to characterize the
shifts 1nto one or more cluster types. For example, decision
boundaries may be selected at 0.25, 0.5, and 0.75 to deter-
mine an indicator of a dithiculty to fill a slot/shift compli-
ance.

This may be generated for diflerent industries, locations,
10b types within an employer, seasons, eftc.

FIG. 6B illustrates example logistic regression based odds
of problem shiits generated based on a trained machine
learning (ML) model, 1n accordance with some implemen-
tations.

In this 1llustrative example, shift compliance metrics are
visualized for different employers (companies) from difler-
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ent industries. The shift compliance metrics may be deter-
mined, for example, using a method similar to method 400,
described with respect to FIG. 4.

FIG. 6B depicts two 1llustrative examples of plots of shift
compliance metrics as a function of shift ID for two example
companies from two different industries.

A first graph depicts shift compliance metrics as a func-
tion of shift ID (plotted as shiits for days of the week in
sequence) for two companies, Company A and Company B
from the restaurant industry.

As can be inferred, Company A 1s observed to generally
have a higher shift compliance metric when compared to
Company B. While there are vanations at different locations
of the respective companies, the trends across both compa-
nies indicate some similarities. A lower shift compliance 1s
observed on the Sunday shifts, an increase for Monday/
Tuesday shifts, another trough for the Wednesday shiits, and
a relatively high shift compliance over the weekend. While
this 1s only an 1llustrative example, this observation may be
correlated to general patterns observed in the restaurant
industry, where occupancy can tend to be higher on the
weekends, with likely better revenue and tip collections.

A second graph depicts shift compliance metrics as a
tfunction of shiit ID (plotted as shifts for days of the week 1n
sequence) for two companies, Company C and Company D
from the restaurant industry.

As can be inferred, Company C i1s observed to generally
have a higher shift compliance metric when compared to
Company D, and companies can be observed to have higher
shift compliance metrics when compared to companies from
the restaurant industry described earlier.

The trends for both Company C and Company D reflect
a higher shift compliance metric for the shifts on Monday/
Tuesday, and a lower shift compliance as the weekend
approaches.

In some implementations, visualization of trends across
employers, industries, etc. may be generated and provided/
highlighted to one or more users of an employer system.

It will be appreciated that the examples depicted in FIG.
6A-6B are purely illustrative, and actual shift compliance
metrics values will be based on the actual shift compliance
metrics values that are determined based on schedule data
and time and attendance data that 1s processed by, for
example, method 400 described with reference to FIG. 4

FIG. 7 1s a flowchart illustrating an example method to
perform a randomized testing of incentives for problem
shifts, in accordance with some implementations. The
method may be utilized, for example, to support evaluation
ol an i1ncentive structure for resolving problem shiits.

In some implementations, method 700 can be 1mple-
mented, for example, on application server 130 described
with reference to FIG. 1A. In some implementations, some
or all of the method 700 can be implemented on one or more
user devices 140 as shown in FIG. 1A, or on one or more
server device(s) 130, and/or on a combination of developer
device(s), server device(s) and client device(s). In described
examples, the implementing system includes one or more
digital processors or processing circuitry (“processors’ ), and
one or more storage devices (e.g., a datastore 125 or other
storage). In some implementations, different components of
one or more servers and/or clients can perform different
blocks or other parts of the method 700. In some examples,
a first device 1s described as performing blocks of method
700. Some implementations can have one or more blocks of
method 700 performed by one or more other devices (e.g.,
other client devices or server devices) that can send results
or data to the first device.
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In some 1implementations, the method 700, or portions of
the method, can be mitiated automatically by a system. In
some 1mplementations, the implementing system 1s a first
device. For example, the method (or portions thereof) can be
periodically performed, or performed based on one or more
particular events or conditions, €.g., one or more requests
from a triggering subsystem, e.g., another employer system
135 described with respect to FIG. 1A, to perform method
700, a predetermined time period having expired since the
last performance of method 700, and/or one or more other
conditions occurring which can be specified 1n settings read
by the method.

Method 700 may begin at block 710. At block 710, a shift
schedule template 1s recerved. In some implementations, the

shift schedule template 1s a set of data records specifying a
set of shifts (shift slots), and which includes scheduled

employees that are scheduled to work the shifts. The shait
schedule template may also include identifiers associated
with a job type, and/or other policy or regulatory codes
associated with the shaft.

The shift schedule template may be automatically gener-
ated based on previous shift schedule history, one or more
employee preferences about availability, and other business
parameters such as expected customer demand, footfall, etc.

Block 710 may be followed by block 715.

At block 713, one or more problem shiits 1n the received
template are identified.

In some 1implementations, the 1dentification of the one or
more problem shifts 1s performed by comparing the shift
attributes 1n the received template against an already created
record (table) of problem shiits and/or corresponding shift
attributes generated from an ML model. The record may be
created from previously generated shift compliance metric
values and by applying a suitable decision boundary.

For example, a distance may be computed between one or
more of the shift attributes in the received shift schedule
template and shiit attributes of representative problem shifts
that have been previously determined. A shiit in the recerved
shift schedule template may be assigned to a category with
the least distance.

In some implementations, a table of problem shifts may
be generated based on another technique, e.g., a list prepared
using human action or intervention.

In some implementations, problem shift(s) in the shift
templates are i1dentified by determining a shift compliance
metric based on the shift attributes 1n the shift template, and
by comparing the determined shift compliance metric with
predetermined thresholds.

Block 715 may be followed by block 720.

At block 720, a graphical user interface (GUI) 1s initiated
and/or caused to be mitiated on one or more user device(s)
to highlight an incentive associated with each of the iden-
tified problem shifts. In some implementations, the GUI may
be 1nitiated soon after 1dentification of a problem shiit. In
some 1implementations, a notification may be transmitted to
one or more user devices, and the GUI activated when a user
opens an App or window associated with an employer
communication system.

As described earlier, a user mterface may be utilized via
an employee communication system/channel on one or more
user devices associated with employees/contractors/hourly
workers. A custom application may be utilized for this
purpose and other workplace engagement.

FIG. 8 depicts an example user interface of an employee
communication system, 1n accordance with some implemen-
tations.
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The engagement tool (app) enables functions such as
Chirp, Earn, Rewards, and Tramning. Buttons are provided
for the user to navigate to various functions that enable
employees, workers to access additional features, e.g.,
carned wage access, savings options, planning tools, etc.

A chirp feature (830) enables users to communicate with
other employees as groups or directly. A user may commu-
nicate via the tool with other employee users on a 1:1 basis.
Group communications may also be enabled that enables
groups of users to communicate on a N:N basis. A user may
create new groups, based on their interests, job role(s),
afhiliations, etc. Supervisors may create groups that auto-
matically enroll all employees of a certain group. In some
implementations, information may be verified using an
employee database to determine eligibility etc.

An earn feature 1s provided that enables users to view
their current schedule, available jobs/shifts, etc. A rewards
feature enables the user to receive incentives related to
milestones and/or other achievements. e.g., birthdays, anni-
versaries, successiul completion of training, etc. A training,
feature enables users to select and undergo both mandatory
and optional job related training, etc.

FIG. 9 depicts an example user interface of an employee
communication system, 1n accordance with some implemen-
tations.

The user interface enables a user to view their current
schedule (910), as well as available jobs/shifts (920). In
some cases, available shifts are indicated/displayed as shift
cards (940) to the user based on employee cligibility.

In some 1mplementations, incentive oflers that may be
applicable to particular shifts may also be indicated along-
side the shift. This enables users to select particular shiits,
and may enable an employer to fill certain hard to fill shifts.

For example, a first shift 940 has no associated incentive,
a second Shlft 960 may be associated with a timely pay
incentive ofler, and a third shift 970 may be associated with
a bonus pay incentive offer.

A button 950 may be provided that enables a user to
request a shift that they are not currently scheduled for.
Upon selection of the button, a request may be transmitted,
for example, to Application Server 130 and/or scheduling
system 120.

FIG. 10 depicts an example user interface of an employee
communication system, in accordance with some implemen-
tations.

In some implementations, additional notifications may be
provided to users/employees based on detection of a prob-
lem shift 1n a shift schedule template or a published shiit
schedule (e.g., due to an employee calling-ofl a scheduled
shift, etc.). A notification of availability of a special shift
1010 may be displayed on a user device, along with details
of the shift 1020, and a type of incentive offer 1010
associated with the special shift. The user may request a
special shift via the user interface.

In some implementations, an incentive ofler for a special
shift may enable a user to bid on the shift and specity their
own bid rate for the shait.

In this illustrative example, a user 1s provided with a
notification 1040 regarding a special shift that the user 1s
cligible to bid on. Details of the shift, e.g., time of shift, job
type, location, etc. are provided to the user. The user 1s
enabled to submit their own bid 1050 for the shift, and
request 1060 the shiit.

As described earlier, in some implementations, a real-time
notification 1s sent to a user device and immediately dis-
played on the user device, whereas in some other 1mple-
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mentations, a notification 1s transmitted to a user device, and
initiated when a suitable screen/app 1s viewed by the user.

Block 720 may be followed by block 725.

At block 725, a randomized incentive offer 1s displayed or
transmitted to multiple user devices. The randomized 1ncen-
tive ofler may include one or more of a timely pay offer and
a bonus pay ofler.

As part of a timely pay ofler, a user 1s paid immediately
upon completion of a shift associated with a timely pay offer,
as opposed to an end of a pay period, which may be a usual
time of settlement of employee earnings.

As part of a bonus pay ofler, a user may be paid an amount
that 1s higher than the usual wage they would earn for the
shift. A bonus pay offer may be indicated as a percentage
increase over a normal age, or as a fixed (higher) amount.

In some implementations, the selection of incentive offers
1s based on a determination of clusters of types of problem
shifts. Selection of clusters for randomized offers 1s made
such that similar groups (clusters) of shift slots (e.g. night
shifts, long weekend shifts, weekday shift slots 1n a restau-
rant 1industry, etc.) are oflered different types of incentive
offer(s) to test the sensitivity of shift compliance to the
incentive offers.

In some 1implementations, a number of randomized incen-
tive oflers 1s based on an expected number of unscheduled
shifts. For every shiit, a reference shiit schedule data set 1s
utilized without any incentive offers as well as data sets with
different combinations of incentive oflers.

Block 725 may be followed by block 730.

At block 730, shift bids may be received from a set of
users via one or more of the plurality of user devices.

Block 730 may be followed by block 735.

At block 735, a shift schedule may be finalized (pub-
lished) based on the received shift bids. eligibility verified,
regulatory, overtime, etc. prioritization based on perfor-
mance, other factors when finalizing

Block 735 may be followed by block 740.

At block 740, time and attendance data associated with
the published shift schedule 1s received.

In some implementations, time and attendance data may
be received upon completion of the corresponding shiits. In
some other implementations, the time and attendance data
may be received alter completion of a certain number of
shifts, e.g., daily, weekly, bi-weekly, etc.

Block 740 may be followed by block 750.

At block 750, a shift compliance metric 1s determined for
the shift schedule data associated with the randomized
incentive offers by comparing with the corresponding time
and attendance data. Historical shift schedule data associ-
ated with the shift schedule data associated with the ran-
domized 1incentive oflers 1s obtained, for example, from data
store 125. An updated shift compliance metric 1s determined
and statistically analyzed along with the time and attendance
data, the historical problem shift data, and the published
shift schedule to determine a shift compliance metric asso-
ciated with the randomized incentive.

In some 1implementations, a lift value associated with the
randomized incentive ofler 1s determined.

In some 1implementations, a lift value for a particular shift
1s based on a measured change 1n the logistical regression
values with and without a randomized incentive offer. In
some i1mplementations, a logistic regression function 1s
determined for each category of shifts, e.g., no incentive
offer, timely pay shiits, bonus pay shiits, etc. A lift associ-
ated with the randomized incentive offer 1s based on a
distance measured between respective points on the logistics
regression curve (evaluated by the determined logistic
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regression function for each randomized incentive of
corresponding to a particular shift.

In some implementations, the life 1s measured by a
combination of shift compliance as well as customer satis-
faction data corresponding to shifts for which randomized
incentives were olilered.

In some 1implementations, statistically analyzing the time
and attendance data, the historical problem shift data, and
the published shift schedule may include measuring a dis-
tance of movement of a centroid of each cluster of a plurality
of clusters of problem shiits.

Upon completion of the shift(s) indicated in the random-
ized incentive offer(s), the incentive offers are fulfilled.

An ML model, e.g., similar to an ML model described
with reference to FIG. 4 may be updated with the shift
compliance metric associated with the randomized incentive
offer(s). Attributes associated with each incentive offer may
be added as a dimension to a feature vector(s) for the

corresponding schedule data and/or time and attendance
data.

Method 700, or portions thereof, may be repeated any
number of times using additional inputs. In another example,
block 710-750 may be repeated with additional incentive
offers. Method 700 may be repeated until a threshold level
of shift compliance 1s reached, or a threshold lift from a
randomized incentive ofler 1s measured.

In some implementations, method 700, or portions
thereot, may be repeated periodically. For example, method
700, or portions thereof may be repeated to retrain the ML
model daily, weekly, monthly, etc. In some implementations,
method 700, or portions thereof, may be repeated based on
a change in season, new employer addition, new policy
changes, efc.

FIG. 11 A 15 a flowchart illustrating an example method to
automatically improve shiit coverage for problem shifts, 1n
accordance with some implementations.

In some i1mplementations, method 1100 can be mmple-
mented, for example, on application server 130 described
with reference to FIG. 1A. In some implementations, some
or all of the method 1100 can be implemented on one or
more user devices 140 as shown 1n FIG. 1A, or on one or
more server device(s) 130, and/or on a combination of server
device(s), and user device(s). In described examples, the
implementing system includes one or more digital proces-
SOrs or processing circuitry (“processors’™), and one or more
storage devices (e.g., a datastore 125 or other storage). In
some 1implementations, different components of one or more
servers and/or clients can perform diflerent blocks or other
parts of the method 1100. In some examples, a first device
1s described as performing blocks of method 1100. Some
implementations can have one or more blocks of method
1100 performed by one or more other devices (e.g., other
client devices or server devices) that can send results or data
to the first device.

In some 1implementations, the method 1100, or portions of
the method, can be 1nitiated automatically by a system. In
some 1mplementations, the implementing system 1s a first
device. For example, the method (or portions thereof) can be
periodically performed, or performed based on one or more
particular events or conditions, €.g., one or more requests
from a triggering subsystem, e.g., another employer system
135 described with respect to FIG. 1A, to perform method
1100, a predetermined time period having expired since the
last performance of method 1100, and/or one or more other
conditions occurring which can be specified 1n settings read
by the method.
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At block 1105, a shift schedule template 1s received. In
some cases, the template may be a provisional shift schedule
prepared for shift finalization.

In some implementations, the shift schedule template may
be a set of data records specilying a set of shift slots and
includes a listing of scheduled employees that are scheduled
to work the shifts. The shift schedule template may also
include identifiers associated with a job type, and/or other
policy or regulatory codes/rules associated with the shift.

In some implementations, the shift schedule template may
include only a listing of shiit slots, and the shift require-
ments associated with each shift slot. A separate data store
or data records may include a list of available employees and
corresponding shifts requested by one or more employees.

The shift schedule template may be automatically gener-
ated based on previous shift schedule history, one or more
employee preferences about availability, and other business

parameters such as expected customer demand, footfall, etc.
Block 1105 may be followed by block 1110.

At block 1110, one or more potential problem shifts may
be 1dentified 1n the shift schedule template.

In some implementations, the 1dentification of the one or
more problem shifts 1s performed by comparing the shift
attributes 1n the received template against an already created
record (table) of problem shiits and/or corresponding shiit
attributes generated from an ML model. The record may be
created from previously generated shift compliance metric
values and by applying a suitable decision boundary.

For example, a distance may be computed between one or
more of the shift attributes in the received shiit schedule
template and shiit attributes of representative problem shifts
that have been previously determined. A shiit slot in the
received shift schedule template may be assigned to a
category with the least distance.

In some 1mplementations, a table of problem shifts may
be generated based on another techmique, e.g., from a list
prepared using human action or intervention. In some 1mple-
mentations, a table of problem shifts may include shifts
determined to be likely problem shifts based on expected
future events, e.g., weather events, special events such as
sports games, festivals, etc.

In some implementations, problem shift(s) in the shaift
templates are 1dentified by determining a shift compliance
metric based on the shift attributes 1n the shift template and
comparing the determined shift compliance metric with
predetermined thresholds.

Block 1110 may be followed by block 1115.

At block 1115, an incentive offer may be determined for
cach identified problem shiit. In some implementations, the
incentive offer 1s based on determining an incentive ofler
associated with a greatest distance between the shift com-
pliance metric computed for a control group (e.g., with no
incentive ofler), and a shift compliance metric computed for
a group where the corresponding incentive offer was made
(and accepted).

In some 1implementations, an incentive ofler for a problem
shift may be determined based on the logistic regression
odds computed for the problem shift, as described earlier.

In some implementations, the mcentive offer may be a
bonus pay offer, which 1s an ofler to an employee on an
amount that 1s greater than a customary pay, and an amount
associated with the bonus pay offer 1s based on a logistic
regression value associated with the problem shift. In some
implementations, an incentive offer of bonus pay 1s deter-
mined based on a logistic regression value and a budget
provided for that shift by an employer.
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In some implementations, the incentive ofler may be a
timely pay offer.

In some implementations, the mcentive ofler may be an
invitation to users to submit a shift bid (e.g., a “name your
price” type shiit bid).

Block 1115 may be followed by block 1120.

At block 1120, a graphical user intertace (GUI) portion 1s
instantiated on a plurality of user devices. The GUI 1s
utilized to highlight an incentive associated with each of the
identified problem shiits.

In some 1mplementations, the GUI may be instantiated
later, and only a notification 1s sent to the user device, and

the GUI 1s launched (instantiated) when the app 1s mitiated.

Block 1120 may be followed by block 1125.

At 1125, the incentive ofler for each of the identified
problem shiits 1s displayed via the GUI. In some implemen-
tations, a reception level may be determined for each incen-
tive offer based on a count of users that view one or more
incentive offers.

In some 1implementations, a reception level may be deter-
mined for the incentive offer. The reception level may be
based on a number (count) of users that are actively par-
ticipating, e.g., viewing notifications, etc. The reception
level may be indicative of a level of active participation by
employees.

The reception level may be determined over different
virtual and/or geographical zones. For example, the recep-
tion level may be determined for participants who are
located within a certain distance of the establishment and be
indicative of a level of reception 1n a localized region (e.g.,
all employees/users located in a certain state, city, or coun-
try, etc.).

Virtual zones defined by categories, €.g., new employees,
experienced employees e.g. employees that have been
employed for a period that exceeds a certain time period,
new employees, etc. may be determined.

In some implementations, a reception level (or listener-
ship/listen rate) may be determined for different categories
of users, e¢.g., employees that meet a threshold level of
experience, employees that meet a threshold performance
rating, employees that meet a threshold level of unscheduled
shift attendance, employees that fulfil a minimum criterion
for the corresponding shiit, etc.

Block 1125 may be followed by block 1130.

At block 1130, shift bids are received {from each of a set
of users via one of more user devices of the plurality of user
devices.

As described earlier, a user interface may be provided on
a user device associated with an employee that enables a
user to submit a shift bid. In some implementations, a shift
bid 1s an 1ndication of acceptance of an incentive ofler, e.g.,
timely pay, bonus pay, etc. by the user. In some 1mplemen-
tations, a shift bid 1s indicative of a particular monetary
amount, e.g., $45/hour, or a percentage, e.g., 20% bonus pay.
that 1s entered by a user on a respective user device.

Block 1130 may be followed by block 1135.

At block 1135, recerved bids are validated against one or
more eligibility rules 1n order to determine whether a shift
bid 1s a valid shift bid. For example, a shift bid may be
considered to be mvalid if 1t 15 determined that completion
of the proposed shift bid may cause a violation of one or
more rules and/or policy guidelines, e.g., overtime policies,
regulatory conditions, eftc.

In some 1implementations, when multiple shift bids may
be received for the same shift slot, the received shift bids
may be evaluated for prioritization of the shift bids.
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In some 1implementations, the prioritization may be based
on the skillset of the employee and/or experience in the
relevant field. In some implementations, the prioritization
may be based on a time at which a bid for received (first
come first serve basis), as an icentive for employees to
submit their bids early.

In some implementations, a round robin algorithm may be
applied to provide an opportunity to applicants who may
have bid multiple times.

Block 1135 may be followed by block 1140.

At block 1140, a shift schedule 1s published (finalized)
based on the shift schedule template and the received shiit
bids to generate a published shift schedule. A token may be
included 1n one or more data records indicative of a type of
incentive offer associated with each shift that 1s associated
with an incentive ofler.

In some 1implementations, valid shift bids that were not
selected may be stored to be utilized as backups 1n case the
scheduled employee cannot attend the selected shift slot.

In some implementations, upon publication (finalization)
of the shiit schedule, notifications may be provided to one or
more employees, one or more supervisors/managers that
includes details of the shifts they are associated with/
assigned to.

In some implementations, finalization of a shift schedule
may be communicated to users via a user interface of a user
device, e.g., user device 140 described with reference to
FIG. 1A.

At a time of availability of shift completion data, e.g., end
of a shift time slot, end of day, end of week, end of pay
period, etc., time and attendance data i1s receirved corre-
sponding to one or more shifts i the published shiifts,
particularly for shifts which have incentive oflers.

In some implementations, upon obtaining time and atten-
dance data corresponding to the published shift schedule, a
token associated with timely pay or other incentive offer(s)
may be 1dentified. Based on the 1dentified token, one or more
incentive offer(s) may be fulfilled. For example, all or a
portion of earnings associated with the shift may be accel-
crated to the user based on user opt-in and designation of a
financial mnstrument where the accelerated funds are to be
loaded.

In some implementations, shift schedule data, incentive
offer(s) data, and time and attendance may be stored on one
or more storage devices, e.g., data store 125.

In some 1mplementations, the reception level of one or
more incentive offers may be compared to a first threshold
level, and a count of received shift bids compared to a
second threshold level. Based on a determination of a
reception level meeting the first threshold level and the
received shift bids meeting a second threshold level, one or
more incentive offers may be adjusted. For example, 11 it 1s
determined that for a shift slot with a ligh likelthood of
becoming unscheduled (e.g., a mght shift during a holiday
weekend), a reception level of for one or more incentive
offers(s) met a predetermined threshold (e.g., exceeded a
predetermined number of users who viewed the message),
but still did not receive a threshold number of valid shift
bids, the incentive offer(s) may be adjusted so that they are
more attractive to users. In some cases, updated incentive
oflers may be displayed, or caused to be displayed on the
user devices, to attract additional valid shift bids.

In some i1mplementations, incentive oflers may be
adjusted based on a particular shift not being confirmed by
a predetermined threshold period of time before the com-
mencement of the shift. For example, at a predetermined
time before a shift, incentive ofler(s) may be automatically




US 11,922,346 B2

25

transmitted to users 11 1t 1s determined that the shift slot 1s not
finalized, or 1t a last minute cancellation/call-ofl occurs.

Method 1100, or portions thereof, may be repeated any
number of times using additional 1inputs. In another example,
block 1105-1140 may be repeated with additional incentive
offers. Method 1100 may be repeated until a threshold level
of shift compliance 1s reached.

In some implementations, method 1100, or portions
thereol, may be repeated periodically. In some 1mplemen-
tations, method 1100, or portions thereol, may be repeated
based on a change 1n season, newly recerved shilt require-
ments, new employer addition, policy changes, etc.

FIG. 11B 1s a block diagram illustrating an example of a
method to auto generate shift incentives, in accordance with
some 1mplementations.

At block 1180, a shift schedule template 1s received. In
some cases, the shift schedule template 1s a provisional
schedule prepared for finalization of a schedule.

Block 1180 may be followed by block 1182.

At block 1182, one or more problem shifts 1n the template
are 1dentified.

In some 1mplementations, the 1dentification of the one or
more problem shifts 1s performed by comparing the shift
attributes 1n the received template against an already created
record (table) of problem shifts and/or corresponding shift
attributes generated from an ML model. The record may be
created from previously generated shift compliance metric
values and by applying a suitable decision boundary.

For example, a distance may be computed between one or
more of the shift attributes in the received shiit schedule
template and shiit attributes of representative problem shifts
that have been previously determined. A shiit in the recerved
shift schedule template may be assigned to a category with
the least distance.

In some implementations, a table of problem shiits may
be generated based on another techmique, e.g. a list prepared
using human action or intervention.

In some implementations, problem shift(s) in the shift
templates are i1dentified by determining a shift compliance
metric based on the shift attributes in the shift template, and
by comparing the determined shift compliance metric with
predetermined thresholds.

Block 1182 may be followed by block 1184.

At block 1184, one or more incentive oflers for identified
problem shifts are transmitted to users. In some 1mplemen-
tations, the incentive offers may be displayed on a user
device associated with one or more eligible users.

Block 1184 may be followed by block 1186.

At block 1186, user response(s) are received to 1ncentive
offer(s). For example, user response(s) to mcentive ofler(s)

may be received at application server 130 from user devices
140.

Block 1186 may be followed by block 1188.

At block 1188, a shiit schedule 1s published based on the
shift template and the received user response(s).

Block 1188 may be followed by block 1190.

At block 1190, time and attendance data corresponding to
the published shift schedule 1s received.

Block 1190 may be followed by block 1192.

At block 1192, a payment timing 1dentifier in the time and
attendance data record 1s determined.

Block 1192 may be followed by block 1194,

At block 1194, 1t 1s determined whether a payment timing
identifier 1s indicative of timely pay. If 1t 1s determined that

the payment timing 1dentifier 1s indicative of a timely pay
incentive offer, then block 1194 may be followed by 1196,
else block 1194 is followed by block 1198.
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At block 1196, a timely pay 1s fulfilled by crediting an
account associated with an employee of the shift, per the
incentive offer indicated. Timely pay may be fulfilled by
utilizing timely pay rails that provide connections with third
party service providers and enable the transfer/loading funds
on financial mstruments such as bank account, support an
instant load on a debit card, etc.

At block 1198, fulfillment follows normal payroll pro-
cessing, €.g., where payment 1s made to an employee at the
end of a pay period, etc.

Method 1170, or portions thereolf, may be performed 1n a
different order from that depicted 1n FIG. 11B. For example,
blocks 1180-1188 may be performed at one time, and blocks
1190-1198 may be performed as a separate method, at a
different time.

FIG. 12 1s a block diagram of an example computing
device 1200 which may be used to implement one or more
features described herein. In one example, device 1200 may
be used to implement a computer device (e.g., 130 and/or
140 of FIG. 1A), and perform appropriate method 1mple-
mentations described herein. Computing device 1200 can be
any suitable computer system, server, or other electronic or
hardware device. For example, the computing device 1200
can be a mainirame computer, desktop computer, worksta-
tion, portable computer, or electronic device (portable
device, mobile device, cell phone, smartphone, tablet com-
puter, television, TV set top box, personal digital assistant
(PDA), media player, wearable device, etc.). In some imple-
mentations, device 1200 includes a processor 1202, a com-
puter readable medium/memory 1206, and network interface
1208.

Processor 1202 can be one or more processors and/or
processing circuits to execute program code and control
basic operations of the device 1200. A “processor” includes
any suitable hardware and/or software system, mechanism
or component that processes data, signals or other informa-
tion. A processor may include a system with a general-
purpose central processing unit (CPU), multiple processing
units, dedicated circuitry for achieving functionality, or
other systems. Processing need not be limited to a particular
geographic location, or have temporal limitations. For
example, a processor may perform 1ts functions 1 “real-
time,” “oflline,” 1n a “batch mode,” etc. Portions of process-
ing may be performed at different times and at different
locations, by different (or the same) processing systems. A
computer may be any processor in communication with a
memory.

Computer readable medium (memory) 1206 1s typically
provided 1n device 1200 for access by the processor 1202,
and may be any suitable processor-readable storage
medium, e.g., random access memory (RAM), read-only
memory (ROM), FElectrical Erasable Read-only Memory
(EEPROM), Flash memory, etc., suitable for storing instruc-
tions for execution by the processor, and located separate
from processor 1202 and/or integrated therewith. Memory
1206 can store soitware operating on the server device 1200
by the processor 1202, including an operating system 1204,
one or more applications 1210, and application data 1212. In
some 1mplementations, application 1210 can include
instructions that enable processor 1202 to perform the
functions (or control the functions of) described herein, e.g.,
some or all of the methods described with respect to FIGS.
4,7, and 11A-B.

Elements of software in memory 1206 can alternatively
be stored on any other suitable storage location or computer-
readable medium. In addition, memory 1206 (and/or other
connected storage device(s)) can store instructions and data
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used 1n the features described herein. Memory 1206 and any
other type of storage (magnetic disk, optical disk, magnetic
tape, or other tangible media) can be considered ““storage™ or
“storage devices.”

A network interface can provide functions to enable
interfacing the server device 1200 with other systems and
devices. For example, network communication devices,
storage devices (e.g., memory and/or data store 125), and
input/output devices can communicate via iterface 806. In
some 1mplementations, the I/O interface can connect to
interface devices including mnput devices (keyboard, point-
ing device, touchscreen, microphone, camera, scanner, etc.)
and/or output devices (display device, speaker devices,
printer, motor, etc.).

Audio/video mput/output devices may be provided that
can 1nclude a user mput device (e.g., a mouse, etc.) that can
be used to receive user input, a display device (e.g., screen,
monitor, etc.) and/or a combined mput and display device,
that can be used to provide graphical and/or visual output.

For ease of 1llustration, FIG. 12 shows one block for each
of processor 1202 and memory 1206. These blocks may
represent one or more processors or processing circuitries,
operating systems, memories, I/O interfaces, applications,
and/or software engines. In other implementations, device
1200 may not have all of the components shown and/or may
have other elements including other types ol elements
instead of, or 1n addition to, those shown herein. While the
Application server 130 1s described as performing opera-
tions as described in some implementations herein, any
suitable component or combination of components of Appli-
cation server 130 or similar system, or any suitable proces-
sor or processors associated with such a system, may per-
form the operations described.

A user device can also implement and/or be used with
features described herein. Example user devices can be
computer devices including some similar components as the
device 1200, e.g., processor(s) 1202, memory 1206, ctc. An
operating system, software and applications suitable for the
client device can be provided 1n memory and used by the
processor. The /O interface for a client device can be
connected to network communication devices, as well as to
input and output devices, e.g., a microphone for capturing
sound, a camera for capturing images or video, a mouse for
capturing user input, a gesture device for recognizing a user
gesture, a touchscreen to detect user mput, audio speaker
devices for outputting sound, a display device for outputting
images or video, or other output devices. A display device
within the audio/video, for example, can be connected to (or
included 1n) the device 1200 to display images pre- and
post-processing as described herein, where such display
device can include any suitable display device, e.g., an LCD,
LED, or plasma display screen, CRT, television, monitor,
touchscreen, 3-D display screen, projector, or other visual
display device. Some implementations can provide an audio
output device, e.g., voice output or synthesis that speaks
text.

One or more methods described herein (e.g., methods
400, 700, and 11A-B) can be implemented by computer
program 1instructions or code, which can be executed on a
computer. For example, the code can be implemented by one
or more digital processors (e.g., microprocessors or other
processing circuitry), and can be stored on a computer
program product including a non-transitory computer read-
able medium (e.g., storage medium), €.g., a magnetic, opti-
cal, electromagnetic, or semiconductor storage medium,
including semiconductor or solid state memory, magnetic
tape, a removable computer diskette, a random access
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memory (RAM), a read-only memory (ROM), flash
memory, a rigid magnetic disk, an optical disk, a solid-state
memory drive, etc. The program instructions can also be
contained 1n, and provided as, an electronic signal, for
example 1n the form of software as a service (SaaS) deliv-
ered from a server (e.g., a distributed system and/or a cloud
computing system). Alternatively, one or more methods can
be mmplemented in hardware (logic gates, etc.), or in a
combination of hardware and software. Example hardware
can be programmable processors (e.g., Field-Programmable
Gate Array (FPGA), Complex Programmable Logic
Device), general purpose processors, graphics processors,
Application Specific Integrated Circuits (ASICs), and the
like. One or more methods can be performed as part of or
component of an application running on the system, or as an
application or software runming in conjunction with other
applications and operating systems.

One or more methods described herein can be run in a
standalone program that can be run on any type of comput-
ing device, a program run on a web browser, a mobile
application (*app”) run on a mobile computing device (e.g.,
cell phone, smart phone, tablet computer, wearable device
(wristwatch, armband, jewelry, headwear, goggles, glasses,
etc.), laptop computer, etc.). In one example, a client/server
architecture can be used, e.g., a mobile computing device (as
a client device) sends user input data to a server device and
receives from the server the final output data for output (e.g.,
for display). In another example, all computations can be
performed within the mobile app (and/or other apps) on the
mobile computing device. In another example, computations
can be split between the mobile computing device and one
or more server devices.

Although the description has been described with respect
to particular 1mplementations thereof, these particular
implementations are merely illustrative, and not restrictive.
Concepts illustrated in the examples may be applied to other
examples and implementations.

The functional blocks, operations, features, methods,
devices, and systems described in the present disclosure may
be integrated or divided into different combinations of
systems, devices, and functional blocks as would be known
to those skilled in the art. Any suitable programming lan-
guage and programming techniques may be used to imple-
ment the routines of particular implementations. Different
programming techniques may be employed, e.g., procedural
or object-oriented. The routines may execute on a single
processing device or multiple processors. Although the
steps, operations, or computations may be presented 1n a
specific order, the order may be changed 1n different par-
ticular implementations. In some implementations, multiple
steps or operations shown as sequential 1n this specification
may be performed at the same time.

What 1s claimed 1s:
1. A computer-implemented method to improve shift
coverage, the method comprising;:
receiving a shiit schedule template;
identifying a plurality of problem shifts i the shift
schedule template, wherein identifying a plurality of
problem shifts comprises:
obtaining a plurality of published shift schedules, each
published shift schedule associated with a respective
shift of a respective employer of one or more
employers, wherein each published shift schedule
includes a location attribute, industry code attribute,
and week indicator attribute;

for each published shift schedule,
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obtaining a corresponding historical time and atten-
dance record; programmatically analyzing the pub-
l1ished shift schedule and the corresponding historical

time and attendance record to determine one or more
unscheduled shifts; and

adding unscheduled shift data associated with the one or
more unscheduled shifts to a first training corpus, wherein
the unscheduled shift data includes two or more of an
employer identifier, a location 1dentifier, an mndustry identi-
fier, an employee identifier, a job type 1dentifier; and
applying a machine learming (ML) model to the first
training corpus to identify the plurality of problem
shifts by 1dentifying shifts that lie at a threshold Ham-
ming distance from a centroid of a cluster of problem
shifts;
determining, using the machine learning model, a ran-
domized incentive offer for each problem shiit;
instantiating a graphical user interface (GUI) portion on a
plurality of user devices;
displaying the randomized incentive ofler for each of the

identified problem shiits via the GUI;

receiving shift bids from each of a set of users via one of
more user devices of the plurality of user devices;

measuring a lift value associated with the randomized
incentive offer;

adjusting a shift schedule based on the received shift bids

to generate a published shift schedule;

determining, based on the adjusted shiit schedule, a shift

compliance metric;

updating feature vectors based on the shift compliance

metric;

creating a second training corpus based on the updated

feature vectors; and

retraining the ML model using the second training corpus

until a threshold level of shift compliance 1s reached.

2. The computer-implemented method of claim 1, further
comprising;

obtaining time and attendance data corresponding to the

published shift schedule;

identifying a token associated with timely pay; and

accelerating payment to a user based on the i1dentified

token.

3. The computer-implemented method of claim 1,
wherein the incentive offer 1s a bonus pay offer, and wherein
an amount associated with the bonus pay ofler 1s based on
a logistic regression value associated with the problem shift.

4. The computer-implemented method of claim 1, further
comprising providing a graphical user interface (GUI) on a
user device of an employee, wherein the GUI enables a user
to submit a shaft bid.

5. The computer-implemented method of claim 4,
wherein the shift bid 1s an indication of acceptance of the
incentive offer by the user.

6. The computer-implemented method of claim 1, further
comprising;

calculating a reception level for the each incentive offer

based on a count of users that view one or more
incentive offers.

7. The computer-implemented method of claim 6, further
comprising:

comparing the reception level for a particular shift to a

first threshold level;

comparing received shift bids for the particular shift to a

second threshold;
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based on a determination of a reception level meeting the
first threshold and the received shift bids meeting a
second threshold level:;
determining an updated incentive ofler;
and displaying the updated incentive o
devices.
8. A system comprising:
a memory with instructions stored thereon; and
a processing device, coupled to the memory, the process-
ing device configured to access the memory and
execute the 1nstructions, wherein the 1nstructions cause
the processing device to perform operations including:
receiving a shitt schedule template;
identifying a plurality of problem shifts in the shift
schedule template, wherein identifying a plurality of
problem shiits comprises:
obtaining a plurality of published shift schedules, each
published shift schedule associated with a respective
shift of a respective employer of one or more
employers, wherein each published shift schedule
includes a location attribute, industry code attribute,
and week indicator attribute;

for each published shiit schedule,
obtaining a corresponding historical time and atten-
dance record; programmatically analyzing the pub-
lished shitt schedule and the corresponding historical
time and attendance record to determine one or more
unscheduled shifts; and
adding unscheduled shift data associated with the one or
more unscheduled shifts to a first training corpus, wherein
the unscheduled shift data includes two or more of an
employer 1dentifier, a location identifier, an industry identi-
fier, an employee 1dentifier, a job type identifier; and
applying a machine learning (ML) model to the first
training corpus to determine the plurality of problem
shifts by 1dentifying shifts that lie at a threshold Ham-
ming distance from a centroid of a cluster of problem
shifts;
determiming, using the machine learning model, a ran-
domized incentive offer for each problem shiit;
instantiating a graphical user interface (GUI) portion on a
plurality of user devices;
displaying the randomized incentive ofler for each of the
identified problem shifts via the GUI;
recerving shift bids from each of a set of users via one of
more user devices of the plurality of user devices;
measuring a lift value associated with the randomized
incentive offer;
adjusting a shuft schedule based on the recerved shift bids
to generate a published shift schedule;
determiming, based on the adjusted shift schedule, a shift
compliance metric;
updating feature vectors based on the shift compliance
metric;
creating a second training corpus based on the updated
feature vectors; and
retraining the ML model using the second training corpus
until a threshold level of shift compliance 1s reached.
9. The system of claim 8, wherein the operations further
comprise:
obtaining the historical time and attendance data corre-
sponding to the published shift schedule;
identifying a token associated with timely pay; and
accelerating payment to a user based on the identified

token.

ter on the user
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