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of the objects, classitying the objects based on the result of
the dynamic assessment, and creating a development task
including the internal and external scan results of the
objects, meta-data of the objects, and automated test results
to provide details for developing a software to fix 1nconsis-
tency of the internal and external scan results.
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MALWARE DETECTION QUALITY
CONTROL

TECHNICAL FIELD

The 1nvention pertains to computer security including
quality control system and method for antivirus engines.

BACKGROUND

A key indicator of a quality of a security product 1s the
level of threat detection, which conventionally 1s evaluated
using specific test collections of files and objects, such as
hyperlinks, depending on the type of a detection engine.

Testing 1s a part of a release cycle of a security application
and 1s conducted at specific stages in the release of the
application. After the release of applications, the product 1s
tested either for benchmarking by test laboratories, or to
check for errors when releasing new versions of detecting
databases, such that there are no false positives or errors that
aflect the performance of the product.

This approach controls the quality of the product only at
certain points 1n time and does not allow monitoring the
quality of detection in real time.

In addition to the product testing procedure, the quality of
detection 1s also 1nfluenced by the sources of files, URLs,
and other objects that are used to populate the database of
threats and clean files. The quality of these collections (1.¢.,
confldence in the classification of objects in the collection,
the size of the collection, and the number of new previously
unknown files in the collection) directly determines the level
of false positives, the level of detection, and the system
performance by optimizing the work of filtering techniques
ol detectors, which can reduce time-consuming operations
for dynamic analysis of objects on end machines of users.

In conventional methods and systems, testing of the
quality of detection of threats by engines are carried out
without assessing dynamics of quality indicators 1n com-
parison with third-party solutions and services, which would
not allow performing an 1n time relative assessment of the
quality of detection and 1dentifying areas for improvement.

In such systems and methods, it 1s required to manually
obtain various collections of objects and carry out tests on
the objects, which would not necessarily provide an objec-
tive assessment and a result to allow moving on to improve
the products without additional analysis.

Thus, 1t 1s necessary to solve the problem of dynamic
analysis of detection metrics for various versions of prod-
ucts, decoding engines, and file collection sources, to man-
age the process of filling the detection databases and to
update products with fixes 1n the detection mechanisms.

SUMMARY

It 1s an exemplary feature of the present invention to
provide iterative dynamic assessment ol a quality of detec-
tion by periodically scanning objects from collections of
various sources with each supported product and/or scan-
ning engine and comparing verdicts with the verdicts of
third-party scanning services.

Based on the results of the assessment, the level of trust
in the sources of collections 1s determined, and the classes
of objects that are detected by products and engines with a
quality level lower than the supporter of services are allo-
cated, and a task 1s created for adjusting the rules for
detection engines and products. The process 1s repeated
cyclically to achieve a specified quality of threat detection.
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2

The exemplary invention provides a method of continu-
ous development of an internal threat scan engine based on
an iterative quality assessment.

The method includes iteratively performing a dynamic
assessment of a quality of a threat detection with a frequency
defined for each of objects 1n an object collection, wherein
a result of the dynamic assessment includes internal and
external scan results of the objects and a consistency verdict
of the internal and external scan results of the objects,
changing a frequency of scanning iteration of the objects
based on the consistency verdict of the external and internal
scan results of the objects, classitying the objects based on
the result of the dynamic assessment, creating a develop-
ment task including the internal and external scan results of
the objects, meta-data of the objects, and automated test
results to provide details for developing a software to fix
inconsistency of the imternal and external scan results of the
objects, controlling the dynamic assessment in accordance
with a dynamic of implementation of the development task,
and maitaining the quality of the threat detection on a given
level based on the controlled dynamic assessment and a
priority of the development task.

The exemplary invention also provides a system for
continuous development of an internal threat scan engine
based on an 1terative quality assessment.

The system 1includes a processor coupled to a memory
storing 1nstructions. The processor 1s configured to 1itera-
tively perform a dynamic assessment of a quality of a threat
detection with a frequency defined for each of objects 1n an
object collection, wherein a result of the dynamic assess-
ment includes internal and external scan results of the
objects and a consistency verdict of the internal and external
scan results of the objects, change a frequency of scanning
iteration of the objects based on the consistency verdict of
the external and internal scan results of the objects, classily
the objects based on the result of the dynamic assessment,
create a development task including the internal and external
scan results of the objects, meta-data of the objects, and
automated test results to provide details for developing a
soltware to fix inconsistency of the internal and external
scan results of the objects, control the dynamic assessment
in accordance with a dynamic of implementation of the
development task, and maintain the quality of the threat
detection on a given level based on the controlled dynamic
assessment and a priority of the development task.

The exemplary system 1s able to classity the objects that
are detected with a worse quality and to speed and prioritize
iteratively improving the quality. Further, 1t would be pos-
sible to test the detecting databases and the engine, taking

into account the level of trust 1n collections of objects from
individual sources and to individual classes of objects.

SUMMARY OF FIGURES

The exemplary aspects of the mvention will be better
understood from the following detailed description of the
exemplary embodiments of the invention with reference to
the drawings:

FIG. 1 1s a flowchart showing an exemplary procedure for
iteration of the detection quality assessment according to the
exemplary embodiment;

FIG. 2 shows an exemplary system for iteration of the
detection quality assessment according to the exemplary
embodiment;

FIG. 3 shows an exemplary entity relationship diagram
according to the exemplary embodiment; and
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FIG. 4 shows an exemplary database schema according to
the exemplary embodiment.

DETAILED DESCRIPTION

Exemplary embodiments of the invention will now be
described with reference to the drawings.

As shown exemplarily 1in FIG. 1, the process 101 for the
iteration of the detection quality assessment includes receiv-
ing an object from an object collection as shown 1n step 102.
The object 1s scanned by an internal scan engine 1n step 104
and by an external scan engine 1n step 103.

In step 105, the external scan result and object metadata
that include at least the time of the first time object detection
are obtained, and in step 106, the internal scan result and
object metadata are obtained.

Metadata may, for example, be related to VirusTotal,
which includes a full list of engines 1n use, a list of existing,
privileges, etc. Metadata can be used for object classifica-
tion, since the metadata 1s included 1n a scan result fully or
partly.

In step 107, a composite verdict including the results of
internal and external scans and object meta-data from 1nter-
nal and external scan engines 1s obtained.

Step 108 1ncludes updating the object history information
with the composite verdict of iteration, and the composite
verdict 1s assessed at step 109.

When the composite verdict 1s determined to be consistent
in step 110, a task “A” 1s scheduled for the next iteration 1n
step 112, a list of object sources that provided the object 1s
obtained 1n step 118, and the trust level of object source,
based on the completed iteration, 1s updated in step 119.

The composite verdict 1s determined to be inconsistent
when some pairs of verdict attributes are not equal. For
example, scanning verdicts (e.g., malicious or black, suspi-
cious, or grey and white) ditler, or security rating (a number)
also differ, or the class of threat 1s different (trojan or virus
or ransomware), or meta-data contain additional data, etc.

When the composite verdict 1s determined to be incon-
sistent 1n step 110, the object 1s classified with other objects
within collection based on a composite verdict in step 111,
automated tests to verily the inconsistency of result for the
class of objects 1s conducted in step 113, and 1n step 114, the
object history information with automated test results is
updated.

When the mternal verdict 1s determined to be correct in
step 115, the process proceeds to step 112 to schedule the
task “B” for the next iteration. Scheduled time, scope of
external and internal engines and object collections are set
for task “A” and “B” independently.

When the internal verdict 1s determined to be incorrect in
step 1135, a scan engine development task with a composite
verdict and automated test results are created in step 116,
and a task 1s scheduled for the next iteration 1n step 117 by
obtaining a list of object sources that provided the object 1n
step 118.

FIG. 2 shows an exemplary system for the iteration of the
detection quality assessment.

As shown 1n FIG. 2, the composite verdict analyzer 205
exchanges information with an iteration scheduler 206, an
external scan manager 203, an internal scan manager 204,
and object history 207, by receiving object 209 and gener-
ating task 208 that 1s provided to a development operation
system 210.

The iteration scheduler 206 interacts with the external
scan manager 203, the mternal scan manager 204, and the
automated tests 219.

10

15

20

25

30

35

40

45

50

55

60

65

4

More specifically, the iteration scheduler 206 controls the
flow of the scanning during the 1teration and scheduling the
next iteration based on the composite verdict.

The internal scan manager 204 communicates with secu-
rity applications 216 and 217, and internal scan engine 218
by sending commands or objects to internal scan engines or
products to get current scan results, using API, command
line, or other interfaces.

The external scan manager 203 communicates with exter-
nal scan engines 201 and 202 by sending commands or
objects to third-party tools and engines to get current scan
results, using API, command line, or other interfaces.

The object 209 1s provided from the object collections 211
that includes object collections 212 and 213 communicating
with object sources 214 and 215. The object 209 may
include files (e.g., scripts, exe files, documents, webpages
etc.), URLs, IP addresses, domain names, etc.

In an exemplary aspect, the system shown in FIG. 2
includes a processor of a computer coupled to a memory
storing 1nstructions. The processor 1s configured to 1tera-
tively perform a dynamic assessment of a quality of a threat
detection with a frequency defined for each of objects 209 1n
object collections 211.

A result of the dynamic assessment includes internal and
external scan results of the objects, by internal scan engine
1 and external scan engine 2, respectively, and a consistency
verdict of the internal and external scan results of the objects
209.

The system changes a frequency of scanning iteration of
the objects 209 based on the consistency verdict of the
external and internal scan results of the objects assessed by
the composite verdict analyzer 205.

The system further classifies the objects 209 based on the
result of the dynamic assessment, create a development task
208 including the internal and external scan results of the
objects 209, meta-data of the objects, and automated test
results to provide details for developing a software to fix
inconsistency of the imternal and external scan results of the
objects.

The system also controls the dynamic assessment in
accordance with a dynamic of implementation of the devel-
opment task 208 and maintains the quality of the threat
detection on a given level based on the controlled dynamic
assessment and a priority of the development task 208.

FIG. 3 shows an exemplary entity relationship diagram
for an exemplary malicious code detection quality control
system for an antivirus engine.

In an exemplary aspect of the present invention, a system
automatically receives information about malicious and
clean files from wvarious sources (e.g., Viruslotal feed,
MalaShare, workstations, etc.). The system automatically
classifies files 1nto categories, for example, black, white, and
ogray, and allows to obtain a confusion matrix and 1ts
dependence on time for various verdict providers on difler-
ent datasets.

Aggregation by file appearance and last scan dates, data-
sets and any combination of these parameters are available,
and collection and storage of all historical information 1s
provided (for example, as scan results). The system allows
visualization of the metrics, and works 1n real time (1.e.,
behind by the time required for classification).

In the above-described process, as shown in the exem-
plary FI1G. 3, the data source includes a resource or an object
that allows to receive information about malicious and clean
files, which preferably include new files. The dataset is
obtained from a specific data source, and the verdict pro-
vider includes an antivirus engine installed on VirusTotal,
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BitDetender, CleanSet, or another source that provides use-
tul imnformation about the file. The task includes a program
that performs some work including receiving new ({iles,
scanning, receiving verdicts, storing results into a database,
etc., and the detection quality includes a confusion matrix
value.

The entities shown 1n the exemplary FIG. 3 include data
source, file, verdict provider, and verdict.

The data source has 2 attributes of 1d and name. It can
produce files (e.g., only hashes are used) and fills 1 all
required fields. One data source produces many files. At the
same time one file can be produced by different data sources
(1.e., 1ds vary).

File has properties. All required fields are filled 1n by data
source, optional fields could be updated by verdicts. File
could be scanned by different verdict providers.

Verdict Provider has 2 attributes of 1d and name, 1t
provides verdicts. The temporal dependence of verdicts are
considered, one file can be scanned several times to get
several verdicts.

Verdict has 4 attributes that are filled by the verdict
provider, including 1d, file_1d, scan_date, and result.

Task controls all systems. Firstly, new files are produced
by data sources. Then, among all files, the interested files are
selected (e.g., new files that were received recently). After
that the selected files are rescanned by verdict providers and
new verdicts are received.

The entity relationship diagram shown in FIG. 3 more
clearly shows the database schema of FIG. 4.

FI1G. 4 shows existing tables and their fields, upon which
the following aspects of the data sources, files, verdict
providers, and verdicts can be presented.

Data Sources

Contains attributes of data sources.

Name Data type Description
id INTEGER Data source identifier, primary key, unique.
name VARCHAR A required unique field-data source name.
Files

Contains attributes of data sources.

Name Data type Description
id INTEGER File identifier, primary key, unique.
file_type VARCHAR A required field. Describes file type.
source 1d INTEGER A required field, source 1d, refers to
the 1d field of the table data_sources.
first_submission DATETIME A required field, file receive time,
sets by the data source. The time we
received the file.
md35 VARCHAR A required field, files hashe,
respectively.
shal VARCHAR A required field, files hashe,
respectively.
sha236 VARCHAR A required field, files hashe,
respectively.
first_appearance DATETIME An optional field, first appearance
of a file 1n the VirusTotal system.
final verdict INTEGER An optional field, the final verdict,

based on the solution of the system.
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Verdict Providers

Contains attributes of verdict providers.

Name Data type Description

id INTEGER Verdict provider identifier, primary key, unique.
name  VARCHAR A required unique field-verdict provider name.

Verdicts

Contains attributes of verdicts.

Name Data type Description
1d INTEGER Verdict 1dentifier, primary key, unique.
file 1d INTEGER A required field, file 1d, refers to the id
field of the table files.
scan_date DATETIME A required field, scan time.
verdict_provider INTEGER An optional field, containing verdict.
name Each verdict provider has its own

column.

In an exemplary aspect, when creating the database, 4
empty tables are created. The table verdicts are created with
3 columns (1d, file_1d, and scan_date). When adding a record
to the verdict_providers table, a column in the verdicts table
with the corresponding name 1s created.

With regard to the component model, MDQCS includes
the following components:

1. DataSources
2. VerdictProviders
3. DetectDB

4. Tasks

The following tables describe the responsibility of each
component:

Component
name Responsibility Input Output
Data- Gets a list of new files Valid List of received
Sources from data source authorization  files-hashes and
data (if required) receiving time
Verdict Scans specified files List of hashes Reports
Providers and provides reports
Detect DB Responsible for List of files or —
storing all information verdicts
(files and reports)
Tasks Launches other Instances of the -

modules in the desired  above modules
sequence and controls

the entire workflow

Data Sources

Methods
produse( ) Get a list of new files
.get_error( ) Get errors
Attributes
name Data source name
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Verdict Providers
Methods
.scan( ) Scans specified files and provides reports

.get_errors( ) Get errors

Attributes
name Verdict provider name
Detect DB
Methods
.open( ) Open DB
.commuit{ ) Commit changes

Create DB 1f does not exist
Add new entry in data sources table
Add new entry in verdict_providers table

.create_ DB( )
.add_new_data_source( )
.add_new_verdict_

provider( )
.add_files( )

.add_verdicts( )

.close( )

Add new entries in files table
Add new entries in verdicts table
Close connection.

With regard to the metrics, the time of appearance can be
considered as both the time of receipt by the system (i.e.,
first submission) and the time of appearance in the VT
system (1.e., first appearance).

All metrics are calculated on:

{dataset="dataset name’}
{dataset="average’ }
{dataset="weighted’ }

on various datasets
on average on all datasets
welghted average for all datasets

With regard to detection quality dependence on time, the
detection quality 1s calculated on the day the file appears, the
next day, and so on, up to the limit that 1s set.

Regarding averaging the previous metric over time for a
speciflied period, the averaging detection quality for O day
files, for files the next day, and so on may be considered.

Average detection quality for files 1s recerved 1n a speci-
fied period. The number of files from one source are known
to another and how quickly do they appear depend on the
tollowing;:

Local (white) files and BD cleanset;

MalShare and VT; and

Local files and VT.

The descriptions of the various exemplary embodiments
of the present invention have been presented for purposes of
illustration but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill 1n the
art without departing from the scope and spirit of the
described embodiments. The terminology used herein was
chosen to best explain the principles of the embodiments, the
practical application or technical improvement over tech-

nologies found in the marketplace, or to enable others of
ordinary skill in the art to understand the embodiments

disclosed herein.

Further, Applicant’s intent 1s to encompass the equiva-
lents of all claim elements, and no amendment to any claim
of the present application should be construed as a dis-
claimer of any interest in or right to an equvalent of any
clement or feature of the amended claim.
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The mnvention claimed 1s:
1. A method of continuous development of an internal

threat scan engine based on an iterative quality assessment,
the method comprising:

iteratively performing a dynamic assessment of a quality
of a threat detection with a frequency defined for each
of objects 1n an object collection, wherein a result of the
dynamic assessment includes internal and external scan
results of the objects and a consistency verdict of the
internal and external scan results of the objects;

changing a frequency of scanning iteration of the objects
based on the consistency verdict of the external and
internal scan results of the objects;

classifying the objects based on the result of the dynamic

assessment;

creating a development task including the internal and

external scan results of the objects, meta-data of the
objects, and automated test results to provide details for
developing a software to fix inconsistency of the inter-
nal and external scan results of the objects;

controlling the dynamic assessment 1n accordance with a

dynamic of implementation of the development task;
and

maintaining the quality of the threat detection on a given

level based on the controlled dynamic assessment and
a priority of the development task.

2. The method according to claim 1, wherein the fre-
quency ol scanning 1teration of the objects changes when the
objects 1include new files.

3. The method according to claim 2, wherein the fre-
quency of scanming 1teration of the objects further changes
when the internal and external scan results of the objects
differ.

4. The method according to claim 1, wherein, 1 the
changing of the frequency of scanning iteration of the
objects, when the objects are new files and internal and
external scan results of the objects difler, the frequency of
scanning iteration of the objects increases.

5. The method according to claim 1, wherein, when the
internal and external scan results of the objects differ, the
frequency of scanning iteration of the objects 1s more than
the frequency of scanning iteration of the objects when the
internal and external scan results of the objects are consis-
tent.

6. The method according to claim 1, further comprising;:

before the changing of the frequency of scanning 1teration

of the objects, receiving information on the objects
about malicious and clean files from various sources.

7. The method according to claim 1, wherein the internal
and external scan results of the objects include file appear-
ances, last scan dates, datasets, and historical information.

8. The method according to claim 1, wherein the objects
are from collections of various sources with supported
products and scanning engines.

9. The method according to claim 1, wherein the classi-
tying of the objects includes comparing verdicts of the
internal and external scan results of the objects with infor-
mation of third-party scanning services about the objects.

10. The method according to claim 1, wherein the 1tera-
tively performing of the dynamic assessment continues by
repetition to achieve a predetermined value for the quality of
threat detection.

11. A system for continuous development of an internal
threat scan engine based on an iterative quality assessment,
the system comprising:

a processor coupled to a memory storing mstructions, the

processor being configured to:
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iteratively perform a dynamic assessment of a quality
of a threat detection with a frequency defined for
cach ol objects 1n an object collection, wherein a
result of the dynamic assessment includes internal
and external scan results of the objects and a con-
sistency verdict of the internal and external scan

results of the objects;
change a frequency of scanning iteration of the objects

based on the consistency verdict of the external and
internal scan results of the objects;

classity the objects based on the result of the dynamic
assessment;

create a development task including the internal and
external scan results of the objects, meta-data of the
objects, and automated test results to provide details
for developing a software to fix inconsistency of the
internal and external scan results of the objects;

control the dynamic assessment 1n accordance with a
dynamic of implementation of the development task;
and

maintain the quality of the threat detection on a given
level based on the controlled dynamic assessment
and a priority of the development task.

12. The system according to claim 11, wherein the pro-
cessor changes the frequency of scanning iteration of the
objects when the objects include new files.

13. The system according to claim 12, wherein the pro-
cessor further changes the frequency of scanning iteration of
the objects when the internal and external scan results of the
objects differ.
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14. The system according to claim 11, wherein, in the
changing of the frequency of scanming iteration of the
objects, when the objects are new files and internal and
external scan results of the objects differ, the processor
increases the frequency of scanning iteration of the objects.

15. The system according to claim 11, wherein, when the
internal and external scan results of the objects differ, the
frequency of scanming iteration of the objects 1s more than
the frequency of scanming iteration of the objects when the
internal and external scan results of the objects are consis-
tent.

16. The system according to claim 11, wherein, before the
changing of the frequency of scannming iteration of the
objects, the processor receives information on the objects
about malicious and clean files from various sources.

17. The system according to claim 11, wherein the internal
and external scan results of the objects include file appear-
ances, last scan dates, datasets, and historical information.

18. The system according to claim 11, wherein the objects
are from collections of various sources with supported
products and scanning engines.

19. The system according to claim 11, wherein the clas-
sitying of the objects includes comparing verdicts of the
internal and external scan results of the objects with 1nfor-
mation of third-party scanning services about the objects.

20. The system according to claim 11, wherein the pro-
cessor continues the iteratively performing of the dynamic
assessment by repetition to achieve a predetermined value
for the quality of threat detection.
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