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SYSTEM AND METHOD FOR SELECTING
AND SERVING CONTENT ITEMS BASED ON
SENSOR DATA FROM MOBILE DEVICES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to and 1s a continuation of
U.S. patent application Ser. No. 16/107,504, titled “SY'S-
TEM AND METHOD FOR SELECTING AND SERVING
CONTENT ITEMS BASED ON SENSOR DATA FROM
MOBILE DEVICES” filed Aug. 21, 2018, which in turn 1s
a continuation of U.S. patent application Ser. No. 14/977,
378, titled “SYSTEM AND METHOD FOR SELECTING
AND SERVING CONTENT ITEMS BASED ON SENSOR
DATA FROM MOBILE DEVICES” filed Dec. 21, 2015,
which 1n turn 1s a continuation of U.S. patent application Ser.
No. 13/797,454, titled “SYSTEM AND METHOD FOR
SELECTING AND SERVING CONTENT ITEMS BASED
ON SENSOR DATA FROM MOBILE DEVICES” filed

Mar. 12, 2013, the disclosure of all of which 1s hereby
incorporated by reference 1n 1ts entirety.

BACKGROUND

In a networked environment, such as the Internet or other
networks, first-party content providers can provide informa-
tion for public presentation on resources, for example web
pages, documents, applications, and/or other resources. The
first-party content can include text, video, and/or audio
information provided by the first-party content providers
via, for example, a resource server for presentation on a user
device over the Internet. Additional third-party content can
also be provided by third-party content providers for pre-
sentation on the user device together with the first-party
content provided by the first-party content providers. Thus,
a person viewing a resource can access the first-party
content that 1s the subject of the resource, as well as the
third-party content that may or may not be related to the
subject matter of the resource.

SUMMARY

One implementation relates to a method that may include
receiving a first content 1tem request and a first set of values
that are received from a respective set of sensors ol a mobile
device. The set of values may indicate a {first ambient
condition of the mobile device. A first content 1tem may be
selected based, at least 1n part, on a predictive model and the
first set of values. Data to eflect presentation of the selected
first content 1tem may be outputted. Response data associ-
ated with the selected content 1tem may be received and the
predictive model may be updated using the recerved
response data. A second content 1tem request and a second
set of values may be received from a respective set of
sensors of the mobile device. The set of values may indicate
a second ambient condition of the mobile device. A second
content 1tem may be selected based, at least 1n part, on the
updated predictive model and the second set of values.

Another implementation relates to a system having a data
processor and a storage device storing instructions that,
when executed by the data processor, cause the data pro-
cessor to perform several operations. The operations may
include receiving a set of historical response data associated
with a set of content 1tems and a set of historical sensor data
associated with the set of historical response data. The
operations may lurther include determining a predictive
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model for the set of content 1tems based, at least 1n part, on
the set of historical response data and the set of historical
sensor data. The predictive model may output a value for a
content item 1n response to receiving a set ol sensor data
from a mobile device. The operations may include selecting
a content 1tem based, at least 1n part, on an output of the
predictive model 1n response to receiving a set of sensor data
from a mobile device. Data to eflect presentation of the
selected content item may be outputted.

Yet a further implementation relates to a computer-read-
able storage device storing instructions that, when executed
by one or more data processors, cause the one or more data
processors to perform several operations. The operations
may 1nclude recerving a content item request, a set ol sensor
data, and a device identifier from a mobile device. The
operations may further include recerving a set of historical
sensor data associated with the device identifier from a
database. The set of historical sensor data may be erased
alter a pre-determined period of time. A content item may be
selected based, at least 1n part, on a predictive model. The
predictive model may output a value based on the received
set of sensor data and the received set of historical sensor
data. Data to eflect presentation of the selected content 1tem
with a resource associated with the content 1item request may
be outputted 1n response to the content 1tem request.

BRIEF DESCRIPTION OF THE DRAWINGS

The details of one or more implementations are set forth
in the accompanying drawings and the description below.
Other features, aspects, and advantages of the disclosure will
become apparent from the description, the drawings, and the
claims, 1n which:

FIG. 1 1s an overview depicting an example system of
providing information via a computer network;

FIG. 2 1s a block diagram of an example mobile device
having several sensors;

FIG. 3 1s a block diagram of an example of a system for
selecting content 1tems using a predictive model;

FIG. 4 1s a flow diagram of an example method for
aggregating values of sensor data from one or more mobile
devices;

FIG. 5 1s a flow diagram of an example method for
training a predictive model;

FIG. 6 15 a flow diagram of an example method for using
and updating a predictive model to select a content item;

FIG. 7 1s a flow diagram of an example method for using
a predictive model to select a content 1tem using historical
sensor data; and

FIG. 8 1s a block diagram 1illustrating a general architec-
ture for a computer system that may be employed to imple-
ment various elements of the systems and methods described
and 1illustrated herein.

It will be recognized that some or all of the figures are
schematic representations for purposes of illustration. The
figures are provided for the purpose of illustrating one or
more embodiments with the explicit understanding that they

will not be used to limit the scope or the meaning of the
claims.

DETAILED DESCRIPTION

Following below are more detailed descriptions of various
concepts related to, and embodiments of, methods, appara-
tuses, and systems for providing information on a computer
network. The various concepts introduced above and dis-
cussed 1n greater detail below may be implemented 1n any of
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numerous ways, as the described concepts are not limited to
any particular manner of implementation. Examples of spe-
cific implementations and applications are provided primar-
ily for illustrative purposes.

A computing device (e.g., a user device) can view a
resource, such as a web page, via the Internet by commu-
nicating with a server, such as a web page server, corre-
sponding to that resource. The resource may include first-
party content that i1s the subject of the resource from a
first-party content provider, as well as additional third-party
provided content, such as advertisements or other content. In
one 1mplementation, responsive to receiving a request to
access a web page, a web page server and/or a user device
can communicate with a data processing system, such as a
content selection system, to request a content 1tem to be
presented with the requested web page. The content selec-
tion system can select a third-party content 1tem and provide
data to effect presentation of the content item with the
requested web page on a display of the user device. In some
instances, the content item may be selected and served with
a resource associated with a search query response. For
example, a search engine may return search results on a
search results web page and may include third-party content
items related to the search query in one or more content 1tem
slots of the search results web page.

The computing device (e.g., a user device) may also be
used to view or execute an application, such as a mobile
application. The application may include first-party content
that 1s the subject of the application from a first-party content
provider, as well as additional third-party provided content,
such as advertisements or other content. In one 1implemen-
tation, responsive to use of the application, a web page
server and/or a user device can communicate with a data
processing system, such as a content selection system, to
request a content item to be presented with the user interface
of the application and/or otherwise. The content selection
system can select a third-party content item and provide data
to eflect presentation of the content item with the application
on a display of the user device.

In some 1nstances, a device 1dentifier may be associated
with the user device. The device identifier may be a ran-
domized number associated with the user device to 1dentily
the device during subsequent requests for resources and/or
content 1tems. In some 1nstances, the device identifier may
be configured to store and/or cause the user device to
transmit information related to the user device to the content
selection system and/or resource server (e.g., values of
sensor data, a web browser type, an operating system,
historical resource requests, historical content 1tem requests,
etc.).

For situations in which the systems discussed here collect
information about users, or may make use of information
about users, the users may be provided with an opportunity
to control whether programs or features that may collect user
information (e.g., information about a user’s social network,
social actions or activities, a user’s preferences, or a user’s
current location), or to control whether and/or how to
receive content from the content server that may be more
relevant to the user. In addition, certain data may be treated
1n one or more ways belore 1t 1s stored or used, so that certain
information about the user 1s removed when generating
parameters (e.g., demographic parameters). For example, a
user’s 1dentity may be treated so that no i1dentifying infor-
mation can be determined for the user, or a user’s geographic
location may be generalized where location information 1s
obtained (such as to a city, ZIP code, or state level), so that
a particular location of a user cannot be determined. Thus,
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users may have control over how information 1s collected
about them and used by a content server.

A third-party content provider, when providing third-
party content items for presentation with requested resources
via the Internet or with an application, may utilize a content
item management account to control or otherwise intluence
the selection and serving of the third-party content items.
For instance, a third-party content provider may be able to
specily keywords and corresponding bid values that are used
in the selection of the third-party content items. In other
implementations, the third-party content provider may be
able to specily situations or states of a user device to be used
in the selection and serving of third-party content items. In
some 1nstances, one or more performance metrics for the
third-party content 1tems may be determined and indications
ol such performance metrics may be provided to the third-
party content provider via a user interface for the content
item management account. For example, the performance
metrics may include a cost per impression (CPI) or cost per
thousand 1mpressions (CPM), where an impression may be
counted, for example, whenever a content 1tem 1s selected to
be served for presentation with a resource. In some
instances, the performance metric may include a click-
through rate (CTR), defined as the number of clicks on the
content item divided by the number of impressions. Still
other performance metrics, such as cost per action (CPA)
(where an action may be clicking on the content item or a
link therein, a purchase of a product, a referral of the content
item, etc.), conversion rate (CVR), cost per click-through
(CPC) (counted when a content item 1s clicked), cost per sale
(CPS), cost per lead (CPL), eflecive CPM (eCPM), a
conversion rate (e.g., a number of sales per impression),
and/or other performance metrics may be used.

In some instances, a third-party content provider may
have third-party content i1tems that perform better based on
a current state of a user device. For example, values of
sensor data from user devices may be correlated with clicks
or other actions associated with one or more third-party
content items. It should be understood that the values of
sensor data used herein does not include personally-identi-
fiable information. Such non-personally-identifiable sensor
information may include accelerations, directions of the
force of gravity, rotation rates, degrees of rotation, ambient
geomagnetic field values, proximity of an object relative to
a device, ambient light level, ambient temperature, ambient
humidity, ambient air pressure, ambient acoustic levels,
and/or other non-personally-identifiable sensor information
or data.

In one 1nstance, a set of values of sensor data may be
indicative of a user device having a series of accelerations
and increases 1 ambient air pressure, such as that which
occurs when riding the metro or subway. Response data,
such as clicks, associated with the sensor data may be used
to determine and/or update one or more predictive models.
The predictive models may output a value, such as a
predicted C'IR (pCTR), a predicted CVR (pCVR), etc., for
content items based, at least in part, on received sensor data.
The value may be used, at least 1n part, 1n the selection of a
content 1tem to be served to the user device.

The predictive model may be determined based on past
sensor data and associated response data from the user
device and/or other user devices. That 1s, a predictive model
may be trained using past sensor data of user devices for
which a content item was selected and served and, for
example, whether the served content item was clicked or
selected. In some implementations, the predictive model
may be determined using machine learming algorithms and/
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or other methods for determining the predictive model using
the sensor data. When sensor data 1s recerved from a user
device (e.g., as part ol a content 1tem request, associated
with a content i1tem request, etc.), the sensor data may be
used as an mput for the predictive model and the outputted
value (e.g., pCTR, pCVR, etc.) for a content 1tem may be
used 1n the selection of a content 1tem from several content
items. Thus, the sensor data received from a user device may
be used 1n the selection and serving of a content item.

In another example, the past sensor data of a user device
may be used 1n the selection and serving of a content 1tem.
For example, a user may permit the sensor data of their user
device to be temporarily stored for a predetermined period
of time (e.g., sensor data for the past minute, past 5 minutes,
past 10 minutes, past 30 minutes, past hours, past 2 hours,
past 4 hours, past 6 hours, past 12 hours, past 24 hours, etc.).
The sensor data may be periodically received by a content
selection system and/or sent by the user device (such as 1n
response to a request from the content selection system or
independently) and temporarily stored i a device state
history or otherwise 1n a database of the content selection
system. In some instances, the sensor data may be stored
chronologically, such as 1n a time series. Once the prede-
termined period of time has elapsed, such sensor data from
the device state history may be deleted, overwritten, and/or
otherwise removed from the database such that the sensor
data for which the predetermined period has elapsed 1s no
longer available.

When a request for a content 1tem 1s received, the sensor
data stored in the device state history may be utilized in the
selection of a content item 1n addition to, or 1n lieu of, the
current sensor data. For instance, all the sets of sensor data
from the device state history and/or a subset of the sets of
sensor data from the device state history may be used as an
input for the predictive model. By way of example, if sensor
data 1s stored for the past 5 minutes 1n 1 minute intervals, the
S sets of sensor data stored in the device state history or
otherwise 1n the database may be used as input for the
predictive model, either as a single input or a series of
inputs. The output value or values of the predictive model
may be used in the selection of a content item, such as
selecting content 1tem with the highest output from the
predictive model and/or using outputs from the predictive
model as part of another selection process (e.g., as part of a
content item auction and/or otherwise).

In some 1mplementations, repetitive sensor data (e.g.,
sensor data that 1s similar due to repeated events, such as
riding the metro or subway) may be determined from the
device state history and utilized as input for the predictive
model. That 1s, 1f values of the sensor data in the device state
history recurs (such as a series of sets of values of sensor
data having high values for accelerations and ambient air
pressure), the recurring sensor data may be utilized as the
input for the predictive model. Thus, the output of the
predictive model may be utilized 1n the selection and serving,
of a content 1tem for which the recurring sensor data 1s most
relevant. For example, for sets of sensor data that indicate a
mobile device 1s used while jogging, the output of the
predictive model may be used to select a content item
associated with jogging, even 11 the current sensor data does
not have values indicating the ambient condition of jogging.

In some instances, predictive models may be generated
and used for each third-party content item. In other
instances, predictive models may be generated for groups or
categories of third-party content items (e.g., content 1tems
related to running, movies, etc., sets of content 1items of a
third-party content provider, and/or otherwise).
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While the foregoing has provided an overview of a
predictive model 1n the selection of content items based on
several values for sensor data from a user device, more
specific examples and systems to implement such a predic-
tive model will now be described herein.

FIG. 1 1s a block diagram of an example system 100 for
providing information via at least one computer network
such as the network 106. The network 106 can include
computer networks such as the Internet, local, wide, metro
or other area networks, intranets, and other computer net-
works such as voice or data mobile phone communication
networks. The system 100 can also include at least one data
processing system, such as a content selection system 108.
The content selection system 108 can include at least one
logic device such as a computing device having a data
processor to communicate via the network 106, for example
with a resource server 104, a user device 110, and/or a
third-party content server 102. The content selection system
108 can include one or more data processors, such as a
content placement processor configured to process informa-
tion and provide data to eflect presentation of one or more
content 1items to the resource server 104 or the user device
110, and one or more databases configured to store data. The
content selection system 108 can include a server, such as an
advertisement server or otherwise.

The user device 110 can include one or more mobile
computing devices such as a laptop, smart phone, tablet,
and/or personal digital assistant device configured to com-
municate with other devices via the network 106. The
computing device may be any form of portable electronic
device that includes a data processor and a memory, 1.€., a
processing module. The processor may include a micropro-
cessor, an application-specific mtegrated circuit (ASIC), a
field-programmable gate array (FPGA), etc., or combina-
tions thereof. The memory may store machine instructions
that, when executed by a processor, cause the processor to
perform one or more of the operations described herein. The
memory may also store data to eflect presentation of one or
more resources, content items, etc. on the computing device.
The memory may include, but 1s not limited to, electronic,
optical, magnetic, or any other storage or transmission
device capable of providing processor with program instruc-
tions. The memory may include a floppy disk, compact disc
read-only memory (CD-ROM), digital versatile disc (DVD),
magnetic disk, solid state drive, memory chip, read-only
memory (ROM), random-access memory (RAM), Electri-
cally Frasable Programmable Read-Only Memory (EE-
PROM), erasable programmable read only memory
(EPROM), tlash memory, optical media, or any other suit-
able memory from which processor can read instructions.
The 1nstructions may include code from any suitable com-
puter programming language such as, but not limited to, C,
C++, C#, Java®, ActionScript®, JavaScript®, JSON, Perl®,
HTML, HTMLS5, XML, Python®, and Visual Basic®. The
user device 110 can execute a software application (e.g., a
web browser or other application) to retrieve content from
other computing devices over network 106.

The resource server 104 can include a computing device,
such as a server, configured to host a resource, such as a web
page or other resource (e.g., articles, comment threads,
music, video, graphics, search results, information feeds,
etc.). The resource server 104 may be a computer server
(e.g., a file transier protocol (FTP) server, file sharing server,
web server, etc.) or a combination of servers (e.g., a data
center, a cloud computing platform, etc.). The resource
server 104 can provide resource data or other content (e.g.,
text documents, PDF files, application data, and other forms




US 11,917,486 B2

7

ol electronic documents or data) to the user device 110. In
one 1mplementation, the user device 110 can access the
resource server 104 via the network 106 to request data to
ellect presentation of a resource of the resource server 104.

One or more third-party content providers may have
third-party content servers 102 to directly, indirectly, or
otherwise provide data for third-party content items to the
content selection system 108 and/or to other computing
devices via network 106. The content items may be 1n any
format that may be presented on a display of a user device
110, for example, graphical, text, image, audio, video, efc.
The content items may also be a combination (hybrid) of the
formats. The content items may be banner content items,
interstitial content 1tems, pop-up content items, rich media
content 1items, hybrid content 1tems, etc. The content 1tems
may also include embedded information such as hyperlinks,
metadata, links, machine-executable instructions, annota-
tions, etc. In some instances, the third-party content servers
102 may be integrated into the content selection system 108
and/or the data for the third-party content items may be
stored 1n a database of the content selection system 108.

In one implementation, the content selection system 108
can recelve, via the network 106, a request for a content 1tem
to present with a resource and/or an application (such as a
mobile application). The received request may be recerved
from a resource server 104, a user device 110 (e.g., a mobile
device executing a mobile application, etc.), and/or any
other computing device. The resource server 104 may be
owned or ran by a first-party content provider that may have
an agreement with the owner of the content selection system
108 for the system to provide third-party content items to
present with one or more resources of the first-party content
provider on the resource server 104. In one implementation,
the resource may include a web page. In another example, an
application may be developed by a first-party content pro-
vider that may have an agreement with the owner of the
content selection system 108 for the system to provide
third-party content 1tems to present with the application of
the first-party content provider.

The user device 110 may be a computing device operated
by a user (represented by a device identifier), which, when
accessing a resource of the resource server 104 and/or
executing an application, can make a request to the content
selection system 108 for content 1tems to be presented with
the resource and/or application, for instance. The content
item request can include requesting device information (e.g.,
a web browser type, an operating system type, one or more
previous resource requests from the requesting device, one
or more previous content items recerved by the requesting
device, a language setting for the requesting device, a time
of a day at the requesting device, a day of a week at the
requesting device, a day of a month at the requesting device,
a day of a year at the requesting device, etc.) and resource
and/or application information (e.g., a uniform resource
locator (URL) of the requested resource, one or more
keywords of the content of the requested resource, text of the
content of the resource, a title of the resource, one or more
keywords of the content of the application, text of the
content of the application, a title of the application, etc.). The
device information that the content selection system 108
receives can include a HyperText Transier Protocol (HTTP)
cookie which contains a device identifier (e.g., a random
number, alphanumeric string, etc.) that represents the user
device 110.

In some instances, sensor data from the user device 110
may also be included, either as part of the content item
request and/or separately. For example, a resource from the
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resource server 104 may include coding, such as HTML5,
JavaScript®, etc., that requests sensor data from one or more
sensors of the user device and returns the sensor data to the
content selection system 108. In some 1nstances, the sensor
data may be incorporated into the content 1tem request with
the device information and/or resource information (such as
appending a string of encoded sensor data to a URL request)
or the sensor data may be transmitted to the content selection
system 108 separately. The requesting device information,
the resource information, and/or the sensor data may be
utilized by the content selection system 108 to select third-
party content items to be served with the requested resource
and presented on a display of a user device.

A resource may include a search engine feature. The
search engine feature may receive a search query (e.g., a
string of text) via an 1put feature (an input text box, etc.).
The search engine may search an index of documents (e.g.,
other resources, such as web pages, etc.) for relevant search
results based on the search query. The search results may be
transmitted as a second resource to present the relevant
search results, such as a search result web page, on a display
of a user device 110. The search results may include web
page titles, hyperlinks, etc. One or more third-party content
items may also be presented with the search results 1n a
content 1item slot of the search result web page. Accordingly,
the resource server 104 and/or the user device 110 may
request one or more content items from the content selection
system 108 to be presented 1n the content item slot of the
search result web page. The content item request may
include additional information, such as a quantity of content
items, a format for the content 1tems, the search query string,
keywords of the search query string, information related to
the query (e.g., temporal information), etc. In some 1mple-
mentations, a delineation may be made between the search
results and the third-party content 1tems to avert confusion.
The resource server 104 and/or user device 110 may transmit
information regarding the selected content 1tem to the con-
tent selection system 108, such as data indicating whether
the content 1tem was clicked on.

In some 1implementations, the third-party content provider
may manage the selection and serving of content items by
content selection system 108. For example, the third-party
content provider may set selection criteria via a user inter-
face that may include one or more content item conditions
or constraints regarding the serving of content items. A
third-party content provider may specity that a content 1tem
and/or a set of content 1tems should be selected and served
for user devices 110 having device identifiers associated
with a certain language, a certain operating system, a certain
web browser, etc. In another example, the third-party con-
tent provider may specily that a content item or set of
content items should be selected and served when the
resource, such as a web page, document, etc., contains
content that matches or 1s related to certain keywords,
phrases, etc. In other instances, the third-party content
provider may specily that a content 1tem or set of content
items should be selected and served when particular sets of
values for sensor data 1s received. Of course the third-party
content provider may include other selection criteria as well.

FIG. 2 1s a block diagram of an example mobile device
200, which may be a user device 110 of FIG. 1, having
several sensors, a processor 230, a data storage device 232,
a display 234, mput/output devices 236, and a network
transceiver 238. The mobile device 200 may include a
smartphone, a cellular telephone, a tablet, a laptop, a por-
table media device, a wearable display or glasses, and/or any
other portable electronic device. The mobile device 200 may
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include a bus or other communication component for com-
municating information between the various components of
the mobile device 200. The processor 230 or processor may
be coupled to the bus and/or otherwise for processing
information, data, and/or instructions from one or more
components ol the mobile device 200. The data storage
device 232 may include dynamic storage devices, such as a
RAM or other dynamic storage devices, and may be coupled
to the bus and/or otherwise for storing information, data,
and/or 1nstructions to be executed by the processor 230. The
data storage device 232 can also be used for storing position
information, temporary variables, and/or other intermediate
information during execution of instructions by the proces-
sor 230. In some instances, the data storage device 232 may
include a static storage device, 1n addition to or instead of the
dynamic storage device, such as ROM, solid state drive
(SSD), flash memory (e.g., EEPROM, EPROM, etc.), mag-
netic disc, optical disc, etc., that 1s coupled to the bus and/or
otherwise for storing static information, data, and/or 1mstruc-
tions for the processor 230.

The display 234 may be coupled via the bus and/or
otherwise to other components of the mobile device 200.
The display may include a Liquid Crystal Display (LCD),
Thin-Film-Transistor LCD (TFT), an Organic Light Emait-
ting Diode (OLED) display, LED display, Electronic Paper
display, Plasma Display Panel (PDP), and/or other display,
etc., for displaying information to a user. The input/output
devices 236 may include devices such as a keyboard having
alphanumeric and other keys, a microphone, a speaker, an
LED, a trackball, a mouse, cursor direction keys, etc. that
may be coupled to the bus for commumicating information
and/or command selections to the processor 230. In another
implementation, an input device may be integrated with the
display 234, such as 1n a touch screen display.

The network transceiver 238 may be configured to inter-
face with a network, such as network 106 of FIG. 1.
Example of such a network may include the Internet, local,
wide, metro or other area networks, intranets, voice or data
mobile device communication networks, and/or other net-
works. In one example, the network transceiver 238 may
include voice and/or data mobile device communication
network through which the mobile device 200 may com-
municate with remote devices, such as third-party content
server 120, resource server 104, and/or content selection
system 108 of FIG. 1. The voice and/or data mobile device

communication network may include those operating under
the standards of GSM, EDGE, GPRS, CDMA, UMTS,

WCDMA, HSPA, HSPA+, LTE, and/or other mobile device
network standards. In some 1mplementations, the network
transceiver 238 may include other network transceivers,
such as a WiF1™ transceiver, a Bluetooth® transceiver, a
cellular transceiver, an NFC transceiver, etc. In still further
implementations, the mobile device 200 may include several
network transceivers 238, such that the mobile device 200
may communicate with several networks. Of course, other
network transceivers 238 for the mobile device 200 to
communicate with remote devices may be used as well.
According to various implementations, the processor 230
may execute an arrangement of instructions contained in the
data storage device 232. Such instructions can be read into
the data storage device 232 from another computer-readable
medium. Execution of the arrangement of instructions con-
tained 1n the data storage device 232 may cause the mobile
device 200 to perform various operations, such as reading
data output from one or more sensors, transmitting data to a
remote device via the network transcerver 238, displaying
information on the display 234, and/or otherwise. One or
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more processors 1n a multi-processing arrangement may also
be employed to execute the instructions contained 1n the data
storage device 232. In alternative implementations, hard-
wired circuitry may be used in place of or in combination
with software instructions to effect the various operations.
Thus, implementations are not limited to any specific com-
bination of hardware circuitry and software. Of course, other
confligurations or components for mobile device 200 may be
included.

The several sensors may include a gyroscope 210, an
accelerometer 212, a magnetometer 214, a barometer 216, a
proximity sensor 218, a temperature sensor 220, a light
sensor 222, a humidity sensor 224, an acoustic sensor 226,
and/or other sensors 228. Of course mobile device 200 may
have other features, components, etc. as well.

In the present example, gyroscope 210 may be commu-
nicatively coupled to the processor 230, the data storage
device 232, the display 234, the input/output devices 236,
the network transceiver 238, and/or other components of the
mobile device 200. The gyroscope 210 may include a
microelectromechanical system (MEMS) gyroscope, a
vibrating structure gyroscope (VSQG) (e.g., a tuning fork
gyroscope), and/or any other gyroscope. The gyroscope 210
may be configured measure the rate of rotation of the mobile
device 200 about one, two, and/or three axes and/or the
degrees of rotation relative to one, two, and/or three axes.
The values of the rates of rotation and/or the values of the
degrees of rotation may be output to the processor 230, the
data storage device 232, the network transceiver 238, and/or
any other component of the mobile device 200.

The accelerometer 212 may be communicatively coupled
to the processor 230, the data storage device 232, the display
234, the mput/output devices 236, the network transceiver
238, and/or other components of the mobile device 200. The
accelerometer 212 may include a MEMS accelerometer, a
piezoelectric accelerometer, and/or any other accelerometer.
The accelerometer 212 may be configured measure the
acceleration of the mobile device 200 1n one, two, and/or
three axes and/or the direction of gravity relative to one, two,
and/or three axes. The values of the accelerations and/or the
values of the force of gravity for the one, two, and/or three
axes may be output to the processor 230, the data storage
device 232, the network transceiver 238, and/or any other
component of the mobile device 200.

The magnetometer 214 may be communicatively coupled
to the processor 230, the data storage device 232, the display
234, the mput/output devices 236, the network transceiver
238, and/or other components of the mobile device 200. The
magnetometer 214 may include a magnetoresistive sensor
and/or any other magnetometer. The magnetometer 214 may
be configured measure the ambient geomagnetic field rela-
tive to the mobile device 200 1n one, two, and/or three axes.
The values of the ambient geomagnetic fields for the one,
two, and/or three axes may be output to the processor 230,
the data storage device 232, the network transceiver 238,
and/or any other component of mobile device 200.

The barometer 216 may be communicatively coupled to
the processor 230, the data storage device 232, the display
234, the mput/output devices 236, the network transceiver
238, and/or other components of the mobile device 200. The
barometer 216 may include a digital barometer, an aneroid
barometer, and/or any other barometer. The barometer 216
may be configured measure the air pressure around the
mobile device 200. The value of the air pressure may be
output to the processor 230, the data storage device 232, the
network transceirver 238, and/or any other component of
mobile device 200.
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The proximity sensor 218 may be communicatively
coupled to the processor 230, the data storage device 232,
the display 234, the input/output devices 236, the network
transceiver 238, and/or other components of the mobile
device 200. The proximity sensor 218 may include a retlec-
tive proximity sensor, an ultrasonic proximity sensor, and/or
any other proximity sensor. The proximity sensor 218 may
be configured measure the proximity of an object relative to
the mobile device 200. The value of the proximity of the
object may be output to the processor 230, the data storage
device 232, the network transcerver 238, and/or any other
component of mobile device 200.

The temperature sensor 220 may be communicatively
coupled to the processor 230, the data storage device 232,
the display 234, the mput/output devices 236, the network
transceiver 238, and/or other components of the mobile
device 200. The temperature sensor 220 may include a
thermistor, a thermocouple, a silicon bandgap temperature
sensor, an 1nirared thermometer, and/or any other tempera-
ture sensor. The temperature sensor 220 may be configured
measure the ambient temperature around the mobile device
200. The value of the temperature may be output to the
processor 230, the data storage device 232, the network
transceiver 238, and/or any other component of mobile
device 200.

The light sensor 222 may be communicatively coupled to
the processor 230, the data storage device 232, the display
234, the input/output devices 236, the network transceiver
238, and/or other components of the mobile device 200. The
light sensor 222 may include a charge-coupled device
(CCD), a photodiode, a photovoltaic cell, and/or any other
photodetector or light sensor. The light sensor 222 may be
configured measure the ambient light level around the
mobile device 200. The value of the light level may be
output to the processor 230, the data storage device 232, the
network transceiver 238, and/or any other component of
mobile device 200.

The humidity sensor 224 may be commumnicatively
coupled to the processor 230, the data storage device 232,
the display 234, the mput/output devices 236, the network
transceiver 238, and/or other components of the mobile
device 200. The humidity sensor 224 may include a hum-
1stor, a capacitive humidity sensor, a thermal conductivity
humidity sensor, and/or any other humidity sensor. The
humidity sensor 224 may be configured measure the ambient
humidity level around the mobile device 200. The value of
the humidity level may be output to the processor 230, the
data storage device 232, the network transceiver 238, and/or
any other component of mobile device 200.

The acoustic sensor 226 may be commumicatively
coupled to the processor 230, the data storage device 232,
the display 234, the input/output devices 236, the network
transceiver 238, and/or other components of the mobile
device 200. The acoustic sensor 226 may include a MEMS
microphone, a fiber optic microphone, and/or any other
acoustic sensor. The acoustic sensor 226 may be configured
measure the ambient acoustic level around the mobile device
200. The value of the acoustic level may be output to the
processor 230, the data storage device 232, the network
transceiver 238, and/or any other component of mobile
device 200.

While the foregoing has describes some examples of
sensors that may be included 1n a mobile device 200, still
other sensors 228 may be included as well, such as atmo-
spheric sensors, fluid velocity sensors, force sensors, etc.

In some implementations, the values from the several
sensors may be read and transmitted via the network trans-
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ceiver 238 1n response to receiving data via the network
transceiver 238. For example, a mobile device 200 may
request a resource, such as a mobile webpage, by sending the
request for data for the resource to a resource server, such as
resource server 104, via the network transceiver 238. The
resource server may receive the request and transmit data to
cllect presentation of the resource on the display 234 of the
mobile device 200. The data for the resource may include
one or more content item slots for displaying one or more
third-party content 1tems when the resource 1s presented for
display by the mobile device 200. In some implementations,
the data for the requested resource may include code or piece
of code, such as a JavaScript® script, that may cause the
processor 230 of the mobile device 200 to read one or more
values from one or more sensors of the mobile device 200
and transmit the one or more values to a remote device, such
as content selection system 108, via the network transceiver
238. By way of example, the one or more values from the
one or more sensors of the mobile device 200 may be
appended to a content i1tem request URL (e.g., http://con-
tentitem.1tem/page/contentitem?party=abcl 23&sensor]l =
S&sensor2=7&sensor3=45 or http://contentitem.item/page/
contentitem?party=abcl23&devicestate=98765). Thus, one
or more of the several sensors of the mobile device 200 may
have the current values read and transmitted to a content
selection system. Such values may be used by the content
selection system to select a content item to be served with
the requested resource. In some instances, the code may
repeatedly cause the processor 230 of the mobile device 200
to read and transmit the values of one or more sensors to
select and serve several third-party content 1tems. The code
may include instructions to read and transmait the values after
a predetermined period of time (e.g., every 30 seconds,
every 1 minute, every 2 minutes, every 5 minutes, etc.), after
the occurrence of an event, and/or on demand.

In another implementation, the values from the several
sensors may be read and transmitted via the network trans-
ceiver 238 1n response to executing a mobile application on
the mobile device 200. For example, a mobile application
may include a content item slot for presenting third-party
content 1tems while the mobile application 1s being
executed. The mobile application may include instructions
that cause the processor 230 of the mobile device 200 to read
the values of one or more sensors and transmit the values of
the one or more sensors to a remote device, such as content
selection system 108, via the network transceiver 238. By
way of example, the one or more values from the one or
more sensors of the mobile device 200 may be appended to
a content 1tem request URL (e.g., http://contentitem.1tem/
page/contentitem?party=abcl23&sensorl =5&sensor2=
T1&sensor3=45 or http://contentitem.item/page/
contentitem?party=abcl23&devicestate=98765). Such val-
ues may be used by the content selection system to select a
content 1item to be served while the mobile application 1is
executing on the mobile device 200. In some instances, the
mobile application may repeatedly cause the processor 230
of the mobile device 200 to read and transmit the values of
one or more sensors to select and serve several third-party
content 1tems. The mobile application may 1nclude mstruc-
tions to read and transmit the values after a predetermined
period of time (e.g., every 30 seconds, every 1 minute, every
2 minutes, every S minutes, etc.), after the occurrence of an
event, and/or on demand.

In other instances, the values from the several sensors
may be read and stored in the data storage device 232. The
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values may be individually stored or stored as a set, such as
in a log for a device state. The stored values or set of values
may be transmitted to a remote device via the network
transceiver 238. When a content item request 1s to be
transmitted, such as in response to executing code of a
mobile webpage and/or 1n response to mstructions from an
executed mobile application, the stored set of values may be
transmitted via the network transceiver 238 to a content
selection system, such as content selection system 108 of
FIG. 1, as part of or with a content 1tem request sent to the
content selection system. The stored values or set of values
ol the one or more sensors may be periodically read, stored,
and/or transmitted for successive predetermined periods of
time, such as for subsequent content 1tem requests.

In another example, several sets of values may be stored
in the data storage device 232 and may all be transmitted, or
a subset may be transmitted, via the network transceiver 238
as part of or with a content item request sent to the content
selection system. In some instances, the several sets of
values may be stored in the data storage device 232 for a
predetermined period of time and deleted, erased, overwrait-
ten, or otherwise disposed of aifter the predetermined period
of time (e.g., sets of values may read and stored every 1
minute for a 5 minute period, when the 6th minute elapses,
the first set of values may be overwritten with the set of
values from the 6th minute). In other examples, the set of
values may not be stored, but may be read and transmitted
when a content 1tem request 1s sent.

In some implementations, the code, such as a JavaScript®
script, may be included or embedded as part of a selected
and served content 1tem. Such code may be used to receive
values for sensor data and response data to determine one or
more predictive models. Accordingly, the code may be
included 1n a selected and served content 1tem, that, when
executed by the mobile device 200, will read and transmat
the values from the one or more sensors via the network
transceiver 238 to a remote device, such as the content
selection system 108 of FIG. 1. In addition, the code may
return response data imndicative of whether the content item
was selected (such as for CTR calculation), whether a
conversion occurred (such as for CVR calculation), and/or
other performance metrics. Thus, the code included with the
selected and served content item may be used to collect sets
of values for sensor data and response data for content 1tems
that are selected and served. The sets of values for sensor
data and response data may be used to generate and/or
update one or more predictive models, as will be described
in greater detail below.

FIG. 3 1s a block diagram of an example portion of the
content selection system 108 for selecting and serving
content 1tems. In the present example, the content selection
system 108 may include a database 310, a content item
selection module 320, and a predictive model module 330.
The database 310 may store data for and/or provide data to
the content 1tem selection module 320 and/or the predictive
model module 330. The database 310 may include a static
storage device, such as ROM, solid state drive (SSD), flash
memory (e.g., EEPROM, EPROM, etc.), magnetic disc,
optical disc, etc., a plurality of static storage devices, a cloud
storage system, a server, and/or any other electronic device
capable of storing and providing data. The data stored 1n the
database 310 may 1nclude data to eflect presentation of the
content item, CTR values, CVR values, sensor data from one
or more sensors and/or from one or more mobile devices,
historical sensor data, sequences of served content items,
impression counts, content item slot positions, numbers of
content 1tems 1n a content item slot, winning bids, selection
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criteria, format types, keywords, languages, times of a day,
days of a week, days of a month, days of a year, and/or any
other data.

In some 1nstances, the data may be related to a parameter
of a selected and served content item. For example, data for
content 1tem slot positions may be related to what positions
in a content i1tem slot a particular content item has been
shown. Such data may be used to filter response data across
a number of content items such that the content 1tem slot
position 1s the same for the response data for each content
item. Accordingly, the response data used to determine a
predictive model, as will be described below, may filter out
aspects that may aflect the response data. For example, a
content item shown 1n a top position of a content item slot
may be selected more often than a content item shown 1n a
lower position of a content item slot. Accordingly, the
response data may be filtered such that a first response for a
content 1tem shown in the top position may be used with
other responses for the content item shown in the top
position.

In the present example, database 310 includes one or more
values of sensor data from one or more sensors and/or from
one or more mobile devices. In some instances, the values of
sensor data for a mobile device may be stored as a set of
values. The sensor data for a mobile device may include
values received from one or more of a gyroscope, acceler-
ometer, magnetometer, barometer, proximity sensor, tems-
perature sensor, light sensor, humidity sensor, acoustic sen-
sor, and/or any other sensor of a mobile device, such as
mobile device 200. The sensor data may be representative of
a device state or ambient condition when the sensor data 1s
taken.

In some 1nstances, the sensor data may be associated with
data 1indicating whether a content 1tem has been clicked on
or not, such as response data. The response data may be any
form of response data that may be usetful for determining a
predictive model. For example, the response data may be
data indicating whether a content 1tem was clicked (e.g, a 1
if the content 1tem was clicked and a O if not), whether a
conversion occurred (e.g., a 1 1f the selection and serving of
the content 1tem resulted 1n a sale and a 0 11 not), etc. Thus,
the database 310 may i1nclude a set of values of sensor data
and a set of response data associated with the set of values
of sensor data. As will be discussed 1n greater detail below,
such response data and sets of values of sensor data may be
used 1n determining and/or using a predictive model.

The content item selection module 320 may be 1n com-
munication with the network 106 and may be configured to
select one or more content items to be served with a resource
and/or an application. In some instances, the content 1tem
selection module 320 may perform an auction to select the
one or more content items. For example, the content 1tem
selection module 320 may select one or more content items
ol one or more third-party content providers based, at least
in part, on output from the predictive model module 230.
The selection of the one or more content items may be
further based on a bid of one or more third-party content
providers for the one or more content 1tems. Although the
predictive model module 330 1s shown separate from the
content item selection module 320, 1n some implementa-
tions, the predictive model module 330 may be part of the
content 1tem selection module 320.

As will be described 1n greater detail below, the predictive
model module 330 may output one or more values that may
be used by the content 1tem selection module 320 to select
a content 1tem based on a predictive model. For instance, the
predictive model may be generated and/or updated using
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historical sensor data associated with historical response
data, which may be stored i1n database 310. Such a predictive
model may be trained via machine learning algorithms. The
predictive model may output a predicted response data value
(e.g., pCTR, pCVR, etc.) when provided with values of
sensor data as an iput to the predictive model. For instance,
a particular content 1tem may have a higher historical CTR
value when values of sensor data indicates a series of
accelerations and increases in ambient air pressure (e.g., a
content 1item related to a metro or subway may be clicked on
more oiften when sensor data indicates that a mobile device
1s currently on the metro or subway and/or has historically
been on the metro or subway). The predictive model may be
generated and/or updated based on a number of historical
sensor data sets and historical response data (e.g., whether
the content 1tem was clicked on) to provide an output value
indicating that the content 1item has a higher predicted CIR
value when subsequent sensor data from a mobile device
indicates a series of accelerations and increases in ambient
air pressure. Of course other implementations and/or outputs
using the predictive model may be provided.

FIG. 4 1s a flow diagram of an example method 400 for
aggregating values of sensor data from one or more mobile
devices. A request for a content item may be recerved (block
402) by a content selection system, such as content selection
system 108 of FIG. 1. The content item request may be
recetved from a resource server, a mobile device, a user
device, and/or otherwise. The request for a content 1tem may
include parameters such as a search query string, a keyword,
a language, a time of a day, a day of a week, a day of a
month, a day of a year, a resource domain, a browser type,
an operating system type, a content i1tem slot position, a
number of content items to be presented 1n a content 1tem
slot, and/or any other parameter that may be associated with
a request for a content 1tem. Such parameters may be used
in the selection and serving of a content item by the content
selection system.

Data to eflect presentation of a selected content item and
code to transmit sensor data may be transmitted (block 404)
in response to the request for a content 1tem. As noted above,
in some i1mplementations, code, such as a JavaScript®
script, may be included or embedded as part of a selected
and served content item. In other implementations, the script
may be sent separately from the data to effect presentation
of the content 1tem. Such code may be used to read and
transmit values for sensor data and response data when a
content 1tem 1s selected and served to a mobile device. For
an example mobile device, the data to eflect presentation of
the selected content 1tem and the code may be transmitted
via a voice and/or data mobile device communication net-
work operating under the standards of GSM, EDGE, GPRS,
CDMA, UMTS, WCDMA, HSPA, HSPA+, LTE, and/or
other mobile device network standards. In some 1implemen-
tations, the data to eflect presentation of the selected content
item and the code may be transmitted via WiF1™, Bluetooth
NFC, and/or otherwise.

Sensor data may be received and stored by the content
selection system (block 406). When the code transmitted
with the selected and served content 1tem 1s executed by a
mobile device, the output of one or more sensors of the
mobile device may be read and transmitted to the content
selection system. For example, values for an accelerometer
and a gyroscope for the three axes of the mobile device may
be read and transmitted when the code 1s executed by a
processor of the mobile device. The set of values of sensor
data may be transmitted as separate discrete values or as a
set of values (e.g., an array, an encoded string value, etc.).
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The received set of values of sensor data may be stored, such
as 1n the database 310 of FIG. 3.

Response data may also be recerved by the content
selection system (block 408). For example, the code trans-
mitted with the selected and served content 1item may be
used to determine whether the served content item 1s
selected, whether a conversion occurs, and/or when any
other event 1s performed. For example, a JavaScript® script
may transmit a first value, e.g., a 1, if the served content 1tem
1s selected by a user of the mobile device and a second value,
e.g., a 0, 1f the served content 1tem 1s not selected. The script
may determine that the content item 1s not selected 1f a
predetermined period of time elapses without a selection
and/or 11 the content 1tem 1s no long displayed (e.g., by a user
navigating away from a webpage, by terminating the execu-
tion of an application, etc.). The script may transmit the
response data to the content selection system by causing a
processor ol the mobile device to transmit the response data
via a network transceiver.

The received set of values of sensor data may be associ-
ated with the recerved response data (block 410), such as by
the content selection system. For example, the received set
of values of sensor data and the recerved response data may
be stored together and associated 1n a device state history, a
log, and/or other data file 1n a database and/or otherwise. In
some 1implementations, the received set of values of sensor
data and the received response data may be further associ-
ated with the served content item (e.g., by an 1dentifier of the
served content 1tem or otherwise), with a category or group
of the served content 1tem (e.g., by an 1dentifier of a category
or group ol the served content item or otherwise), with
similar sets of sensor data having similar values of other
mobile devices (e.g., by an identifier for an aggregate
grouping of similar sensor data), and/or with otherwise. The
received set of values of sensor data and the received
response data may be used 1n the determining of a predictive
model.

In some 1instances, the sensor data may be bucketized
(e.g., utilizing a value representative of a range of discrete
values). For example, the values of degrees of rotation about
an axis may be bucketized 1nto less then 45 degrees, between
45 and 90 degrees, inclusive, between 90 and 1335 degrees,
inclusive, between 135 and 180 degrees, less then —45
degrees, between —45 and -90 degrees, inclusive, between
-90 and -135 degrees, inclusive, and between —135 and
—180 degrees, inclusive. Of course the foregoing 1s merely
an example and other ranges may be used and/or other levels
ol abstraction may be implemented (e.g., vertical orienta-
tion, horizontal orientation, tilted, etc.). Moreover, 1n some
instances, machine learming algorithms may be used to
determine the ranges for the various sensor data for abstrac-
tion. For example, 1t may be determined that accelerations
over 15 meters per second may not occur very often.
Accordingly, an end range or bucket for acceleration may be
determined for sensor data for accelerations greater than 15
meters per second. Smaller range buckets may be deter-
mined to diflerentiate smaller accelerations, such as buckets
for acceleration values of exactly 0, between O and 0.1,
inclusive, between 0.1 and 0.5, inclusive, between 0.5 and
0.73, inclusive, etc. In still further implementations, a user
of a mobile device may indicate the ambient condition that
occurred when the sensor data was taken (e.g., via an
application or otherwise). For example, a set of sensor data
may be read and transmitted and the user may indicate an
ambient condition corresponding to the data, such as “run-
ning,” “qogging,” “driving,” etc. Accordingly, such tagged
sensor data having values may be associated with other
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similar sensor data. In addition, subsequent sets of sensor
data may be categorized as belonging to one of the high level
abstractions or ambient conditions and the high level
abstraction or ambient condition may be used as an input
into the predictive model 1n the selection and serving of a
content 1tem.

FIG. 5 1s a flow diagram of an example method 500 for
determining a predictive model to output a value based on
sensor data. The method 500 may include receiving a set of
sensor data and associated response data (block 502). The
response data may be any form of response data that may be
usetul for determining a predictive model. For example, the
response data may be data indicating whether a content 1item
was clicked (e.g, a 1 if the content 1tem was clicked and a
0 1f not), whether a conversion occurred (e.g., a 1 if the
selection and serving of the content i1tem resulted 1n a sale
and a 0 11 not), efc.

The set of sensor data may include several sets of sensor
data received from several different mobile devices. The sets
of sensor data may each include a set of values representing
values outputted from sensors from the respective mobile
devices. For example, the set of values may include those
outputted by a gyroscope, an accelerometer, a magnetoms-
cter, a barometer, a proximity sensor, a temperature sensor,
a light sensor, a humidity sensor, an acoustic sensor, and/or
other sensors. In some 1nstances, the values may be buck-
ctized values, high level abstractions or ambient conditions,
and/or otherwise as described above. In some 1mplementa-
tions, the received set of sensor data and the response data
may be associated with a content 1tem of a set of content
items.

Using the set of sensor data and the response data, a
predictive model may be determined (block 504). For
example, CTR values, as determined by the response data,
for a certain content 1item may be determined to be lower
when certain values of sensor data are present while CTR
values for the same content item may be higher when other
values of sensor data are present. Thus, the determined
predictive model may output a higher predicted CTR value
when the certain values of sensor data are present for that
content item, and lower predicted C1R values when the
other values of sensor data are present. By way of example,
a content item related to reading may have a higher CTR
when the sensor data includes values that indicate little or no
acceleration for the three axes, the degrees of rotation
indicate the device 1s laying flat, and an object 1s proximate
to the screen of the device (e.g., when a user 1s reading on
the device). In other instances, other content items may have
higher CTRs when the sensor data includes values that
indicate other ambient conditions (e.g., content i1tems for
restaurants, gas stations, hotels, attractions, etc. may have
higher CTRs for sensor data that has values indicating a
moderate acceleration or deceleration, a vertical orientation,
and an object proximate to the screen, such as may occur
when a passenger 1n a vehicle 1s reading the device). As will
be discussed below, such a determined predictive model may
be used to output predicted CTR, CVR, or other values for
a content 1tem that may be used 1n the selection and serving
ol a content item from several content items.

In some 1nstances, the predictive model may be deter-
mined for a group or category of content 1tems. For example,
the predictive model may be determined based on sets of
sensor data and response data associated with a group or
category of content 1tems. Such a predictive model may be
used to output predicted CTR, CVR, or other values for
groups or categories of content items that may be used 1n the
selection of a group or category ol content items and,
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subsequently, to select and serve a content item from several
content items of the group or category.

FIG. 6 depicts a tlow diagram of an example of a method
600 for selecting content items using a predictive model.
The method 600 may 1nclude receiving a first content 1tem
request and a first set of sensor data (block 602). The first
content item request may be received by a data processor of
a content selection system from a resource server, a user
device, a mobile device, and/or otherwise. The first set of
sensor data may include several values from respective
sensors of a mobile device, such as the sensors of mobile
device 200. The several values may 1dentily a first ambient
condition of the mobile device. For instance, a high accel-
cration and high ambient air pressure may identily an
ambient condition that occurs when riding the metro or
subway. Of course, other values may 1dentity other ambient
conditions, such as indicating an ambient condition of a user
reading the mobile device when the sensor data includes
values that indicate little or no acceleration for the three
axes, the degrees of rotation indicate the device 1s laying flat,
and an object 1s proximate to the screen of the device. Still
other values may identily other ambient conditions.

A first content 1tem may be selected based, at least 1n part,
on a predictive model (block 606). The predictive model
may output a value, such as a pCTR, pCVR, etc., based on
the receirved first set of sensor data having a first set of
values. The predictive model may be determined and/or
trained 1n accordance with method 500 described herein
and/or otherwise. In some instances, the predictive model
may be selected from several predictive models, such as a
predictive model for a specific content 1tem, a group or
category of content i1tems, and/or otherwise. For each con-
tent 1tem, an output value from the predictive model may be
determined. For instance, the output value may be a pCTR
value, a pCVR value, and/or other value for the content item
based on the received sensor data having a set of values. In
some 1mplementations, the content item with the highest
output value, as determined by the predictive model, may be
selected. In some other implementations, the output values
from the predictive model for each content item may be used
in further determinations for which content item should be
selected (e.g., in an auction of content items, etc.). For
example, a content provider may have a higher bid value for
a content 1tem for certain values of the sensor data (e.g.,
those indicating a certain ambient condition) and a lower bid
value for other values of the sensor data. Accordingly, the
third-party content provider may provide various bid
amounts for various values of the sensor data and/or for
various 1dentified ambient conditions.

Data to eflect presentation of the first selected content
item may be outputted (block 608) such that the first selected
content 1tem may be presented on a display of the mobile
device with a resource, such as a requested mobile webpage
and/or a mobile application. In some implementations, the
method 600 may end with the presentation of the first
selected content 1tem (as noted by the dashed line).

In other implementations, the method 600 may continue
to update and/or select a second content item. Response data
associated with the selected first content i1tem may be
received (block 608). For example, the code transmitted
with the selected and served content item may be used to
determine whether the served content item 1s selected,
whether a conversion occurs, and/or when any other event 1s
performed. For example, a JavaScript® script may transmit
a first value, e.g., a 1, 1f the served content item 1s selected
by a user of the mobile device and a second value, e.g., a O,
if the served content 1tem 1s not selected. The script may
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determine that the content i1tem 1s not selected 1f a prede-
termined period of time elapses without a selection and/or 1
the content 1tem 1s no long displayed (e.g., by a user
navigating away from a webpage, by terminating the execu-
tion ol an application, etc.). The script may transmit the
response data to the content selection system, such as
content selection system 108, by causing a processor of the
mobile device to transmit the response data via a network
transceiver of the mobile device. The received response data
may be associated with the first sensor data and the selected
first content 1tem and stored 1n a database, such as database
310.

The predictive model may be updated using the received
response data (block 610). For example, the predictive
model may be updated via the determining and/or training of
the method 500 described herein and/or otherwise. The
received response data may be associated with the first
sensor data and combined with a number of historical sensor
data sets and historical response data, such as that stored 1n
a database, to be used in updating the predictive model.
Accordingly, the predictive model may be updated for
subsequent sensor data and response data. The predictive
model may be a predictive model for a specific content 1tem,
a group or category of content items, and/or otherwise. In
some 1mplementations, the method 600 may end with the
update of the predictive model (as noted by the dashed line).

In some implementations, the method 600 may continue
and 1nclude receiving a second content 1tem request and a
second set of sensor data (block 612). The second content
item request may be received by a data processor of a
content selection system from a resource server, a user
device, a mobile device, and/or otherwise. The second set of
sensor data may 1include several values from respective
sensors of a mobile device, such as the sensors of mobile
device 200. In some 1nstances, the mobile device may be the
same mobile device from which the first set of sensor data
was received or, 1 other 1nstances, the mobile device may
be a diflerent mobile device The several values may identify
a second ambient condition of the mobile device. In some
instances, the second ambient condition may be the same as
the first ambient condition or may be a different ambient
condition.

A second content item may be selected based, at least 1n
part, on the updated predictive model (block 614). The
updated predictive model may output a value, such as a
pCTR, pCVR, etc., based on the received second set of
sensor data having a second set of values. For each content
item, an output value from the updated predictive model
may be determined. In some implementations, the content
item with the highest output value, as determined by the
updated predictive model, may be selected. In some other
implementations, the output values from the updated pre-
dictive model for each content 1tem may be used in further
determinations for which content item should be selected
(e.g., 1n an auction of content items, etc.). For example, a
content provider may have a higher bid value for a content
item for certain values of the sensor data (e.g., those
indicating a certain ambient condition) and a lower bid value
for other values of the sensor data. Accordingly, the third-
party content provider may provide various bid amounts for
various values of the sensor data and/or for various i1denti-
fied ambient conditions.

Data to eflect presentation of the second selected content
item may be outputted (block 616) such that the second
selected content 1tem may be presented on a display of the
mobile device with a resource, such as a requested mobile
webpage and/or a mobile application.

10

15

20

25

30

35

40

45

50

55

60

65

20

FIG. 7 depicts a flow diagram of an example of a method
700 for selecting a content 1tem using a predictive model and
historical sensor data associated with a device identifier. The
method 700 may include receiving a content item request, a
set of sensor data, and a device 1dentifier (block 702). The
content item request may be received by a data processor of
a content selection system from a resource server, a user
device, a mobile device, and/or otherwise. The set of sensor
data may include several values from respective sensors of
a mobile device, such as the sensors of mobile device 200.
The several values may 1dentily an ambient condition of the
mobile device. For instance, a high acceleration and high
ambient air pressure may i1dentify an ambient condition that
occurs when riding the metro or subway. Of course, other
values may i1dentily other ambient conditions. The device
identifier may be a randomized number associated with the
mobile device to identily the mobile device during subse-
quent requests for resources and/or content 1tems.

Historical sensor data associated with the recerved device
identifier may be received (block 704). The historical sensor
data may be stored and/or received from a device state
history associated with the device identifier of a database,
such as database 310 of FIG. 3. The historical sensor data of
the device state history may be temporarily stored for a
predetermined period of time (e.g., sensor data for the past
minute, past 5 minutes, past 10 minutes, past 30 minutes,
past hours, past 2 hours, past 4 hours, past 6 hours, past 12
hours, past 24 hours, etc.) such that the historical sensor data
1s erased after a pre-determined period of time (e.g., after 1
minute, S minutes, 10 minutes, 30 minutes, 1 hour, 2 hours,
4 hours, 6 hours, 12 hours, 24 hours, etc.). As noted above,
the historical sensor data may be periodically received by a
content selection system and/or sent by the mobile device
and stored 1n the device state history or otherwise in a
database of the content selection system. In some other
instances, the historical sensor data may result after storing
prior received sensor data from prior received content 1tem
requests. Once the predetermined period of time has elapsed,
such historical sensor data from the device state history may
be deleted, overwritten, and/or otherwise removed from the
database such that the historical sensor data for which the
predetermined period has elapsed 1s no longer available. In
some 1nstances, the historical sensor data may be stored
chronologically, such as i a time series.

A content 1tem may be selected based, at least 1n part, on
a predictive model (block 706). The predictive model may
output a value, such as a pCTR, pCVR, etc., based on the
received set of sensor data having a set of values and the
received historical sensor data having one or more sets of
values. The predictive model may be determined and/or
trained 1n accordance with method 500 described herein
and/or otherwise. In some 1nstances, the predictive model
may be selected from several predictive models, such as a
predictive model for a specific content item, a group or
category of content items, and/or otherwise. For each con-
tent 1item, an output value from the predictive model may be
determined. For instance, the output value may be a pCTR
value, a pCVR value, and/or other value for the content 1item
based on the received sensor data having a set of values and
the recerved historical sensor data having one or more sets
of values. In some 1mplementations, the content 1tem with
the highest output value, as determined by the predictive
model, may be selected. In some other implementations, the
output values from the predictive model for each content
item may be used in further determinations for which
content 1tem should be selected (e.g., in an auction of
content 1tems, etc.). For example, a content provider may
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have a higher bid value for a content 1tem for certain values
of the sensor data (e.g., those indicating a certain ambient
condition) and a lower bid value for other values of the
sensor data. Accordingly, the third-party content provider
may provide various bid amounts for various values of the
sensor data and/or for various 1dentified ambient conditions.

In some instances, the received sensor data and the
historical sensor data may be analyzed to determine whether
sets of values recur (e.g., indicating a repeating ambient
condition, such as riding the metro, jogging, running, etc.).
The recurring sets of values may be selected and 1mnput into
the predictive model. Thus, a content item may be selected
based on the recurring sets of values. For example, for sets
of sensor data and historical sensor data that indicate a
mobile device 1s used while jogging, the output of the
predictive model may be used to select a content item
associated with jogging, even 11 the current sensor data does
not have values indicating the ambient condition of jogging.

Data to eflect presentation of the selected content item
may be outputted (block 708) such that the selected content
item may be presented on a display of the mobile device
with a resource, such as a requested mobile webpage and/or
a mobile application.

FIG. 8 1s a block diagram of a computer system 800 that
can be used to implement the resource server 104, user
device 110, content selection system 108, third-party content
server 102, etc. The computing system 800 includes a bus
805 or other communication component for communicating
information and a processor 810 or processing module
coupled to the bus 805 for processing information. The
computing system 800 can also include one or more pro-
cessors 810 or processing modules coupled to the bus for
processing information. The computing system 800 also
includes main memory 815, such as a RAM or other
dynamic storage device, coupled to the bus 803 for storing
information, and 1nstructions to be executed by the proces-
sor 810. Main memory 815 can also be used for storing
position information, temporary variables, or other interme-
diate information during execution of instructions by the
processor 810. The computing system 800 may further
include a ROM 820 or other static storage device coupled to
the bus 805 for storing static information and instructions for
the processor 810. A storage device 825, such as a solid state
device, magnetic disk or optical disk, 1s coupled to the bus
805 for persistently storing information and instructions.
Computing device 800 may include, but 1s not limited to,
digital computers, such as laptops, desktops, workstations,
personal digital assistants, servers, blade servers, main-
frames, cellular telephones, smart phones, mobile comput-
ing devices (e.g., a notepad, e-reader, etc.) eftc.

The computing system 800 may be coupled via the bus
805 to a display 835, such as a Liquid Crystal Display
(LCD), Thin-Film-Transistor LCD (TFT), an Organic Light
Emitting Diode (OLED) display, LED display, Electronic
Paper display, Plasma Display Panel (PDP), and/or other
display, etc., for displaying information to a user. An input
device 830, such as a keyboard including alphanumeric and
other keys, may be coupled to the bus 805 for communi-
cating information and command selections to the processor
810. In another implementation, the input device 830 may be
integrated with the display 8335, such as 1n a touch screen
display. The input device 830 can include a cursor control,
such as a mouse, a trackball, or cursor direction keys, for
communicating direction information and command selec-
tions to the processor 810 and for controlling cursor move-
ment on the display 835.
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According to various implementations, the processes and/
or methods described herein can be implemented by the
computing system 800 1n response to the processor 810
executing an arrangement of instructions contained in main
memory 815. Such instructions can be read into main
memory 815 from another computer-readable medium, such
as the storage device 825. Execution of the arrangement of
instructions contaimned in main memory 815 causes the
computing system 800 to perform the 1llustrative processes
and/or method steps described herein. One or more proces-
sors 1n a multi-processing arrangement may also be
employed to execute the instructions contained in main
memory 815. In alternative implementations, hard-wired
circuitry may be used i place of or 1n combination with
soltware instructions to eflect illustrative implementations.
Thus, implementations are not limited to any specific com-
bination of hardware circuitry and software.

Although an example computing system 800 has been
described 1 FIG. 8, implementations of the subject matter
and the functional operations described 1n this specification
can be implemented 1 other types of digital electronic
circuitry, or 1n computer software, firmware, or hardware,
including the structures disclosed 1n this specification and
their structural equivalents, or 1n combinations of one or
more of them.

Implementations of the subject matter and the operations
described 1n this specification can be implemented 1n digital
clectronic circuitry, or 1n computer software embodied on a
tangible medium, firmware, or hardware, including the
structures disclosed 1n this specification and their structural
equivalents, or in combinations of one or more of them. The
subject matter described 1n this specification can be imple-
mented as one or more computer programs, 1.€., ONe Or more
modules of computer program instructions, encoded on one
or more computer storage media for execution by, or to
control the operation of, data processing apparatus. Alter-
natively or in addition, the program instructions can be
encoded on an artificially-generated propagated signal, e.g.,
a machine-generated electrical, optical, or electromagnetic
signal that 1s generated to encode mformation for transmis-
sion to suitable receiver apparatus for execution by a data
processing apparatus. A computer storage medium can be, or
be mcluded 1n, a computer-readable storage device, a com-
puter-readable storage substrate, a random or serial access
memory array or device, or a combination of one or more of
them. Moreover, while a computer storage medium 1s not a
propagated signal, a computer storage medium can be a
source or destination of computer program instructions
encoded 1n an artificially-generated propagated signal. The
computer storage medium can also be, or be included 1n, one
or more separate components or media (e.g., multiple CDs,
disks, or other storage devices). Accordingly, the computer
storage medium 1s both tangible and non-transitory.

The operations described 1n this specification can be
performed by a data processing apparatus on data stored on
one or more computer-readable storage devices or received
from other sources.

The term “data processing apparatus” or “computing
device” or “processing circuit” encompasses all kinds of
apparatus, devices, and machines for processing data,
including by way of example a programmable processor, a
computer, a system on a chip, or multiple ones, a portion of
a programmed processor, or combinations of the foregoing.
The apparatus can include special purpose logic circuitry,
¢.g., an FPGA or an ASIC. The apparatus can also include,
in addition to hardware, code that creates an execution
environment for the computer program in question, €.g.,




US 11,917,486 B2

23

code that constitutes processor firmware, a protocol stack, a
database management system, an operating system, a Cross-
plattorm runtime environment, a virtual machine, or a
combination of one or more of them. The apparatus and
execution environment can realize various diflerent com-
puting model infrastructures, such as web services, distrib-
uted computing and grid computing inifrastructures.

A computer program (also known as a program, software,
software application, script, or code) can be written 1n any
form of programming language, including compiled or
interpreted languages, declarative or procedural languages,
and 1t can be deployed in any form, including as a stand-
alone program or as a module, component, subroutine,
object, or other unit suitable for use 1n a computing envi-
ronment. A computer program may, but need not, correspond
to a file 1n a file system. A program can be stored 1n a portion
of a file that holds other programs or data (e.g., one or more
scripts stored in a markup language document), in a single
file dedicated to the program in question, or in multiple
coordinated files (e.g., files that store one or more modules,
sub-programs, or portions of code). A computer program can
be deployed to be executed on one computer or on multiple
computers that are located at one site or distributed across
multiple sites and interconnected by a communication net-
work.

Processors suitable for the execution of a computer pro-
gram 1nclude, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive structions and data from a read-only memory or a
random access memory or both. The essential elements of a
computer are a processor for performing actions in accor-
dance with 1nstructions and one or more memory devices for
storing instructions and data. Generally, a computer will also
include, or be operatively coupled to receirve data from or
transier data to, or both, one or more mass storage devices
for storing data, e.g., magnetic, magneto-optical disks, or
optical disks. However, a computer need not have such
devices. Moreover, a computer can be embedded in another
device, e.g., a mobile telephone, a personal digital assistant
(PDA), a mobile audio or video player, a game console, a
Global Positioning System (GPS) receiver, or a portable
storage device (e.g., a umversal serial bus (USB) flash
drive), to name just a few. Devices suitable for storing
computer program instructions and data include all forms of
non-volatile memory, media and memory devices, including
by way of example semiconductor memory devices, e.g.,
EPROM, EEPROM, and flash memory devices; magnetic
disks, e.g., internal hard disks or removable disks; magneto-
optical disks; and CD-ROM and DVD disks. The processor
and the memory can be supplemented by, or incorporated 1n,
special purpose logic circuitry.

To provide for interaction with a user, embodiments of the
subject matter described 1n this specification can be 1mple-
mented on a computer having a display device, e.g., a CRT
(cathode ray tube) or LCD momnitor, for displaying informa-
tion to the user and a keyboard and a pointing device, e.g.,
a mouse or a trackball, by which the user can provide 1nput
to the computer. Other kinds of devices can be used to
provide for interaction with a user as well; for example,
teedback provided to the user can be any form of sensory
teedback, e.g., visual feedback, auditory feedback, or tactile
teedback; and input from the user can be received in any
form, including acoustic, speech, or tactile mput.

While this specification contains many specific 1mple-
mentation details, these should not be construed as limita-
tions on the scope of what may be claimed, but rather as
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descriptions of features specific to particular embodiments.
Certain features described 1n this specification in the context
ol separate embodiments can also be implemented in com-
bination 1 a single implementation. Conversely, various
features described 1n the context of a single implementation
can also be implemented 1n multiple embodiments sepa-
rately or 1n any suitable subcombination. Moreover,
although features may be described above as acting 1n
certain combinations and even 1mitially claimed as such, one
or more features from a claimed combination can 1n some
cases be excised from the combination, and the claimed
combination may be directed to a subcombination or varia-
tion of a subcombination.

Similarly, while operations are depicted 1n the drawings in
a particular order, this should not be understood as requiring
that such operations be performed in the particular order
shown or 1n sequential order, or that all 1llustrated operations
be performed, to achieve desirable results. In certain cir-
cumstances, multitasking and parallel processing may be
advantageous. Moreover, the separation of various system
components in the embodiments described above should not
be understood as requiring such separation 1n all embodi-
ments, and 1t should be understood that the described
program components and systems can generally be inte-
grated 1n a single soltware product or packaged 1into multiple
soltware products embodied on tangible media.

References to “or” may be construed as inclusive so that
any terms described using “or” may indicate any of a single,
more than one, and all of the described terms.

Thus, particular embodiments of the subject matter have
been described. Other embodiments are within the scope of
the following claims. In some cases, the actions recited in
the claims can be performed 1n a different order and still
achieve desirable results. In addition, the processes depicted
in the accompanying figures do not necessarily require the
particular order shown, or sequential order, to achieve
desirable results. In certain embodiments, multitasking and
parallel processing may be advantageous.

The claims should not be read as limited to the described
order or elements unless stated to that effect. It should be
understood that various changes in form and detail may be
made by one of ordinary skill 1n the art without departing
from the spirit and scope of the appended claims. All
embodiments that come within the spirit and scope of the
following claims and equivalents thereto are claimed.

What 1s claimed 1s:

1. A method comprising:

recerving, by one or more processors, from a device, a
first request for content for presentation on the device;

recerving, by the one or more processors, selection criteria
for a plurality of candidate content 1tems, the selection
criteria defining one or more operating system types on
which the plurality of candidate content items are to be
displayed;

selecting, by the one or more processors, the plurality of
candidate content 1tems based on an operating system
type of the device and the selection criteria;

determining, by the one or more processors, {from a sensor
of the device, a first value satistying a first ambient
condition;

selecting, by the one or more processors, a {irst content
item from the plurality of candidate content items
responsive to determining that the first value satisfies
the first ambient condition;
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determining, by the one or more processors, that a value
of the sensor of the device has changed from the first
value to a second value satisfying a second ambient
condition;
receiving, by the one or more processors, from the device,
a second request for content;

selecting, by the one or more processors, responsive to the
second request, a second content 1tem from the plural-
ity of candidate content items responsive to determin-
ing that the second value satisfies the second ambient
condition; and

providing, by the one or more processors, the second

content item for presentation on the device.

2. The method of claim 1, wherein the first content item
1s a video content item and the second content 1tem 1s a static
image content item.

3. The method of claim 1, further comprising;:

storing, by the one or more processors, in a data structure,

a first association between the first content 1tem and the
first ambient condition and a second association
between the second content item and the second ambi-
ent condition.

4. The method of claim 3, wherein the first content item
1s associated with the first ambient condition responsive to
an association request, from a content provider of the first
content 1tem, to provide the first content item to devices
satistying the first ambient condition.

5. The method of claim 1, further comprising:

extracting, by the one or more processors, from the first

request for content, the operating system type of the
device.

6. The method of claim 1, further comprising:

providing, by the one or more processors, the first content

item for presentation on the device.

7. The method of claim 6, further comprising;:

transmitting, by the one or more processors, to the device,

an update request with the first content item, the update

request configured to cause the device to obtain the

second value from the sensor of the device; and
receiving, by the one or more processors, responsive to

the update request, the second value from the sensor of

the device.

8. The method of claim 1, further comprising:

selecting, by the one or more processors, responsive to
determining that the second value satisfies the second
ambient condition, a third content item from the plu-
rality of candidate content items; and

providing, by the one or more processors, the third

content item for presentation on the device.

9. The method of claim 1, wherein selecting the first
content 1tem and selecting the second content 1tem 1nclude
using a predictive model that was trained using machine
learning algorithms and past sensor data of devices for
which content items were selected and served.

10. A system comprising:

one or more processors coupled to memory, the one or

more processors configured to:

receive, from a device, a first request for content for
presentation on the device;

receive selection criteria for a plurality of candidate
content 1tems, the selection criteria defining one or
more operating system types on which the plurality
of candidate content 1tems are to be displayed;

select the plurality of candidate content 1tems based on
an operating system type of the device and the
selection criteria;
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determine, from a sensor of the device, a first value
satisfying a first ambient condition;

select a first content item from the plurality of candi-
date content items responsive to determining that the
first value satisfies the first ambient condition;

determine that a value of the sensor of the device has
changed from the first value to a second value
satistying a second ambient condition;

receive, from the device, a second request for content;

select, responsive to the second request, a second
content 1tem from the plurality of candidate content
items responsive to determining that the second
value satisfies the second ambient condition; and

provide the second content item for presentation on the
device.

11. The system of claim 10, wherein the first content 1tem
1s a video content 1tem and the second content 1tem 1s a static
image content item.

12. The system of claim 10, wherein the one or more
processors are further configured to:

store, 1n a data structure, a first association between the

first content 1tem and the first ambient condition and a
second association between the second content item
and the second ambient condition.

13. The system of claim 12, wherein the first content 1item
1s associated with the first ambient condition responsive to
an association request, from a content provider of the first
content 1tem, to provide the first content item to devices
satistying the first ambient condition.

14. The system of claim 10, wherein the one or more
processors are further configured to:

extract, from the first request for content, the operating

system type of the device.

15. The system of claim 10, wherein the one or more
processors are further configured to:

provide the first content item for presentation on the

device.

16. The system of claim 15, wherein the one or more
processors are further configured to:

transmit, to the device, an update request with the first

content 1item, the update request configured to cause the
device to obtain the second value from the sensor of the
device; and

receive, responsive to the update request, the second value

from the sensor of the device.
17. The system of claim 10, wherein the one or more
processors are further configured to:
select, responsive to determining that the second value
satisfies the second ambient condition, a third content
item from the plurality of candidate content 1tems; and

provide the third content item for presentation on the
device.

18. The system of claim 10, wherein selecting the first
content item and selecting the second content item include
using a predictive model that was tramned using machine
learning algorithms and past sensor data of devices for
which content 1tems were selected and served.

19. A non-transitory computer-readable medium that
stores 1nstructions that, when executed by one or more
processors, cause the one or more processors to perform
operations comprising;:

recerving, from a device, a first request for content for

presentation on the device;

recerving selection criteria for a plurality of candidate

content items, the selection criteria defining one or
more operating system types on which the plurality of
candidate content 1items are to be displayed;
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selecting the plurality of candidate content items based on
an operating system type of the device and the selection

criteria;
determining, from a sensor of the device, a first value
satisiying a first ambient condition;

selecting, a first content 1tem from the plurality of can-
didate content 1tems responsive to determining that the
first value satisfies the first ambient condition;

determining that a value of the sensor of the device has

changed from the first value to a second value satisty-
ing a second ambient condition;

receiving, from the device, a second request for content;

selecting, responsive to the second request, a second
content 1tem from the plurality of candidate content
items responsive to determining that the second value
satisflies the second ambient condition; and

providing the second content 1tem for presentation on the
device.

10

15

28

20. The non-transitory computer-readable medium of
claim 19, wherein the first content i1tem 1s a video content
item and the second content 1tem 1s a static image content
item.

21. The non-transitory computer-readable medium of
claim 19, wherein the instructions, when executed by the
one or more processors, further cause the one or more
processors to perform the operations comprising:

storing, 1n a data structure, a first association between the

first content 1tem and the first ambient condition and a
second association between the second content item
and the second ambient condition.

22. The non-transitory computer-readable medium of
claim 21, wherein the first content 1tem 1s associated with the
first ambient condition responsive to an association request,

from a content provider of the first content item, to provide
the first content 1tem to devices satisiying the first ambient

condition.
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