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that estimates a duration of a speech section, includes: a
representation conversion unit (11) that performs represen-
tation conversion of a plurality of words included 1n learning
utterance i1nformation to a plurality of pieces of numeric
representation data; an estimation data generation unit (12)
that generates estimation data by using a plurality of pieces
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words; and an estimation unit (20) that estimates the dura-
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WORD START TIME [ms] | END TIME Ims]
KYOU (TODAY) 0 350
NO [PARTICLE 150 500
TENKI (WEATHER) oo | 60

WA [FARTICLE] 680 330
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PREDICTION DEVICE, PREDICTION
METHOD, AND PROGRAM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a U.S. 371 Application of International
Patent Application No. PCT/JP2020/003480, filed on 30 Jan.

2020, which application claims priority to and the benefit of
JP Application No. 2019-022596, filed on 12 Feb. 2019, the
disclosures of which are hereby incorporated herein by
reference in their entireties.

TECHNICAL FIELD

The present invention relates to an estimation device, an
estimation method, and a program for estimating the dura-
tion of a speech section.

BACKGROUND ART

For example, 1n order to realize a natural dialogue with a
user 1 a spoken dialogue system, development of a tech-
nique for enhancing the quality of synthetic speech 1s
underway. One of the underlying technologies for generat-
ing synthetic speech i1s a technology for estimating the
duration of a speech section (for example, phoneme, mora,
phrase, or word) based on information such as text.

For example, 1n Non-Patent Literature 1 and Non-Patent
Literature 2, tag information such as dialogue act informa-
tion (information corresponding to a user’s intention) 1s
added to one sentence that 1s a synthetic speech generation
target and based on the tag information, the duration of a
speech section 1s estimated. For example, in Non-Patent
Literature 3, the duration of a predetermined speech section
1s manually changed.

CITATION LIST

Non-Patent Literature

Non-Patent Literature 1: Tsiakoulis, Pirros, et al. “Dia-
logue context sensitive HMM-based speech synthesis.”
Acoustics, Speech and Signal Processing (ICASSP), 2014
IEEE Intematlonal Conference on. IEEE, 2014,
Non-Patent Literature 2: Nobukatsu Hojo, Yusuke Ijima,
Hiroak: Sugiyama. “Speech Synthesis Allowing Represen-
tation of Dialogue-Act Information,” The Annual Confer-
ence of the Japanese Society for Artificial Intelligence,
204-08S-23a-4, June 2016.

Non-Patent Literature 3: Yu Maeno, Takashi Nose, Takao
Kobayashi, Tomoki Korniyama, Yusuke Ijima, Hideharu
Nakajima, Hideyuki Mizuno, Osamu Yoshioka. “Prosodic
Variation Enhancement Using Unsupervised Context Label-
ing for HMM-based Expressive Speech Synthesis,” Speech
Communication, FElsevier, Vol. 57, No. 3, pp. 144-134,
February 2014.

Non-Patent Literature 4: Tomas Mikolov, Kai Chen, Greg
Corrado, Jeflrey Dean, “Eflicient estimation of word repre-

sentations 1n vector space,” 2013, ICLR.

INVENTION

SUMMARY OF THE

Technical Problem
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However, 1n the conventional techniques, 1t 1s dificult to
estimate the duration of a predetermined speech section with
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2

high accuracy. Therefore, for example, the spoken dialogue
system has a problem that the quality of generated synthetic
speech 1s low, thereby making it dithicult to realize a natural
dialogue with a user.

The object of the present invention that has been made 1n
view ol the above problems 1s to provide an estimation
device, an estimation method, and a program for estimating
the duration of a predetermined speech section with high
accuracy.

Means for Solving the Problem

In order to solve the above problems, an estimation device
of the present mnvention, which estimates the duration of a
speech section, includes: a representation conversion unit
that performs representation conversion of a plurality of
words included 1n learning utterance mformation to a plu-
rality of pieces of numeric representation data; an estimation
data generation unit that generates estimation data by using
a plurality of pieces of the learning utterance information
and the plurality of pieces of numeric representation data; an
estimation model learning unit that learns an estimation
model by using the estimation data and the durations of the
plurality of words; and an estimation unit that estimates the
duration of a predetermined speech section based on utter-
ance information of a user by using the estimation model.

In addition, mn order to solve the above problems, an
estimation method of the present ivention, which 1s an
estimation method by an estimation device that estimates the
duration of a speech section, includes the steps of: perform-
Ing representation conversion of a plurality of words
included in learning utterance information to a plurality of
pieces ol numeric representation data; generating estimation
data by using a plurality of pieces of the learning utterance
information and the plurality of pieces of numeric represen-
tation data; learning an estimation model by using the
estimation data and the durations of the plurality of words;
and estimating the duration of a predetermined speech
section based on utterance information of a user by using the
estimation model.

In addition, 1n order to solve the above problems, a
program of the present invention causes a computer to
function as the above estimation device.

Tects of the Invention

[T

According to the present invention, it 1s possible to
estimate the duration of a predetermined speech section with
high accuracy.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a diagram showing one example of a configu-
ration of an estimation device according to an embodiment.

FIG. 2 1s a flow chart showing one example of an
estimation method according to the embodiment.

FIG. 3 1s a diagram showing one example of speech data
according to the embodiment.

FIG. 4 15 a chart showing one example of word segmen-
tation information according to the embodiment.

DESCRIPTION OF EMBODIMENTS

Herematter, embodiments of the present invention will be
described 1n detail with reference to drawings.
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First Embodiment

With reference to FIG. 1 to FIG. 4, a configuration of an
estimation device 100 and an estimation method according
to an embodiment will be described.

As shown 1n FIG. 1, the estimation device 100 includes a
learning unit 10 and an estimation unit 20. The learning unit
10 includes a representation conversion unit 11, an estima-
tion data generation unit 12, and an estimation model
learning unit 13.

The estimation device 100 1s, for example, a device
configured by reading a predetermined program into a
known or dedicated computer that includes a central pro-
cessing unit (CPU), a main memory (Random Access
Memory: RAM) and the like. The estimation device 100
executes processing steps under control of the central pro-
cessing umt, for example. Data mput into the estimation
device 100 and data obtained by the processing steps are
stored, for example, in the main memory; and the data stored
in the main memory 1s read to the central processing unit as
required so as to be used for other processing. At least part
of the processing units of the estimation device 100 may be
configured by hardware such as an integrated circuit. Each
storage unit included 1n the estimation device 100 may be
configured, for example, by a main memory such as RAM
or middleware such as relational database or key-value store.
However, each storage unit 1s not necessarily required to be
included inside the estimation device 100 but 1t may be
configured so as to be provided outside the estimation device
100 by being configured by an auxiliary storage device
configured by a hard disk or an optical disk, or by a
semiconductor memory device such as flash memory.

The estimation device 100 estimates the duration of a
predetermined speech section (for example, an important
word included 1n one sentence that 1s a synthetic speech
generation target) based on utterance information of a user
(for example, a dialogue partner of the spoken dialogue
system) by using an estimation model. The estimation model
1s a neural network that converts data (for example, a vector)
constructed from learning data (for example, learning
speech data, learning utterance information) to an estimated
speech section duration. As a neural network, for example,
MLP (Multilayer perceptron), RNN (Recurrent Neural Net-
work), RNN-LSTM (Recurrent Neural Network-Long Short
Term Memory), or CNN (Convolutional Neural Network) 1s
used. Speech sections include, for example, a word, a
phoneme, a mora, a phrase, and the like; however, herein,
description 1s made by using, as an example, a case 1n which
a “word” 1s adopted as a speech section.

Speech data 1s data including a plurality of utterances, the
order of a plurality of utterances. The speech data may be,
for example, an acoustic feature amount that includes a pitch
parameter such as a fundamental frequency, a spectrum
parameter such as cepstrum or mel-cepstrum, or the like.

FIG. 3 1s a diagram showing one example of the speech
data. As shown 1n FIG. 3, the speech data includes, for
example, the utterance 1 to utterance N of a speaker 1, the
utterance 1 to utterance N of a speaker 2, and the order of
the utterance 1 to utterance N of the speaker 1 and the
utterance 1 to utterance N of the speaker 2.

The utterance information 1s information on utterances
(for example, utterance 1: “kyou no tenki wa?(How’s the
weather today?)”) included 1n the speech data; and 1s infor-
mation that includes, for example: a word included 1n an
utterance (for example, the third word included 1n the
utterance 1: “tenki (weather)”); the utterance start time and
utterance end time of a word included 1n an utterance;
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4

phonemes included 1n an utterance; morae included i an
utterance; phrases included 1n an utterance; speech related to
an utterance; and sentences related to an utterance.

FIG. 4 1s a chart showing one example of information
(word segmentation information) on the utterance start time
and utterance end time of each of words included 1n an
utterance. As shown in FIG. 4, 1n the case of a word of “kyou
(today)” for example, the word segmentation information
shows that the utterance start time 1s O [ms] and the utterance
end time 1s 350 [ms]. In addition, 1n the case of a word of
“no [particle]” for example, the word segmentation infor-
mation shows that the utterance start time 1s 350 [ms]| and
the utterance end time 1s 600 [ms]. In the case of a word of
“tenka (weather)” for example, the word segmentation infor-
mation shows that the utterance start time 1s 600 [ms]| and
the utterance end time 1s 680 [Ins]. In the case of a word of
“wa [particle]” for example, the word segmentation infor-
mation shows that the utterance start time 1s 680 [ms] and
the utterance end time 1s 830 [ms]. Note that the word
segmentation information may be manually added or may be
automatically added by using a speech recognizer or the like.

Hereinafter, details of each of the units will be described.

The representation conversion unit 11 performs represen-
tation conversion of a plurality of words included 1n learning
utterance information to a plurality of pieces of numeric
representation data (see step S201 shown in FIG. 2). The
representation conversion unit 11 outputs the plurality of
pieces ol numeric representation data obtained by represen-
tation conversion, to the estimation data generation unit 12.

For example, the representation conversion unit 11 per-
forms representation conversion of the plurality of words
included 1n the learning utterance mformation to a plurality
of vectors w_ (1) by using a word-vector conversion model
in Word2Vec (for example, see the Non-Patent Literature 4).
The vector w_ (t) represents a vector which 1s obtained by
performing representation conversion of the t-th (1=t<T_ )
word 1ncluded 1n the n-th (1=n=N) utterance of a speaker s
(1=s=2). N represents the number of utterances, T repre-
sents the number of words included 1n the n-th utterance of
the speaker s. For example, the vector w,,(t) represents a
vector obtained by performing representation conversion of
the t-th word included 1n the first utterance 1 of a speaker 1.
For example, the vector w,,(t) represents a vector obtained
by performing representation conversion of the t-th word
included in the utterance 2 of a speaker 2.

The estimation data generation unit 12 generates estima-
tion data by using a plurality of pieces of the learming
utterance mformation and the plurality of pieces of numeric
representation data which 1s mput from the representation
conversion unit 11 (see step S202 shown in FIG. 2). The
estimation data generation unit 12 outputs the generated
estimation data to the estimation model learning unit 13.

Specifically, the estimation data generation umit 12
obtains a vector vp_ (t) (first data) of past utterances by
using a plurality of vectors obtained by performing repre-
sentation conversion of a plurality of words which are
included 1n learning utterance information of utterances (for
example, the utterance 1 to utterance 5 of the speaker 1, the
utterance 1 to utterance 4 of the speaker 2) prior to an
estimation target utterance (for example, the utterance 5 of
the speaker 2). The vector vp_ (1) represents a vector of the
n-th (1=n=N) utterance of a speaker s (1=s<2). For example,
the estimation data generation unit 12 obtains a vector of
past utterances by using statistics (average, distribution, and
the like) of a plurality of vectors obtained by performing
representation conversion of all of a plurality of words
which are included 1n learning utterance mformation of an
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utterance (for example, the utterance 5 of the speaker 1)
immediately before an estimation target utterance (for
example, the utterance S5 of the speaker 2).

Note that the estimation data generation unit 12 can freely
select a past utterance to obtain a vector of the past utter-
ances. For example, the estimation data generation unit 12
may select only an utterance immediately before an estima-
tion target utterance, thereby obtaining a vector of the past
utterances. For example, the estimation data generation unit
12 may select a plurality of past utterances that are close 1n
terms ol time to an estimation target utterance, thereby
obtaining a vector of the past utterances. For example, the
estimation data generation unit 12 may select all of utter-
ances prior to an estimation target utterance, thereby obtain-
ing a vector of the past utterances.

In addition, the estimation data generation unit 12 obtains
a vector ve_, (1) (second data) of an estimation target utter-
ance (for example, the utterance 5 of the speaker 2), by using
a vector obtained by performing representation conversion
of an estimation target word (for example, the third word
included 1n the utterance 5 of the speaker 2) which 1is
included 1n learning utterance information of the estimation
target utterance. The vector vc_ (1) represents a vector of the
n-th (1=n=N) utterance of the speaker s (1=s=2).

Note that the estimation data generation unit 12 may
obtain a vector of an estimation target uftterance (for
example, the utterance 5 of the speaker 2), by using duration
information such as phonemes included 1n an estimation
target word or morae included 1n an estimation target word
in addition to a vector obtained by performing representation
conversion of an estimation target word which 1s included 1n
the learning utterance immformation of the estimation target
utterance.

In addition, the estimation data generation unit 12 con-
catenates the vector vp_ (t) of the past utterances and the
vector vc_ (1) of the estimation target utterance, thereby
generating an estimation vector v (t). The vector v_ (1)
represents a vector for estimating a duration of the t-th
(1=t<T_ ) word included in the n-th (1=n=N) utterance of the
speaker s (1=s=<2).

The estimation data generation umt 12 generates the
estimation vector v_ (t) with not only the vector vc_ (t) of the
estimation target utterance but also the vector vp_ (t) of the
past utterances included, thereby enhancing an estimation
accuracy of the duration of an estimation target word.

The estimation model learming unit 13 learns an estima-
tion model by using the estimation data and the duration of
a plurality of words included 1n the learming utterance
information (see step S203 shown 1n FIG. 2). For example,
the estimation model learning unit 13 learns an estimation
model by using the estimation vector v (t), which 1s
obtained by concatenating the vector vp_ (t) of past utter-
ances and the vector vc_ (1) of an estimation target utterance,
and the word segmentation information (see FIG. 4). The
estimation model can be represented by the following
expression (1) for example.

[Math. 1]

Ao D s gV (D)

where d represents the duration of a word, and

d represents the estimated duration of a word.

The estimation model 1s, for example, a neural network
such as Multilayer perceptron, Recurrent Neural Network,
Recurrent Neural Network-Long Short Term Memory, or
Convolutional Neural Network, or a neural network
obtained by combining some of them. For example, when

(1)
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the estimation model 1s a neural network considering a time
series, such as Recurrent Neural Network or Recurrent

Neural Network-Long Short Term Memory, the estimation
model learning unit 13 easily performs learning in consid-
eration of past utterances and therelore, the estimation
accuracy of the duration of an estimation target word can be
enhanced.

The estimation model learning unit 13 obtains the dura-
tion lengths d of a plurality of words included 1n the learning
utterance information based on the word segmentation infor-
mation as shown in FIG. 4, for example. For example, 1n the
case of a word of “kyou (today),” the duration d of “kyou
(today)” 1s 350 [ms]. In addition, for example, 1n the case of
a word of “no [particle],” the duration d of “no [particle]” 1s
250 [ms]. Furthermore, for example, 1n the case of a word
of “tenki (weather),” the duration d of “tenki (weather)” 1s
80 [ms]. Still furthermore, for example, 1n the case of a word
of “wa [particle],” the duration d of “wa [particle]” 1s 150
Ims]|.

The estimation unit 20 estimates the duration of a prede-
termined word based on the utterance information of a user
by using the estimation model learned by the learning unit
10 (see step S204 shown in FIG. 2.) Then, the estimation
umt 20 outputs the estimated duration of the predetermined
word to a speech synthesis unit (not illustrated). The pre-
determined word 1s only required to be a word included 1n
one sentence that 1s a synthetic speech generation target
when the speech synthesis unit generates synthetic speech;
it 1s, for example, an important word, a repeated word or the
like. Note that the configuration of the speech synthesis unit
1s not particularly limited.

According to the estimation device 100 of the {irst
embodiment, the duration of a predetermined speech section
1s estimated based on the utterance information of a user by
using the estimation model. This makes 1t possible to
estimate the duration of a predetermined speech section with
high accuracy.

In addition, according to the estimation device 100 of the
first embodiment, the estimation data generation unit 12
generates estimation data 1n consideration of past utterances,
and the like. This makes 1t possible to estimate the duration
ol a predetermined speech section with high accuracy also
for an event such as readback in which important informa-
tion 1s repeated.

Furthermore, by applying the estimation device 100 of the
first embodiment to a spoken dialogue system, such syn-
thetic speech (high-quality synthetic speech) having an
appropriate speech section duration can be generated, as
synthetic speech 1n which an important word 1s emphasized
and synthetic speech 1n which the utterance speed of an
important word 1s slowed, for example. This makes 1t
possible to realize a spoken dialogue system in which a
natural dialogue with a user 1s performed in real time and
naturalness of speech dialogues 1s improved.

Second Embodiment

Next, an estimation device 100A according to a second
embodiment will be described.

A point 1n which the estimation device 100A according to
the second embodiment 1s different from the estimation
device 100 according to the first embodiment 1s that: the
estimation data generation unit 12 1n the estimation device
100 according to the first embodiment obtains a vector of
past utterances by using a plurality of pieces of numeric
representation data which 1s obtained by performing repre-
sentation conversion of all of a plurality of words included
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in learning utterance information of the past utterances;
while an estimation data generation unit 12A in the estima-
tion device 100A according to the second embodiment
selects optimal numeric representation data from among a
plurality of pieces of numeric representation data which are
obtained by performing representation conversion of all of a
plurality of words included 1n learning utterance information
ol past utterances, and obtains a vector of the past utterances
by using the selected numeric representation data. Note that
the other configurations are the same as those for the
estimation device 100 according to the first embodiment and
therefore, redundant explanation will be omatted.

The estimation data generation unit 12A generates esti-
mation data by using a plurality of pieces of learming
utterance information and a plurality of pieces of numeric
representation data which 1s mput from the representation
conversion unit 11. The estimation data generation unit 12A
outputs the generated estimation data to the estimation
model learning unit 13.

Specifically, the estimation data generation unit 12A
obtains a vector vp_(t) (first data) of past utterances by
using a plurality of vectors obtained by performing repre-
sentation conversion of a plurality of words which are
included 1n learning utterance information of utterances (for
example, the utterance 1 to the utterance 5 of the speaker 1,
the utterance 1 to utterance 4 of the speaker 2) prior to an
estimation target utterance (for example, the utterance 5 of
the speaker 2). For example, the estimation data generation
unit 12A selects a vector that 1s the most similar to a vector
obtained by performing representation conversion ol an
estimation target word (for example, the third word included
in the utterance 5 of the speaker 2) from among a plurality
of vectors obtained by performing representation conversion
of all of a plurality of words which are included 1n learning
utterance information of an utterance (for example, the
utterance 5 of the speaker 1) immediately before an estima-
tion target utterance (for example, the utterance 5 of the
speaker 2). The estimation data generation unit 12A obtains
a vector of the past utterances by using the selected vector.
The vector vp_, (1) of the past utterances can be represented
by the following expression (2) for example.

[Math. 2]

(2)

VPSH(I) = HEH(deI(Wm(I), Ws_ 151 ()

(where l =u < U)

where U represents the number of words included 1n an
utterance immediately before an estimation target utterance.
The function dist represents a distance between two vectors,
for which Fuclidean distance, cosine distance, or the like can
be used for example.

Furthermore, when a plurality of vectors which are simi-
lar to a vector obtained by performing representation con-
version ol an estimation target word exist in a plurality of
vectors obtained by performing representation conversion of
all of a plurality of words included in learning utterance
information of an utterance immediately before an estima-
tion target utterance, the estimation data generation unit 12A
can also select a plurality of vectors from among the
plurality of vectors obtained by performing representation
conversion of all of the plurality of words included in the
learning utterance information of the utterance immediately
before the estimation target utterance.
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In addition, the estimation data generation unit 12A
obtains a vector vc_ (t) (second data) of an estimation target
utterance (for example, the utterance 5 of the speaker 2), by
using a vector obtained by performing representation con-
version of an estimation target word (for example, the third
word 1ncluded 1n the utterance 5 of the speaker 2) which 1s
included 1n learning utterance information of the estimation
target utterance.

In addition, the estimation data generation unit 12A
concatenates the vector vp_ (1) of the past utterances and the
vector vc_ (1) of the estimation target utterance, thereby
generating an estimation vector v (t).

The estimation data generation umit 12A can obtain the
vector of the past utterances while eliminating redundant
information by selecting an optimal vector and using the
optimal vector from among the vectors obtained by per-
forming representation conversion of all of the plurality of
words 1ncluded 1n the learning utterance information of the
utterances prior to the estimation target utterance. This
makes 1t possible to further enhance the estimation accuracy
of the duration of an estimation target word.

According to the estimation device 100A of the second
embodiment, the duration of a predetermined speech section
1s estimated based on the utterance information of a user by
using the estimation model. This makes 1t possible to
estimate the duration of a predetermined speech section with
high accuracy.

In addition, according to the estimation device 100A of
the second embodiment, the estimation data generation unit
12A generates estimation data by selecting an optimal word
from among words included 1n utterances prior to an esti-
mation target utterance. This makes 1t possible to estimate
the duration of a predetermined speech section with further
high accuracy also for an event such as readback 1n which
important information 1s repeated.

<Modification>

In the first embodiment, for the estimation device 100
shown 1n FIG. 1, the learning unit 10 and the estimation unit
20 are separately described; however, the learning unit 10
and the estimation unit 20 may be mtegrally formed. There-
fore, the estimation unit 20 may include units provided in the
learning unit 10.

<Other Modifications>

The present invention 1s not limited to the above embodi-
ments and modification. For example, the above various
kinds of processing may be not only executed in time series
according to the description but also executed 1n parallel or
individually according to the processing capability of a
device that executes the processing or according to the
necessity. Various other modifications are possible without
departing from the spirit of the present invention.

<Program and Recording Medium>

In addition, various processing functions in the devices
described in the above embodiments and modification may
be implemented by a computer. In this case, the processing
contents of functions that the devices should have are
described by a program. Then, by executing this program by
the computer, various processing functions in each of the
above devices are implemented on the computer.

The program in which this processing contents are
described can be recorded 1n a computer-readable recording
medium. As the computer-readable recording medium, for
example, a non-transitory recording medium such as a
magnetic recording device, an optical disk, or a magneto
optical recording medium may be used.

In addition, the distribution of this program 1s performed
by, for example, selling, transferring, or lending a portable
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recording medium such as a DVD or a CD-ROM 1n which
the program 1s recorded. Furthermore, this program may be
stored 1n a storage device of a server computer and trans-
ferred from the server computer to another computer via a
network to distribute this program.

A computer that executes such a program, for example,
first stores the program recorded in a portable recording
medium or the program transierred from the server com-
puter 1n 1ts own storage unit. In executing processing, this
computer reads the program stored in 1ts own storage unit
and executes the processing according to the read program.
As another embodiment of this program, a computer may
read the program directly from a portable recording medium
and execute processing according to the program. Further-
more, each time a program 1s transierred from the server
computer to the computer, processing according to the
received program may be executed sequentially. Yet further-
more, the above-described processing may be executed by a
so-called ASP (Application Service Provider) type service
that 1mplements processing functions only by execution
instructions and result acquisition without transferring the
program Irom the server computer to this computer. It
should be noted that the program includes information that
1s provided for processing by an electronic computer and
conforms to a program (such as data that 1s not a direct
command for the computer but has a property that defines
the processing of the computer).

Although each of the devices 1s configured by executing
a predetermined program on the computer, at least part of the
processing contents may be implemented by hardware.

Although the above embodiments have been described as
representative examples, 1t will be apparent to those skilled
in the art that many changes and substitutions can be made
within the spirit and scope of the present invention. There-
tore, the present invention should not be construed as being
limited by the above-described embodiments, and various
modifications and changes can be made without departing,
from the scope of the claims. For example, 1t 1s possible to
combine a plurality of constituent blocks described 1n the
configuration diagram of the embodiments into one, or to
divide one constituent block.

REFERENCE SIGNS LIST

10 Learning unit

11 Representation conversion unit

12, 12A Estimation data generation unit
13 Estimation model learning unit

20 Estimation unit

100, 100A Estimation device

The 1nvention claimed 1s:
1. An estimation device for estimating a duration of a
speech section, the estimation device comprising a processor
configured to execute operations comprising:
converting representation of a plurality of words included
in learning utterance information to a plurality of pieces
ol numeric representation data;

generating estimation data by using a plurality of pieces
of the learning utterance information and the plurality
of pieces of numeric representation data;
training an estimation model by using the estimation data
and durations of the plurality of words; and

estimating a duration of a predetermined speech section
based on utterance information of a user by using the
estimation model.

2. The estimation device according to claim 1, wherein the
generating further comprises:
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obtaining first data of a past utterance by using the

plurality of pieces of numeric representation data, the

plurality of pieces of numeric representation data being

obtained by performing representation conversion of a

plurality of words included in learning utterance nfor-
mation ol the past utterance, the past utterance being
prior to an estimation target utterance;

obtaining second data of the estimation target utterance by

using numeric representation data, the numeric repre-
sentation data being obtained by performing represen-
tation conversion of an estimation target word included
in learning utterance information of the estimation
target utterance; and

generating the estimation data based on the first data and

the second data.

3. The estimation device according to claim 2, wherein the
generating further comprises:

obtaining the first data by using statistics of a plurality of

numeric representation data, the plurality of numeric
representation data being obtained by performing rep-
resentation conversion ol all of a plurality of words
included 1n learning utterance iformation of an utter-
ance, the utterance being immediately before the esti-
mation target utterance.

4. The estimation device according to claim 2, wherein the
generating further comprises:

obtaining the first data by selecting numeric representa-

tion data and uses the selected numeric representation
data, the numeric representation data being most simi-
lar to numeric representation data obtained by performs-
ing representation conversion of the estimation target
word, the selecting being performed from among a
plurality of pieces of numeric representation data
obtained by performing representation conversion of
all of a plurality of words included 1n learning utterance
information of an utterance, the utterance being 1imme-
diately before the estimation target utterance.

5. The estimation device according to claim 1, wherein the
estimation model includes a neural network, wherein data of
the speech section 1includes an acoustic feature amount, and
wherein the acoustic feature amount includes a pitch param-
cter and a spectrum parameter.

6. The estimation device according to claim 1, the con-
verting further comprises converting the plurality of words
into a plurality of vectors using a word-vector conversion
model.

7. An estimation method performed by an estimation
device that estimates a duration of a speech section, the
method comprising:

converting representation of a plurality of words included

in learning utterance information to a plurality of pieces
of numeric representation data;

generating estimation data by using a plurality of pieces

of the learming utterance information and the plurality
ol pieces ol numeric representation data;
training an estimation model by using the estimation data
and durations of the plurality of words; and
estimating a duration of a predetermined speech section
based on utterance mformation of a user by using the
estimation model.

8. The estimation method according to claim 7, wherein
the generating further comprises:

obtaining first data of a past utterance by using the
lurality of pieces of numeric representation data, the
lurality of pieces of numeric representation data being
vtained by performing representation conversion of a
lurality of words included 1n learming utterance infor-
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mation of the past utterance, the past utterance being
prior to an estimation target utterance;

obtaining second data of the estimation target utterance by
using numeric representation data, the numeric repre-
sentation data being obtained by performing represen-
tation conversion of an estimation target word included
in learning utterance information of the estimation
target utterance; and

generating the estimation data based on the first data and
the second data.

9. The estimation method according to claim 8, wherein

the generating further comprises:

obtaining the first data by using statistics of a plurality of
numeric representation data, the plurality of numeric
representation data being obtained by performing rep-
resentation conversion of all of a plurality of words
included in learning utterance information of an utter-
ance, the utterance being immediately before the esti-
mation target utterance.

10. The estimation method according to claim 8, wherein

the generating further comprises:

obtaining the first data by selecting numeric representa-
tion data, and

using the selected numeric representation data, the
numeric representation data being most similar to
numeric representation data obtained by performing
representation conversion of the estimation target

word, the selecting being performed from among a
plurality of pieces of numeric representation data
obtained by performing representation conversion of
all of a plurality of words included in learning utterance

information of an utterance, the utterance being 1mme-
diately before the estimation target utterance.

11. The estimation method according to claim 7, wherein
the estimation model includes a neural network, wherein
data of the speech section includes an acoustic feature
amount, and wherein the acoustic feature amount includes a
pitch parameter and a spectrum parameter.

12. The estimation method according to claim 7, the
converting further comprises converting the plurality of
words 1to a plurality of vectors using a word-vector con-
version model.

13. A computer-readable non-transitory recording
medium storing computer-executable program instructions
that when executed by a processor configured to cause a
computer system to execute operations comprising;

converting representation of a plurality of words included

in learning utterance information to a plurality of pieces
of numeric representation data;

generating estimation data by using a plurality of pieces

of the learning utterance information and the plurality
of pieces of numeric representation data;

training an estimation model by using the estimation data

and durations of the plurality of words; and
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estimating a duration of a predetermined speech section
based on utterance mformation of a user by using the
estimation model.

14. The computer-readable non-transitory recording
medium of claim 13, wherein the generating further com-
Prises:

obtaining first data of a past utterance by using the
plurality of pieces of numeric representation data, the
plurality of pieces of numeric representation data being
obtained by performing representation conversion of a
plurality of words included in learning utterance infor-

mation ol the past utterance, the past utterance being
prior to an estimation target utterance;

obtaining second data of the estimation target utterance by

using numeric representation data, the numeric repre-
sentation data being obtained by performing represen-
tation conversion of an estimation target word included
in learning utterance information of the estimation
target utterance; and

generating the estimation data based on the first data and

the second data.

15. The computer-readable non-transitory recording
medium of claam 14, wherein the generating further com-
prises obtaining the first data by using statistics of a plurality
of numeric representation data, the plurality of numeric
representation data being obtained by performing represen-
tation conversion of all of a plurality of words included in
learning utterance nformation of an utterance, and the
utterance being immediately before the estimation target
utterance.

16. The computer-readable non-transitory recording
medium of claim 14, wherein the generating further com-
Prises:

obtaining the first data by selecting numeric representa-

tion data, and

using the selected numeric representation data, the

numeric representation data being most similar to
numeric representation data obtained by performing
representation conversion of the estimation target
word, the selecting being performed from among a
plurality of pieces of numeric representation data
obtained by performing representation conversion of
all of a plurality of words included 1n learning utterance
information of an utterance, and the utterance being
immediately before the estimation target utterance.

17. The computer-readable non-transitory recording
medium of claim 13, wherein the estimation model includes
a neural network, wherein data of the speech section
includes an acoustic feature amount, and the acoustic feature
amount includes a pitch parameter and a spectrum param-
eter.

18. The computer-readable non-transitory recording
medium of claim 13, wherein the converting further com-
prises converting the plurality of words into a plurality of

vectors using a word-vector conversion model.
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