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(57) ABSTRACT

Systems and methods for vehicle microphone activation
and/or 1dentification of incoming speech-to-text data by the
location of the speaking occupant. In some embodiments,
the system may comprise a plurality of microphones, each of
which may be linked with a particular occupant/seat 1n the
vehicle. The system may be configured to link mmcoming
STT data with a particular microphone/occupant. This may
be done by an explicit trigger from an occupant or by
actuation of a button or other actuation means by a vehicle
occupant. The STT data may then be processed using the
location data.
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VEHICLE MICROPHONE ACTIVATION
AND/OR CONTROL SYSTEMS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Patent Application No. 62/614,276, filed Jan. 5, 2018 and

titled “VEHICLE MICROPHONE ACTIVATION AND/OR
CONTROL SYSTEMS,” which i1s hereby incorporated
herein by reference in 1ts entirety.

SUMMARY

Many current vehicles utilize speech to text (STT) and/or
text to speech (TTS) technologies to allow the driver to
deliver commands and/or receive information audibly from
the vehicle during vehicle operation. However, current
microphone activation and/or control systems sufler from
many drawbacks, such as accurately determining when the
driver 1s delivering speech that i1s intended to be used 1n an
STT context. I, for example, the system 1s constant listening
to a microphone 1n a vehicle, 1t may be difficult for the
system to know when to start processing mcoming speech
and/or converting such speech into text. Many consumer
clectronic devices have a button to push when you want to
activate STT or may listen for a trigger word or phrase to
begin ST'T processing. However, such solutions have many
drawbacks that may render them less than ideal for use 1n
vehicles. Moreover, 1t may be useful to provide the ability
tor other vehicle occupants to deliver ST'T commands and/or
recerve TTS information from a vehicle, and, 1n some cases
it may be uselul for a vehicle to be able to distinguish
between 1ncoming commands between various vehicle
occupants.

The present imventors have therefore determined that it
would be desirable to provide systems and methods that
overcome one or more of the foregoing limitations and/or
other limitations of the prior art. In some embodiments, the
inventive concepts disclosed herein may be used to deter-
mine which of the vehicle occupants 1s speaking. In this
manner, mnput from the various occupants may be delivered
into the STT system from a preferred microphone (in
embodiments having a plurality of microphones). This may
also allow the system to treat the mcoming STT data
differently based upon the delivering occupant and/or pro-
vide T'T'S or other communication, such as displays, sounds,
lights, haptic feedback, etc., individually to a particular
occupant or subset of the vehicle occupants.

Some embodiments may also, or alternatively, provide for
microphone triggers or actuations using lfeatures mcorpo-
rated 1nto vehicle seatbelts. In some such embodiments, the
microphone actuation may be provided by using existing
seatbelt technology, which may include sensors for detecting
forces or other parameters, such as the length of seatbelt
extraction from a seatbelt retractor. Some embodiments may
also be configured to operate 1 conjunction with vehicles
having microphones incorporated into the seatbelts.

By utilizing such existing technology, some embodiments
may allow for triggering of STT “listening” from a user
manipulating the seatbelt in a predetermined pattern,
sequence, or fashion. For example, some embodiments may
be configured to trigger such listeming by a user pulling on
the seatbelt within a predetermined number, threshold, or
range of numbers, within a predetermined length or thresh-
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old/range of lengths of the seatbelt that has been pulled
through/by a sensor, and/or within a predetermined or
threshold/range of speeds.

When used in conjunction with a plurality of micro-
phones, each of which may also be incorporated into a
seatbelt or otherwise placed in proximity to a particular
occupant among a plurality of vehicle occupants, this tech-
nology may allow for specialization of STT and/or TTS
communication based upon the location of the speaker/
occupant or otherwise altering the functionality of one or
more vehicle systems diflerently based upon the location of
the speaker/occupant. For example, when the system detects
or predicts that a voice has come from a particular occupant/
location, the system may mute or other vise modily one or
more speakers in the vehicle (1in some embodiments, the
entire sound system 1n the vehicle). In some embodiments,
such muting or other modification may take play only at one
or more speakers 1n proximity to the activated microphone.

When combined with other microphones that may also be
installed 1n the vehicle, the inventive concepts described
herein may further improve the probability of recognizing
who 1s speaking and/or improve the quality for the speech
(STT 1input) with filtering algorithms using a variety of
available 1puts, such as belt microphones, roof micro-
phones, radio/infotainment information, etc.

In a more particular example of a system for receipt of
STT data, identification of the location/source of such data,
and/or for adjustment of various operational parameters
using such data according to some embodiments, the system
may comprise a plurality of microphones, each microphone
of which may be located most closely to or otherwise linked
with a particular occupant/seat 1n the vehicle. The system
may be configured to link mcoming STT data with a
particular microphone/occupant. This may be done, for
example, by an explicit trigger from an occupant, such as
activation of a predetermined pull sequence on a seatbelt for
a particular occupant or by actuation of a button or other
actuation means by a vehicle occupant. Alternatively, this
may be accomplished by other means not requiring an action
by an occupant, such as by comparing signals from a
plurality of microphones or otherwise automatically assess-

ing the probability of a signal having come from a particular
microphone. The system may also, or alternatively, be
configured to process incoming STT data, provide responses
to mncoming STT data, and/or take actions based upon such
data, 1n a manner that factors in the location, either con-
firmed or assessed based upon a probabilistic algorithm, of
the location of the speaker of the STT data.

In another example of a method for improving speech
recognition within a vehicle according to some 1implemen-
tations, the method may comprise receiving audio from a
plurality of microphones located within a vehicle. Some of
this audio may be used to generate speech-to-text data. The
audio may be processed to estimate or determine a location
ol a vehicle occupant from which occupant speech, which
may be part of the audio received, originated. One or more
operational parameters of a system of the vehicle may then
be adjusted based upon the estimated or determined location
of the vehicle occupant.

In some implementations, each of the plurality of micro-
phones may be physically coupled to a seatbelt of the
vehicle, such as positioned on or within a seatbelt.

In some implementations, the step of adjusting an opera-
tional parameter of a system of the vehicle based upon the
estimated or determined location of the vehicle occupant
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may comprise muting or ignoring sound from each of the
plurality of microphones other than a microphone of the
vehicle occupant.

In some 1implementations, the step of adjusting an opera-
tional parameter of a system of the vehicle based upon the
estimated or determined location of the vehicle occupant
may comprise prioritizing one or more actions based upon
the estimated or determined location of the vehicle occu-
pant. For example, the step of adjusting an operational
parameter of a system of the vehicle based upon the esti-
mated or determined location of the vehicle occupant may
comprise comparing the estimated or determined location of
the vehicle occupant with a prioritization scheme and adjust-
ing an operational parameter of a system of the vehicle 1n
accordance with a position of the vehicle occupant within
the prioritization scheme. For example, the driver may be
grven priority, or may be given exclusive access to, a certain
number of commands, such as those that may impact move-
ment of the vehicle.

In an example of a method for estimating or determining
a location of a speaker within a vehicle for purposes of
speech recognition processing, the method may comprise
receiving a signal from a sensor coupled with a seatbelt
assembly located within a vehicle and using the signal to
identify a location of a vehicle occupant for speech recog-
nition. Speech may be received from the vehicle occupant
using one or more microphones located within a vehicle and
location data from the identified location of the vehicle
occupant may be used to adjust an operational parameter of
a system of the vehicle based upon the 1dentified location of
the vehicle occupant.

In some i1mplementations, the sensor may comprise a
microphone physically coupled to a seatbelt of the seatbelt
assembly.

In some 1mplementations, the step of receiving a signal
from a sensor coupled with a seatbelt assembly located
within a vehicle may comprise receiving signals from a
plurality of microphones located within the vehicle includ-
ing the microphone physically coupled to the seatbelt of the
seatbelt assembly. Each of the plurality of microphones may
be linked with a particular seat within the vehicle, and the
step of using the signal to 1dentify a location of a vehicle
occupant for speech recognition may comprise processing
the signals, including the signal from the microphone physi-
cally coupled to the seatbelt of the seatbelt assembly, to
estimate a location of a vehicle occupant from which occu-
pant speech originated.

In some 1mplementations, the sensor may be positioned
within a seatbelt retractor of the seatbelt assembly and may
comprise, for example, a payout sensor configured to sense
a length with which the seatbelt has been extended through
the retractor and/or a timer to allow for detecting a seatbelt
pull sequence. Thus, the step of receiving a signal from a
sensor coupled with a seatbelt assembly located within a
vehicle may comprise translating a pull sequence of a
seatbelt of the seatbelt assembly 1nto the signal.

Some 1mplementations may further comprise receiving
image data from one or more cameras located within the
vehicle and using the 1image data, in some cases 1 combi-
nation with the signal and/or audio data, to identily a
location of a vehicle occupant for speech recognition.

In an example of a vehicle speech recognition system
according to some embodiments, the system may comprise
a plurality of microphones, each which 1s preferably linked
with a particular seat 1n a vehicle. The system may further
comprise a vehicle speech system module configured to
generate occupant location data indicative of a location of a
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vehicle occupant for speech recognition and a vehicle con-
trol system configured to recerve occupant location data and
adjust an operational parameter of a system of the vehicle
based upon the location of the vehicle occupant. The vehicle
control system may be configured to control physical opera-
tion/movement of the vehicle, may be configured to control
operation of other features of the vehicle, such as the radio,
responding to informational requests, and the like, or both.

In some embodiments, each of the plurality of micro-
phones may be physically coupled to a seatbelt of the
vehicle. In some embodiments, one or more seats of the
vehicle may comprise a seatbelt assembly comprising a
seatbelt and a sensor configured to detect a pull sequence of
the seatbelt. In some such embodiments, upon detecting the
pull sequence, the vehicle speech system module may be
configured to assign the seat associated with the pull
sequence to the incoming speech or otherwise generate
occupant location data indicative of a location of a vehicle
occupant associated with the at least one seat of the vehicle.
In some embodiments, each seat of the vehicle may com-
prise a seatbelt assembly comprising a seatbelt and a sensor
configured to detect a pull sequence of the seatbelt to allow
the vehicle to assign seat locations to each of the seats upon
detecting the requisite pull sequence.

Some embodiments may further comprise one or more
cameras configured to send occupant image data to the
vehicle speech system module. The vehicle speech system
module may be configured to generate occupant location
data indicative of a location of a vehicle occupant for speech
recognition using occupant image data from the at least one
camera and audio data from at least one of the plurality of
microphones. In some such embodiments, the one or more
cameras may be configured to generate occupant 1mage data
for each seat 1n the vehicle, which occupant image data may
be used to improve the accuracy of the occupant location
data indicative of a location of a vehicle occupant for speech
recognition.

Some embodiments may further comprise a text-to-
speech module, which may be configured to generate tar-
geted speech to vehicle occupants using the occupant loca-
tion data.

The features, structures, steps, or characteristics disclosed
herein 1n connection with one embodiment may be com-
bined 1 any suitable manner in one or more alternative
embodiments.

BRIEF DESCRIPTION OF THE DRAWINGS

Non-limiting and non-exhaustive embodiments of the
disclosure are described, including various embodiments of
the disclosure with reference to the figures, in which:

FIG. 1 1s a schematic diagram of a vehicle comprising a
system for receipt of STT data, 1dentification of the location/
source of such data, and/or for adjustment of various opera-
tional parameter using such data according to some embodi-
ments; and

FIG. 2 1s a tlow chart 1llustrating an example of a method
for improving vehicle speech recognition according to some
implementations.

DETAILED DESCRIPTION

A detailed description of apparatus, systems, and methods
consistent with various embodiments of the present disclo-
sure 1s provided below. While several embodiments are
described, i1t should be understood that the disclosure 1s not
limited to any of the specific embodiments disclosed, but
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instead encompasses numerous alternatives, modifications,
and equivalents. In addition, while numerous specific details
are set forth 1n the following description 1n order to provide
a thorough understanding of the embodiments disclosed
herein, some embodiments can be practiced without some or
all of these details. Moreover, for the purpose of clarity,
certain technical material that 1s known 1n the related art has
not been described 1n detail 1n order to avoid unnecessarily
obscuring the disclosure.

Apparatus, methods, and systems are disclosed herein
relating to systems and methods for activation of vehicle
microphones, control of one or more vehicle systems using,
STT data, and/or for delivery of TTS data. In some embodi-
ments, activation of one or more vehicle microphones may
take place by manipulation of a seatbelt 1n a preconfigured
manner, such as by pulling or otherwise manipulating the
seatbelt 1n a particular pattern or sequence. Thus, in embodi-
ments 1 which microphones are incorporated into each
seatbelt, one or more vehicle control systems can be used to
distinguish between incoming speech based upon the loca-
tion of the speaker and adjust operational parameters accord-
ingly. For example, some embodiments may be configured
to shut off all other microphones, or at least a subset of all
other microphones (such as all other seatbelt microphones or
other microphones specifically linked to a particular vehicle
occupant) after receipt of a signal indicative of an activation
of a particular seatbelt microphone or other microphone
associated with a particular vehicle occupant.

In some embodiments, the technology for activation of
one or more microphones may be part of existing/known
seatbelt technology. For example, some embodiments may
utilize sensors incorporated into existing/known seatbelt
retractors and may be configured to use data obtained from
such sensors 1in order to determine whether to activate a
particular microphone. Examples of such technology can be
found 1n U.S. Patent Application Publication No. 2016/
0288766 ftitled “Seatbelt Payout Measuring Device and
System,” which was filed on Mar. 31, 2015 and 1s hereby
incorporated by reference in its entirety. As previously
mentioned, some embodiments may also be configured to
operate 1 conjunction with vehicles having microphones
incorporated into the seatbelts. Examples ol pre-existing
technology for imcorporation of microphones into seatbelts
can be found in European Patent Publication No. EP
1180454 A2, which 1s also hereby incorporated by reference
in 1ts entirety. By using existing technology, certain embodi-
ments and implementations of the inventions disclosed
herein may provide for improved functionality without
requiring expensive hardware upgrades.

In some embodiments, data indicative of the location of a
speaker may be used, either alone or 1n combination with the
seatbelt or other microphone activation technology
described herein, by one or more vehicle systems 1n order to
adjust operational parameters based upon the speaker’s/
occupant’s location 1n the vehicle. For example, some
embodiments may be configured to determine or at least
estimate the location of the speaker. This may be done, for
example, by comparing the volume of incoming speech
using a plurality of microphones and 1dentifying the micro-
phone recording the highest volume intensity as the speak-
ing microphone. In some such embodiments, the content of
the audio received from each of the plurality of microphones
may be compared to ensure that extraneous noise or other
non-verbal sounds are not used 1n this comparison.

In more preferred embodiments, this determination may
be made by receipt of a signal associated with a specific
microphone and/or a specific vehicle occupant that triggers
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operation or “listening” of the microphone. For example, as
previously discussed, some embodiments may rely upon a
signal generated from a predetermined pull sequence or
other manipulation of a seatbelt. For example, a sequence of
two relatively short and quick pulls on the seatbelt may be
used as the trigger. The parameters of the length, timing,
speed, etc., of such pulls may be adjusted as desired,
preferably to avoid false triggers. In order to utilize existing,
technology, as previously mentioned, some embodiments
may rely on a pull sequence from the seatbelt retractor.
However, 1t 1s contemplated that, in alternative embodi-
ments, the pull sequence may comprise pulls on the seatbelt
buckle, or elsewhere on the seatbelt (such as on a tether
extending from the seatbelt). As another example, in some
embodiments, the trigger may be activated by loosening the
seatbelt (a range or threshold of the slack distance may be
used) for a predetermined, threshold of time and/or then
releasing the seatbelt. As another example, the trigger may
be activated by engaging the automatic locking mechanism
on a seatbelt retractor a predetermined number of times,
which may happen by a series of quick pulls on the seatbelt.
Thus, 1n some embodiments and implementations, a timer
may be used, potentially along with or as part of the seatbelt
sensor, to allow for the trigger to take into account the time
during which the seatbelt has been extended, perhaps
beyond a threshold payout distance.

The signal from such triggers may be used to determine
the location of the speaker and/or to activate a microphone
associated with the vehicle occupant, such as a microphone
incorporated into the same seatbelt, for example. Some
embodiments other embodiments may 1dentily the location
of the speaker using other means, such as buttons, switches,
or other actuation means.

Following determination of the speaker/occupant position
in the vehicle, some embodiments may be configured to
adjust one or more operational parameters based upon the
location of the speaker/occupant and/or the imncoming STT
data. For example, some embodiments may be configured to
compare various sets of mcoming STT data and prioritize
actions based 1n incoming STT data from a particular
speaker/occupant or subset of the possible speakers/occu-
pants. For example, STT data from a driver may be priori-
tized over all other STT data 1n some embodiments.

Some embodiments may also, or alternatively, allow users
to adjust certain settings associated with the STI/TTS
system. For example, the system may allow a user to
temporarily (or permanently) disable microphones associ-
ated with certain seat positions/occupants. Some embodi-
ments may also allow a user to temporarily (or permanently)
adjust a prioritization scheme associated with a plurality of
vehicle microphones. For example, the driver may tempo-
rarily wish to allow the passenger to control the system and
may therefore transfer the first priority to the passenger seat
for a period of time.

The embodiments of the disclosure may be best under-
stood by reference to the drawings, wherein like parts may
be designated by like numerals. It will be readily understood
that the components of the disclosed embodiments, as gen-
erally described and 1llustrated in the figures herein, could be
arranged and designed 1n a wide variety of different con-
figurations. Thus, the following detailed description of the
embodiments of the apparatus and methods of the disclosure
1s not intended to limit the scope of the disclosure, as
claimed, but 1s merely representative of possible embodi-
ments of the disclosure. In addition, the steps of a method do
not necessarily need to be executed in any specific order, or
even sequentially, nor need the steps be executed only once,
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unless otherwise specified. Additional details regarding cer-
tain preferred embodiments and implementations will now
be described 1n greater detail with reference to the accom-
panying drawings.

FIG. 1 depicts an example of a vehicle system 100 for
receipt ol STT data and for adjustment of various opera-
tional parameter using such data. System 100 comprises a
main system 110 and a speech sub-system 120. One or more
modules may also be provided, such as STT module 111

and/or TTS module 113, for converting speech to text and
viCe-versa.

As used herein, a software module or component may
include any type of computer instruction or computer
executable code located within a memory device and/or
m-readable storage medium. A software module may, for
instance, comprise one or more physical or logical blocks of
computer instructions, which may be organized as a routine,
program, object, component, data structure, etc., that per-

form one or more tasks or implements particular abstract
data types.

In certain embodiments, a particular software module
may comprise disparate instructions stored 1n different loca-
tions of a memory device, which together implement the
described functionality of the module. Indeed, a module may
comprise a single instruction or many instructions, and may
be distributed over several diflerent code segments, among,
different programs, and across several memory devices.
Some embodiments may be practiced 1n a distributed com-
puting environment where tasks are performed by a remote
processing device linked through a communications net-
work. In a distributed computing environment, software
modules may be located 1n local and/or remote memory
storage devices. In addition, data being tied or rendered
together 1n a database record may be resident in the same
memory device, or across several memory devices, and may
be linked together 1n fields of a record in a database across
a network.

Furthermore, embodiments and implementations of the
inventions disclosed herein may include various steps,
which may be embodied 1n machine-executable instructions
to be executed by a general-purpose or special-purpose
computer (or another electronic device). Alternatively, the
steps may be performed by hardware components that
include specific logic for performing the steps, or by a
combination of hardware, software, and/or firmware.

Embodiments and/or implementations may also be pro-
vided as a computer program product including a machine-
readable storage medium having stored 1nstructions thereon
that may be used to program a computer (or other electronic
device) to perform processes described herein. The
machine-readable storage medium may include, but i1s not
limited to: hard drives, floppy diskettes, optical disks, CD-
ROMSs, DVD-ROMs, ROMs, RAMs, EPROMs, EEPROMs,
magnetic or optical cards, solid-state memory devices, or
other types of medium/machine-readable medium suitable
for storing electronic instructions. Memory and/or datastores
may also be provided, which may comprise, 1n some cases,
non-transitory machine-readable storage media containing
executable program instructions configured for execution by
a processor, controller/control unit, or the like.

System 100 may further comprise a controller, which may
be used to process data as those of ordinary skill 1in the art
will appreciate. As used herein, the term controller refers to
a hardware device that includes a processor and preferably
also includes a memory element. The memory may be
configured to store one or more of the modules referred to
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herein and the controller and/or processor may be configured
to execute the modules to perform one or more processes
described herein.

System 100 further comprises a plurality of microphones.
More particularly, system 100 comprises a plurality of
occupant/seat 1dentified microphones, such as microphone
102a, which corresponds to the vehicle drniver, and micro-
phone 1026, which corresponds to the vehicle passenger.
Various other microphones may be positioned 1n the rear of
the vehicle, as shown in the figure. As previously mentioned,
in some embodiments, these microphones may be incorpo-
rated into the seatbelts of each of the individual seats.
However, 1n alternative embodiments, the microphones may
be located elsewhere, such as located in the seats them-
selves, or 1n regions of the vehicle adjacent to the seats, such
as 1 a portion of the vehicle ceiling, floor, and/or door 1n
proximity to each seat.

System 100 may further comprise one or more non-seat/
occupant-specific microphones, such as microphone 104.
Various other elements, such as cameras 106, display
screens 108, lights 114, and/or speakers 116 may be pro-
vided as desired 1n order to recerve input from vehicle
occupants and/or deliver information to vehicle occupants.
In some embodiments, the audio system 112 may also be
used as part of system 100. As also depicted in FIG. 1, some
embodiments may be configured to operate in conjunction
with mobile electronic devices, such as smart phones, tab-
lets, and the like. These devices may be used, for example,
to allow for adjustment of operational parameters of system
100.

In some embodiments and implementations, upon detect-
ing a trigger, as previously mentioned, or otherwise activat-
ing one or more microphones, STT data, such as filtered
speech sound, may be transmitted from speech system 120
to main system 110. In some embodiments, data associated
with the specific location of the mcoming STT data (e.g.,
which of seats 1-7) may also be sent to main system 110,
either from speech system 120 or from another device or
system. In some embodiments, speech system 110 may also
use STT data from other microphones 1n the vehicle, such as
microphones 104, 1n order to filter the sound so a high-
quality signal can be delivered to the main system, 1n some
embodiments using STT module 111. The STT signal may
then be used by main system 110 for delivering intelligent
support and/or TTS data from TTS module 113 so that,
again, 1n some embodiments, a speech response can be
delivered to one or more of the occupants 1n the vehicle.

In some embodiments, the position data previously men-
tioned (1.e., the location of the incoming data and therefore
at least an estimate of the location of the speaker within the
vehicle) and the STT data may be used to alternatively, or
additionally, communicate with vehicle occupants either
without speech (TTS) or in conjunction with such speech,
using, for example, light from light(s) 114, haptic feedback
(such as an active seatbelt), display imnformation from dis-
play(s) 108, connected phones or other mobile devices, eftc.

As another example, the STT data from STT module 111
may be used, either alone or 1n conjunction with the posi-
tion/location data, to provide commands and/or directions to
the vehicle to effect vehicle movement, such as navigation,
braking, steering, or other vehicle functions. In some such
embodiments, the TTS module 113 may be used to deliver
confirmation to one or more occupants (1In some cases,
selectively to one or more targeted occupants using indi-
vidual speakers or other commumication means provided
with each, or a subset of each, of the individual seats of the
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vehicle), such as confirmation of instructions, location infor-
mation, vehicle navigation information, etc.

In some embodiments, the TTS or other communication
to vehicle occupants may only be made to one or more
specific occupants. For example, 1n embodiments in which
location data 1s provided, the T'TS or other communication
may only be made to the vehicle occupant associated with
the location data (e.g., the vehicle occupant from which the
STT speech was 1dentified). In some embodiments, the TTS
or other communication to vehicle occupants may vary
depending upon the type of mformation. For example,
system 100 may be configured to respond to a general
inquiry from a particular occupant with a response only to
that occupant. However, a command that impacts vehicle
operation, such as a command to signal a turn or set cruise
control, may elicit a confirmation or other response that 1s
delivered to both the driver and the speaker of the command,
or to all occupants 1n the vehicle. Such parameters may be
adjusted using mobile devices, a display screen in the
vehicle, or by other suitable means.

In an example of a method for use of system 100, assume
that the driver (occupant 1) speaks a command or other
speech intended to elicit a response from system 100.
System 100 may attempt to locate the occupant associated
with the incoming sound. As previously mentioned, this may
be done explicitly by the driver activating a seatbelt pull
sequence, pressing a button linked to the driver’s location,
ctc. Alternatively, system 100 may simply use multiple
microphones, such as microphone 1025 and/or other, non-
seat specific microphones 104, to estimate the probability of
the sound being linked with one or more of the vehicle
occupants/microphones 102 and assign the mcoming STT
data to the seat/occupant with the highest probability. In
some embodiments, this may be accomplished using other
clements of system 102, such as camera(s) 106. For
example, camera(s) 106 may use lip movement from one or
more vehicle occupants 1n assigning the probability and/or
seat/occupant speech location. In some embodiments, other
sounds, such as sounds receirved from non-probabilistic or
otherwise excluded microphones, sounds from the vehicle
speakers/sound system, and the like, may be cancelled,
either during the process of determining the location of the
incoming STT data or after confirmation/estimation of such
data.

Following assignment of a location to the STT data, such
data, 1n some embodiments along with the location data
itsell, may be transmitted to system 110 for further analysis
and/or execution of any commands that may be associated
with the incoming STT data.

In another example of a method for use of system 100,
ST'T data may be received from two or more occupants, such
as occupants 1 and 2, or the mncoming STT data may be
inconclusive between such occupants. System 100 may, 1n
some such embodiments and implementations, prioritize
incoming STT data from one of the seat positions, such as
driver/occupant 1, as a “tie-breaker.” In other words, incom-
ing STT data associated or at least estimated to have been
generated from the driver may be processed and/or may
result 1n action and/or response prior to imncoming STT data
from other occupants. In some embodiments, however,
incoming STT data from all possible occupants may be
stored and may be processed and/or result in action/response
later 1n order of priority. In some embodiments, the priority
may be pre-assigned by a user.

FI1G. 2 1s a flow chart 1llustrating an example of a method
200 for mmproving speech recognition within a vehicle
according to some implementations. In this exemplary
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method, a trigger event may be detected at 210. For
example, in some 1implementations, a pull sequence may be
detected using, for example, a payout sensor or other sensor
that may be located within a seatbelt retractor of a seatbelt
assembly. In some embodiments, a vehicle/system may be
configured with such sensors 1n every seatbelt retractor, or 1n
another suitable location within each seatbelt assembly
and/or seat 1n the vehicle. Examples of pull sequences that
may be used as a trigger to identily speech recognition are
mentioned above and 1nclude, for example, a series of quick
pulls of the seatbelt, one or more pulls to a threshold length,
which may utilize an existing payout sensor so as to not
require additional hardware to implement, or one or more
pulls 1n a particular direction, preferably one that would be
unlikely to be unintentionally triggered.

As another example of a trigger event, in some 1mple-
mentations, step 210 may comprise detecting vehicle occu-
pant speech associated with one or more seats in the vehicle.
Thus, for example, some implementations may compare
audio from a plurality of microphones, each of which may
be linked with a particular seat in the vehicle (such as by
incorporating a microphone into each seatbelt of the vehicle,
for example). Thus, 1n some implementations, the trigger
event may be detecting occupant speech from one or more
microphones. Alternatively, the trigger event may be simply
detecting audio satisiying one or more criteria. The audio
may then be processed and/or compared to estimate or, in
some cases determine conclusively, which vehicle occupant
1s speaking and/or which vehicle occupant speaker to pri-
oritize for generating speech-to-text data.

Thus, one or more vehicle occupant locations may be
assigned at step 220. For example, 11 audio from multiple
different microphones each associated with a separate seat/
occupant of the vehicle 1s compared, the volume or other
characteristics of the audio from each microphone may be
used to estimate the probability of occupant speech being
generated from a particular seat/speaker/occupant. The
audio from this seat location may then be assigned to that
seat. This assignment may then be used 1n various further
actions/responses to the STT data, as described throughout
this disclosure, including, for example, directing T'TS to the
assigned seat/occupant, assessing 1TSS commands and
adjusting responses according to the seat/occupant assign-
ment (such as choosing whether to respond/comply with the
command, the order in which the response/action will be
taken, taking an action directed to the seat/occupant, etc.),
and/or personalizing responses to the occupant in the
assigned seat. In some embodiments and implementations,
video or other image data may also, or alternatively, be used
during the seat assignment step to improve the accuracy of
the seat/speaker determination and/or assignment.

Alternatively, the determination of occupant location(s) 1n
step 220 may be defimitive rather than probabilistic. For
example, occupant locations may be assigned at step 220 by
detecting a seatbelt pull sequence, which may be used to
trigger actuation ol a microphone associated with the seat-
belt associated with the pull sequence and/or adjust the
system to anticipate incoming speech for speech-to-text
processing, as previously mentioned.

Method 200 may then proceed to step 230, at which point
speech-to-text data may be processed using the assigned
occupant locations from step 220. For example, 1n some
implementations, step 230 may comprise linking audio/
speech data with a particular assigned seat/occupant loca-
tion. In some implementations, multiple sets of incoming
audio data sets may be linked separately with 1ts respective
seat/location and processed, either simultaneously or
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sequentially based upon, for example, the order of receipt of
the audio and/or a prioritization scheme. In some embodi-
ments and implementations, step 230 may further comprise
use of 1image data, such as video data, from cameras 1n the
vehicle, which may be used to confirm and/or improve the
accuracy ol the occupant assignment(s).

Step 240 may then comprise taking one or more actions
using the location-processed speech-to-text data. For
example, 1n some 1mplementations, step 240 may comprise
muting or at least decreasing the sensitivity of all micro-
phones other than the one or more microphones linked to the
incoming audio, the triggers of step 210, or otherwise
assigned 1n step 220. Thus, for example, 1f the driver either
actuated a pull sequence, was assigned as the speaker based
upon an analysis of the audio, or otherwise was assigned as
the speaker, each of the other microphones may be muted to
allow the driver to command the vehicle system or otherwise
use the speech-to-text module of the system.

As another example, in some embodiments, the action of
step 240 may comprise comparing the location of the
speaker or speakers with a prioritization scheme and adjust-
ing the action(s) of the system accordingly. For example, if
the audio request/command 1s detected as having been
received by someone other than the driver, certain types of
requests/commands may be 1gnored, others may be delayed
and/or performed 1n a predetermined sequence (such as a
sequence based upon the assigned seat/occupant locations),
and still others may be performed immediately.

As still another example, 1n some embodiments and
implementations, a response may be custom delivered using
a text-to-speech module, for example, to the assigned occu-
pant location(s). For example, 1f the passenger seat 1s
identified as the speaker, a response to a request from the
passenger may be delivered only to a speaker linked with the
passenger seat and/or may be otherwise directed to the
passenger by delivering a response including the name of the
passenger from a common speaker 1n the vehicle.

The foregoing specification has been described with ref-
erence to various embodiments and implementations. How-
ever, one ol ordinary skill in the art will appreciate that
vartous modifications and changes can be made without
departing from the scope of the present disclosure. For
example, various operational steps, as well as components
for carrying out operational steps, may be implemented 1n
various ways depending upon the particular application or in
consideration of any number of cost functions associated
with the operation of the system. Accordingly, any one or
more of the steps may be deleted, modified, or combined
with other steps. Further, this disclosure is to be regarded in
an 1llustrative rather than a restrictive sense, and all such
modifications are intended to be included within the scope
thereof. Likewise, benefits, other advantages, and solutions
to problems have been described above with regard to
various embodiments. However, benefits, advantages, solu-
tions to problems, and any element(s) that may cause any
benefit, advantage, or solution to occur or become more
pronounced, are not to be construed as a critical, a required,
or an essential feature or element.

Those having skill 1n the art will appreciate that many
changes may be made to the details of the above-described

embodiments without departing from the underlying prin-
ciples of the mvention. The scope of the present inventions
should, therefore, be determined only by the following
claims.
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The mnvention claimed 1s:

1. A method for improving speech recognition within a
vehicle, the method comprising the steps of:

receiving 1mage data from one or more cameras located

within the vehicle;

determining a location of a vehicle occupant based on the

image data;

determining the vehicle occupant 1s speaking based on the

image data;

and

adjusting an operational parameter of a system of the

vehicle based upon the location of the vehicle occupant
and the determination that the vehicle occupant 1s
speaking.

2. The method of claim 1, wherein the step of adjusting
the operational parameter of the system of the vehicle
comprises processing, by a speech to text module, data from
at least one microphone associated with the location of the
vehicle occupant, wherein the at least one microphone 1s part
of a set of a plurality of microphones disposed within the
vehicle.

3. The method of claim 2, wherein the step of adjusting
the operational parameter of the system of the vehicle
comprises refraining from processing, by the speech to text
module, data from at least a second microphone disposed
within the vehicle.

4. The method of claim 3, wherein the step of adjusting
the operational parameter comprising shutting off the second
microphone.

5. The method of claim 1, wherein, the step of adjusting
the operational parameter of the system of the vehicle
comprises prioritizing one or more actions based upon the
location of the vehicle occupant.

6. The method of claim 5, wherein the step of adjusting
the operational parameter of the system of the vehicle 1s
based on a prioritization scheme.

7. The method of claim 6, turther comprising comparing,
the location of the vehicle occupant and a location of a
second vehicle occupant.

8. The method of claim 6, further comprising determining,
the vehicle occupant 1s a driver based on the location of the
vehicle occupant.

9. The method of claim 8, further comprising determining,
a priority for speech received from the vehicle occupant 1s
higher than a prionity for speech received from a second
vehicle occupant.

10. The method of claim 9, further comprising adjusting
the prioritization scheme, wherein an adjusted priority for
speech received from the vehicle occupant 1s lower than an
adjusted prionity for speech received from the second
vehicle occupant.

11. An apparatus comprising:

a memory; and

a processor coupled to the memory, the processor con-

figured to:

receive 1mage data from one or more cameras located
within a vehicle;

determine a location of a vehicle occupant based on the
image data;

determine the vehicle occupant i1s speaking based on
the 1mage data; and

adjust an operational parameter of a system of the
vehicle based upon the location of the vehicle occu-
pant and the determination that the vehicle occupant
1s speaking.

12. The apparatus of claim 11, wherein adjusting the
operational parameter of the system comprises processing,
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by a speech to text module, data from at least one micro-
phone associated with the location of the vehicle occupant,
wherein the at least one microphone 1s part of a set of a
plurality of microphones disposed within the vehicle.

13. The apparatus of claim 12, wheremn each of the
plurality of microphones 1s physically coupled to a respec-
tive seatbelt of the vehicle.

14. The apparatus of claam 12, wheremn adjusting the
operational parameter of the system comprises refraining
from processing, by the speech to text module, data from at
least a second microphone disposed within the vehicle.

15. The apparatus of claam 14, wheremn adjusting the
operational parameter of the system comprises shutting off
the second microphone.

16. The apparatus of claim 11, wheremn adjusting the
operational parameter of the system comprises prioritizing
one or more actions based upon the location of the vehicle
occupant.

17. The apparatus of claim 16, wherein adjusting the
operational parameter of the system 1s based on a prioriti-
zation scheme.

18. The apparatus of claim 17, wherein the processor 1s
configured to compare the location of the vehicle occupant
and a location of a second vehicle occupant.

19. The apparatus of claim 17, wherein the processor 1s
configured to determine the vehicle occupant 1s a driver
based, on the location of the vehicle occupant.

20. The apparatus of claim 19, wherein the processor 1s
configured to determine a priority for speech received from
the vehicle occupant 1s higher than a priority for speech
received from a second vehicle occupant.

21. The apparatus of claim 20, wherein the processor 1s
configured to adjust the prioritization scheme, wherein an
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adjusted priority for speech received from the vehicle occu-
pant 1s lower than an adjusted priority for speech recerved
from the second vehicle occupant.

22. The apparatus of claim 11, wherein the processor 1s
configured to receive a signal from a sensor coupled with a
seatbelt assembly located within the vehicle, wherein adjust-

ing the operational parameter of the system of the vehicle 1s
further based on the signal.

23. The apparatus of claim 22, wherein the processor 1s
configured to recerve data from at least one microphone
coupled to the seatbelt assembly, wherein adjusting the
operational parameter of the system of the vehicle 1s further
based on data recerved from the at least one microphone.

24. The apparatus of claim 22, wherein the processor 1s
configured to process the signal to detect a predetermined
sequence assoclated with a manipulation of the seatbelt
assembly, wherein adjusting the operational parameter of the
system of the vehicle 1s further based on the detection of the
predetermined sequence.

25. The apparatus of claam 24, wherein the sensor 1s
positioned within a seatbelt retractor of the seatbelt assem-
bly.

26. The apparatus of claim 25, wherein the sensor com-
prises a payout sensor.

277. The apparatus of claim 11, wherein the processor 1s
configured to generate audio based, on the location of the
vehicle occupant.

28. The apparatus of claim 27, wherein the audio com-
prises targeted audio.

29. The apparatus of claim 28, wherein the targeted audio
comprises targeted speech.
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