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DCT-BASED WATERMARKING SCHEME
FOR DEEP NEURAL NETWORKS

FIELD OF THE INVENTION

The present invention relates to the field of watermarking
Deep Neural Networks (DNNs), and more particularly to a

Discrete Cosine Transtorm (DCT) based DNN digital water-
marking scheme.

BACKGROUND OF THE INVENTION

Background description includes mformation that will be
useful 1n understanding the present invention. It 1s not an
admission that any of the immformation provided herein 1is
prior art or relevant to the presently claimed invention, or
that any publication specifically or implicitly referenced 1s
prior art.

Protecting the copyright of DNN models using water-
marks 1s a new research area. Digital Watermarking was a
popular method proposed to protect the copyright of multi-
media data such as text, images, audio, and video segments.
Based on the hiding domain, classical watermarking tech-
niques can be classified into native-domain schemes and
frequency-domain schemes. In a native-domain scheme,
secret messages are embedded 1n the native-domain data
samples. On the other hand, frequency-domain schemes
embed the watermark into a selected part of the frequency
spectrum of the cover signal. The Least Significant Bit
(LSB) technmiques are an example of a native-domain
scheme. In an LSB scheme, the secret message 1s embedded
in the LSB planes of the cover signal. LSB schemes are
simple and easy to implement. However, simple LSB
schemes suller from low robustness and security levels.

On the other hand, transform-based schemes tend to
embed the secret data 1n the frequency domain of the cover
image. Transformation 1s done using one of the main fre-
quency domain techniques such as the Discrete Wavelet
Transtorm (DW'T), Discrete Fourier Transtform (DFT), and
the Discrete Cosine Transtorm (DCT), or by using different
versions of these main techniques such as the Dual-Tree
Complex wavelet transforms (DTCWT), Complex wavelet
transforms (CWT), and the Integer Wavelet Transform
(IWT).

Watermarking schemes exploit the inherent redundancy
present 1n these media formats to conceal secret messages in
plain sight. In text watermarking, techniques often exploit
the redundant nature of language, such as using subtle
modifications 1n word choice, sentence structure, or even
invisible characters like whitespace or line breaks. Audio
watermarking techmques, on the other hand, take advantage
of the human auditory system’s limited perception by
embedding secret information within 1mperceptible fre-
quency ranges or exploiting the masking etfect of louder
sounds. In 1image watermarking, the vast color space and the
presence ol subtle patterns allow for hiding data within the
least significant bits of 1mage pixels or by modifying the
color values slightly. Video watermarking techniques utilize
the temporal redundancy between successive frames or
exploit the discreet modifications in motion vectors or pixel
values. In each case, the goal 1s to embed the hidden
information 1n a way that avoids arousing suspicion, ensur-
ing that the watermarked payload remains undetectable to
casual observers while still being recoverable by authorized
parties using appropriate extraction methods.

Similarly, watermarking schemes can also benefit from

the redundancy available 1n a DNN model. DNN models
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exhibit parameter redundancy, with an abundance of param-
cters allowing for diverse learning perspectives and regu-
larization. Feature redundancy ensures critical information
preservation and enhances generalization by capturing simi-
lar or correlated features across layers. Temporal redun-
dancy, utilized in recurrent neural networks (RNNs), enables
modeling of sequential dependencies and time-varying pat-
terns. Ensemble methods introduce redundancy by combin-
ing multiple models, mitigating errors and improving overall
accuracy. Activation redundancy in DNN models maintains
information integrity and fault tolerance by encoding similar
information across neurons. The incorporation of redun-
dancy 1 DNN models enhances stability, adaptability to
challenges, and reliability 1n handling noisy or imncomplete
data.

Previous works have i1dentified Intellectual Property (IP)
concerns of DNNs and adapted digital watermarking tech-
niques for ownership authentication in the DNN domain.
Existing methods have been categorized into two types
based on the application scenarios of the DNN model.

The first type 1s white-box watermarking. In the white box
setting, the pretrained DNN model for the intended task
(computer vision, speech recognition, etc.) 1s shared with the
end-users. This means that model internals including weight
parameters and activation maps are publicly accessible.
Such a deployment scenario 1s common with the increasing
trend of knowledge exchange among the research commu-
nity. A previous publication takes the first step of DNN
watermarking and develops a customized regularization
term to embed the watermark in the weight distribution of
the selected DNN layer. To improve the security and robust-
ness, a previous publication proposes to insert the water-
mark 1n the distribution of dynamic activations correspond-
ing to the secret key iput. Another disclosure uses weight
regularization and incorporates anti-collusion codes for
watermark design to enhance the watermarks resistance
against averaging attacks.

Another type 1s black-box watermarking, wherein a pre-
trained DNN model 1s employed as a remote service where
the customer sends his data to the cloud server and receives
the corresponding output. Since the DNN model 1s only
available as an oracle, prior works suggest crafting secret
input-output pairs as the watermark. To 1nsert the watermark
in the model’s decision boundary, the watermark key set 1s
used to finetune the model. As an example, a publication
proposes to crait adversarial samples as the watermark set,
which results 1n high false alarm rates due to the transier-
ability of adversarial examples. To resolve the 1ssue, random
inputs and random labels are generated as the watermark key
set.

Existing DNN watermarking techniques have several
known constraints. First 1s the high embedding overhead
resent DNN watermarking primitives embeds the watermark
via model re-training, which might be prolibitively costly
and robustness. Current watermarking schemes are also
susceptible to careful model disturbance such as transfer
learning.

Based on the above, there 1s a need to develop a new
approach or method to overcome the drawbacks and short-
comings of these traditional systems/methods with respect to
DNNs and adapted digital watermarking techniques for
ownership authentication in the DNN domain, and to show

better results.

SUMMARY OF THE INVENTION

Aspects of the disclosed embodiments seek to provide a
system with respect to DNNs and adapted digital water-
marking techniques for ownership authentication in the

DNN domain.
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Embodiments of the present invention relate to a DNN
watermarking method for preventing intellectual attacks on
a DNN model, comprising embedding part of the digital
watermark in selected redundant elements of a deep neural
network (DNN) model—without compromising the perfor-
mance of the DNN, wherein part of the digital watermark 1s
embedded 1n random elements of the DNN model.

In accordance with an embodiment of the present inven-
tion, the method prevents an attacker from benefiting from
removing the digital watermark by embedding the digital
watermark 1n a way wherein removing the digital watermark
destroys the DNN model, making the DNN model useless.

In accordance with another embodiment of the present
invention, the DNN model adopts discrete cosine transiorm
(DCT) to express a signal within significant DCT coefli-
cients, leaving a plurality of msignificant coellicients to host
part of the digital watermark.

In accordance with another embodiment of the present
invention, selecting weights from random locations of the
DNN ensures spanning the digital watermark over the entire
DNN model.

In accordance with another embodiment of the present
invention, the weights are segmented into homogeneous
segments 1n order to further exploit the strong compaction
property of the DCT, which allows to hide large amount of
data without significantly compromising the performance of
the DNN model.

In accordance with another embodiment of the present
invention, the method enables the digital watermark to blend
into surrounding coeflicients in a transform domain com-
prising inspecting an average value of the surrounding
coellicients and scaling the digital watermark to match the
average value of the surrounding coeflicients.

As another aspect of the present invention, a method of
data hiding based on exploiting redundant information of a
deep machine learning model 1s proposed, the method
comprising randomizing a watermark signal by applying
discrete cosine transform (DCT) on homogenous segments
of the watermark signal, maximizing lhiding capacity of the
watermark signal by utilizing the DCT as the transformation
technique; and hiding the watermark in redundant elements
of the deep machine learning model.

In accordance with another embodiment of the present
invention, the method further comprises extracting weights
of the deep machine learming model, creating homogeneous
segments out of the extracted weights, transforming the
extracted weights into a frequency domain, 1dentifying
insignificant coeflicients of the frequency domain and
replacing the insignificant coeflicients with the watermark
signal; and transforming the modified weights back to the
native domain.

In accordance with another embodiment of the present
invention, compaction property of the DCT strengthens
when applied to correlated segments of data, and therefore,
the weights are segmented 1nto correlated segments before
applying the DCT.

In accordance with another embodiment of the present
invention, the watermark signal 1s randomized before
embedding to increase robustness of the watermark signal.

As another aspect of the present invention, a method to
automatically identily msignificant frequency coeflicients C
from a vector of frequency coellicients V 1s proposed, the
method comprising the steps of selecting a JPEG quantiza-
tion matrix QQ and normalizing the JPEG quantization matrix
Q, extracting a diagonal of the matrix QQ and resizing the
diagonal of the matrix to match the size of the vector of
frequency coeflicients V, dividing the resized vector d' by the
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4

frequency coellicients element by element, and flooring the
resultant vector div (div'), finding indices of zeros in the
floored resultant vector div' (Loc) and extracting the fre-

quency coellicients at Loc.

In accordance with another embodiment of the present
invention, the method further comprises constructing a
sub-vector which includes the first two weights, checking a
homogeneity level of the sub-vector and adding the next
weight from an original vector to the sub-vector if the
sub-vector 1s still homogenous, while creating a new sub-
vector 1f the sub-vector 1s heterogenous.

In accordance with another embodiment of the present
invention, homogeneity level 1s determined by comparing a
pre-defined threshold value with the difference between the
maximum and minimum values of the sub-vector.

Additional aspects of the invention will be set forth 1n part
in the description which follows, and 1n part will be obvious
from the description, or may be learned by practice of the
invention.

BRIEF DESCRIPTION OF THE DRAWINGS

The manner 1 which the above-recited features of the
present invention 1s understood 1n detail, a more particular
description of the mnvention, briefly summarized above, may
be had by reference to embodiments, some of which are
illustrated 1n the appended drawings. It 1s to be noted,
however, that the appended drawings illustrate only typical
embodiments of this invention and are therefore not to be
considered limiting of 1ts scope, for the invention may admat
to other equally eflective embodiments.

FIG. 1 1s a general illustration of the proposed DNN
watermarking scheme 1n accordance with the present inven-
tion.

FIG. 2 shows an example of the segment-growing tech-
nique.

FIGS. 3A-3D depics extracting the watermark after
attacking the DNN.

The foregoing and other objects, features and advantages
of the present invention, as well as the ivention 1tself, will
be more tully understood from the following description of
preferred embodiments, when read together with the accom-
panying drawings.

DETAILED DESCRIPTION

The present invention relates to the field of watermarking
deep neural networks (DNNs), and more particularly to a
Discrete Cosine Transform (DCT) based DNN digital water-
marking scheme.

The principles of the present invention and their advan-
tages are best understood by referring to FIG. 1 to FIG. 3D.
In the following detailed description of illustrative or exem-
plary embodiments of the disclosure, specific embodiments
in which the disclosure may be practiced are described 1n
suilicient detail to enable those skilled 1n the art to practice
the disclosed embodiments. The following detailed descrip-
tion 1s, therefore, not to be taken 1n a limiting sense, and the
scope of the present disclosure 1s defined by the appended
claims and equivalents thereof. References within the speci-
fication to “one embodiment,” “an embodiment,” “embodi-
ments,” or “one or more embodiments” are intended to
indicate that a particular feature, structure, or characteristic
described 1n connection with the embodiment 1s included 1n
at least one embodiment of the present disclosure.

Deep Neural Networks (DNNs) are the fundamental com-
ponent of complex Al-based products and services con-
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ducted by major commercial companies. Building an effec-
tive DNN model 1s a non-trivial task that requires a huge
amount of data and high-end computing resources to design,
train, and test DNN models. For example, the Google’ s
Inception-v4 DNN model for image classification was
trained using ImageNet dataset which consists of 1.4 million
images. It took around 3 years to collect the 1mages of
ImageNet dataset. Around 2100 GPUs were used to train the
Inception-v4 DNN model for multiple weeks. Another
example, the Al virtual assistant Sir1 service has costed
Apple more than 200 million dollars. Because of the high
value of DNN models, they are highly vulnerable to Intel-
lectual Property (IP) attacks where an adversary can falsely
claim the ownership of a DNN model. This work proposes
a new robust mechanism to provide copyright protection
services to DNN models using digital watermarks. The
rationale of the proposed technique 1s that robustness can be
achieved by embedding a large watermark that can span the
whole DNN model. If an adversary attempts to destroy the
watermark, he will end up destroying the DNN model.
Moreover, to increase the robustness level, the watermark
signal 1s first randomized before hiding. If a specific portion
of the DNN was heavily attacked, the proposed technique
can still recover the watermark with acceptable quality since
the noise will be randomized and not clear 1n the recovered
signal especially 1 it was an 1mage. However, maximizing
the embedding capacity will strongly degrade the perior-
mance ol the DNN model. To control the performance-
capacity-robustness trade-ofl, the proposed scheme utilizes
the Discrete Cosine Transtorm (DCT) due its strong com-
paction property. It has been proven that the compaction
property of the DCT becomes stronger when applied to
correlated segments of data, and therefore, the proposed
technique segment the weights into correlated segments
betore applying the DCT. The experimental results have
proven the eflectiveness of the proposed DNN watermarking,
scheme as 1t 1s able to embed a 1.73 MB of data with only
a 1.4% drop in the classification accuracy of a standard
Residual Neural Network with 21 Convolutional layers.

This present invention proposes a comprehensive copy-
right protection technique to overcome challenging intellec-
tual property attacks on DNNs. The proposed technique
utilizes digital watermarking concepts, which are widely
adopted to protect the copyright of multimedia data. The
proposed DNN watermarking technique suggests embed-
ding part of the watermark in some selected redundant
clements of the DNN model. A challenging problem that
faces watermarking algorithms 1s to hide the watermark
without compromising the performance of the DNN. Includ-
ing DNNs that are highly optimized, they contain some
percentage of redundancy. The secret watermark should
ideally replace the existing redundancy. Concepts from
Information Theory and Signal Processing are used to quan-
tify the amount of redundancy exists 1n a DNN model. The
proposed watermarking technique inspects the DNN struc-
ture to find less sensitive elements that are suitable to host
the watermark. Another challenging problem 1s the robust-
ness of the watermark and 1ts ability to withstand attacks.
The proposed watermark should be embedded in critical
clements of the DNN. Thus, attacks such as eliminating or
distorting the watermark would destroy the DNN and render
it unusable.

For example, training a Convolutional Neural Network
(CNN) for image classification on a large dataset such as
ImageNet, which consists of millions of 1mages, can take
several days to several weeks on multiple GPUs. The high
value of DNN models therefore makes them highly vulner-
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able to Intellectual Property (IP) attacks. The owner or an
authorized user of a commercial DNN can give or sell the
commercial DNN model to others. Users can misuse a
licensed model by claiming ownership of DNN models and
selling plagiarized Al services. In another challenging sce-
nario, the adversary can re-train or fine-tune a licensed
commercial DNN model and sell the modified version on the
market. Thus, copyright protection of commercial DNN
models 1s an important service that will help large compa-
nies and enterprises to protect their mtellectual property in
machine learning. The concept of marking digital multime-
dia content to protect its copyright 1s called digital water-
marking. Digital watermarking consists of two phases:
watermark embedding and watermark verification.

In the embedding phase, a watermark (1dentification
information) 1s embedded into the carrier data, 1.e., the data
to be protected, using an embedding algorithm. If the
multimedia 1s stolen by adversaries, the owner can extract
the watermark in the watermark verfication phase and
present the extracted watermark as proof of ownership.
Watermarking 1s widely used 1n images, audio and video.
Inspired by this concept, watermarking has been applied to
DNN models to protect the intellectual property of DNNs.
Theretore, 1f a watermarked DNN model is stolen, the model
owner can prove his ownership of the model. However,
watermarking DNNs 1s not the same as watermarking mul-
timedia due to their diflerent nature, so traditional water-
marking algorithms are not directly applicable. The research
area ol protecting the intellectual property of DNNs 1s a
relatively new research area, and thus several weaknesses
and challenges are net not yet solved. The objective of the
present 1nvention 1s to implement a novel comprehensive
watermarking technique that has the ability to overcome and
resist various intellectual property attacks. The simple detec-
tion ol a watermark 1n a DNN by an adversary 1s an attack.
Detecting the presence of a watermark 1n a stolen model
gives an adversary the opportunity to adapt the behavior of
the model to avoid detection of the watermark by the
legitimate party. Another type of watermark attack 1s water-
mark removal. An adversary could also try to remove the
watermark completely from a stolen model. The proposed
watermark should be embedded 1n critical elements of the
DNN. Thus, attacks such as removing or distorting the
watermark would destroy the DNN and render it unusable.
Another challenge 1s to provide the intellectual property
protection service throughout the DNN network. In other
words, the embedded watermark should cover most of the
DNN model. Spanning the watermark on the DNN model 1s
important to counter the pruning attack, where the attacker
removes less important neurons in an attempt to destroy
possible watermarks hidden 1n such an area. Another sce-
nario where spanning can help 1s when an attacker copies
part of the DNN model. Since the watermark 1s distributed
throughout the DNN model, the watermark will still exist
within the copied part of the DNN model, and therefore the
ownership of the copied DNN can still be verified. However,
the spanning process simply means that more data 1s hidden
in the DNN model.

There 1s a well-known trade-oil between the hiding capac-
ity and the performance of the watermarked DNN model.
Generally, hiding 1s performed by replacing some part of the
DNN model with the watermark data. Naturally, the more
data hidden, the more the deterioration of the structure of the
DNN model, and therefore, reduced performance. The Dis-
crete Cosine Transform (DCT) has been previously pro-
posed as a preferred tool to deal with the capacity-pertor-
mance trade-ofl. The DC'T 1s a Fourier-related transform that
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can break a time-domain signal into 1ts primary cosine
functions oscillating at different frequencies. The DCT
transform 1s famous for its strong energy compaction prop-
erty. It has the ability to compress a signal within a few
significant coellicients leaving a substantial number of 1nsig-
nificant coeflicients. Moreover, 1t has been known that the
compaction property of the DCT 1s stronger when applied to
homogeneous data.

In accordance with the present invention, an essential
requirement for a successiul watermarking system 1s to be
able to embed robust watermarks that can resist attacks. A
dangerous attack 1s the attempt of an adversary to com-
pletely remove the embedded watermark. To prevent ben-
efiting from removing the watermark, the proposed water-
marking technique tend to embed the watermark 1n a way in
which removing the watermark will destroy the DNN
model, and thus making the DNN model usefulness. To
achieve this objective, the proposed DNN watermarking
scheme embeds the watermark signal in many different
sectors of the DNN model. This 1s done by utilizing a
randomization technique and store the watermark signal in
selected segments determined by the randomization tech-
nique. Since the watermark 1s embedded “everywhere”, the
attempt of removing the watermark will destroy the whole
DNN model. Another benefit of spreading the watermark
over the DNN network 1s to be able to provide copyright
protection services on the whole DNN model. However,
increasing the amount of hidden data will naturally affect the
performance of the DNN model. The three opposing attri-
butes, the hiding capacity, the robustness, and the perfor-
mance form together a trade-oil problem. To overcome this
trade-ofl challenge, the proposed DNN watermarking
scheme adopts the DCT transform to benefit from 1ts strong
energy compaction property. This DCT property has the
ability to express a signal within a few significant DCT
coellicients, leaving a large number of 1nsignificant coetli-
cients that can host the secret data. Following the fact that
the compaction property of the DCT 1s stronger when
applied to homogeneous data, the proposed DNN water-
marking scheme tend to extract the weight 1n a vector and
segment them into correlated segments. Applying the DCT
on these correlated segments ensures powering the compac-
tion property of the DCT, and thus, hiding more data while
preserving the performance of the DNN model.

A data hiding method 1s hereby proposed based on the
rationale of exploiting the redundant information of a deep
learning model by lhiding a digital watermark 1n all or some
of the redundant elements of the machine learning model
comprising the steps of extracting the weights of the
machine learming model, creating homogeneous segments
out of the extracted weights, transforming the weights into
a Irequency domain, identifying the insignificant coetl-
cients, selecting a watermark signal, replacing the 1nsignifi-
cant coellicients with the watermark signal and transforming
the modified weights back to the native domain. The robust-
ness level may be enhanced by randomizing the watermark
signal before embedding. Furthermore, the robustness level
can be further maximized by maximizing the capacity and
span the watermark over the whole DNN model. The hiding
capacity can be maximized by utilizing the Discrete Cosine
Transtorm (DCT) as the transformation technique. The
hiding capacity can be further maximized by applying the
DCT transtorm on homogenous segments.

In another embodiment, a watermark extraction method
performed 1n an inverse procedure of the hiding method 1s
proposed comprising the steps of extracting the weights of
the deep learning model, creating homogeneous segments
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out of the extracted weights, transforming the weights nto
a Irequency domain, i1dentifying the insignificant coetl-
cients, and extracting the watermark from the coeflicients
located at the locations of embedding. Also disclosed 1s a
method to automatically 1dentity the insignificant frequency
coellicients C from a vector of frequency coeflicients V. The
proposed method consists of selecting a JPEG quantization
matrix, normalizing the JPEG quantization matrix Q,
extracting the diagonal of the matrix and resizing the diago-
nal of the matrix (d) to match the size of the frequency
coellicients vector V, followed by dividing the resized vector
d' by the frequency coeflicients element by element, tlooring
the resultant vector div (div'), finding the indices of the zeros
in the floored resultant vector div' (Loc) and then extracting
the frequency coeflicients at Loc.

In another embodiment of the present invention, a method
to automatically segment a vector ol weights comprising
constructing a sub-vector which includes the first two
weights, checking the homogeneity level of the sub-vector,
adding the next weight from the orniginal vector to the
sub-vector 1f the sub-vector 1s still homogenous, while
creating a new sub-vector 1f the sub-vector 1s heterogenous.
The homogeneity level 1s determined by comparing a pre-
defined threshold value with the difference between the
maximum and minimum values of the sub-vector. A method
1s also proposed to help the watermark signal to blend nto
the surrounding coeflicients 1n the transform domain com-
prising inspecting the average value of the surrounding
coellicients and scaling the watermark to match the average
value of the surrounding coeflicients.

FIG. 1 illustrates a general block-diagram of the proposed
DNN watermarking scheme. The steps shown in FIG. 1
comprise mnitially selecting random weights. The first step 1s
to use a randomization technique to select weights from
random positions. For example, the Linear Congruential
Generator (LCG) random sequence X 1s obtained using the
following equation:

X, =(aX +c)mod m

H

Equation (1)

wherein m 1s the length of the vector, O0<a<m, O<c<m, m and
¢ are relatively prime, a—1 1s advisable by all prime factors
of m and a-1 1s divisible by 4 if m 1s divisible by 4.

This 1s followed by the step of reshaping to 1D vector. The
weights that are located at X locations founded by LCG
(equation 1) are grouped and listed 1n a 1D vector. The third
step 1ncludes Segment-Growing, the objective of this step
being segmenting the 1D vector into homogeneous seg-
ments. An example of the segment-growing technique 1s
illustrated 1n FIG. 2. This segmentation technique starts by
grouping weights sequentially. The algorithm keeps adding
new weights mto the group until the homogeneity critena
fails. Once heterogeneity 1s detected, the algorithm removes
the newly added weight from the group and starts with 1t a
new group (segment). This process 1s repeated iteratively
until the end of the 1D vector. The homogeneity critena are
founded by inspecting the difference between the highest
and the lowest values 1n a group. If the difference 1s lower
than a pre-defined threshold, then the group 1s assumed to be
homogeneous. Similarly, 1f the difference 1s higher than the
pre-defined threshold, then the group 1s assumed to be
heterogeneous.

The next step includes applying DCT, the reason of
segmenting the 1D vector into correlated segments 15 to
insure maximizing the strong compaction property of the
DCT as it has been found that the DCT compaction property
becomes stronger when applied to a correlated set of data.
The DCT 1s calculated using:
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_ TT 1
Y, = Ziﬂlynmslﬁ(n + E]k]

Equation (2)

wherek=0,1,2,...,N-1 and Y, 1s the k™ DCT output while
y . 1s the time-domain sample at n. Next, hiding 1s performed
in the magnitude of the DCT extracted while the DCT phase
1s kept intact. There are several scientific reports which
indicate that the phase spectrum preserves more critical
information about the signal, and therefore, 1t 1s useful to
keep the phase spectrum intact.

In the next step Quantization, this process 1s used to find
the 1nsignificant coefficients. The quantization process used
in this invention 1s inspired by the JPEG quanfization
process. For 1images, the significant coefficients are packed
into the top-left corner of the DCT. To filter out the signifi-
cant coefficients, the quantization process divides the DCT
matrix with a designed standard quantization matrix. The
quantization matrix has low values towards the top-left
corner of the matrix, while the values increase towards the
bottom-right corner. The standard quantization matrix used
in accordance with the present invention 1s:

16 11 10 16 24 40 S1 61 ° Equation (3)
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
C=118 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99

Since the DCT vector to be quantized 1s a 1D vector, the
diagonal of the main standard matrix 1s extracted:

O =diag{(} Equation (4)

O =[16 12 16 29 68 104 120 99] Equation (5)

Next, the Q, vector 1s rescaled to be 1n range [0-1]:

(.=[0.04 0 0.04 0.18 0.52 0.86 1 0.81]

After that, the DCT segment will be divided element-by-
element by Q.. However, to have valid division, the vector
Q. 1s first rescaled to match the length of the DCT segment:

7
r=s\} 0,

Equation (6)

Equation (7)

The division resultant vector r 1s inspected for low values.
The locations of values less than a pre-defined threshold 1n
r are the locations of the insignificant coefficients in the DCT
vector s. The following step includes watermark insertion,
wherein the watermark 1s inserted by replacing the insig-
nificant DCT coefficients which were located in the previous
quantization step. The next step includes applying Inverse
DCT (IDCT), wherein after hiding the watermark signal, the
IDCT 1s applied to the segments to obtain the weight. First,
the intact DCT phase (ED) 1s joined with the modified DCT
amplitude A to obtain the full DCT signal D:

D=A.cos(Q)

Equation (8)

Then, the IDCT 1s applied using the following equation:

i 1
Yﬁms[—(n + —)k]
N 2

where n=0, 1, 2,...,K-1,y,,1s the n”* time-domain output
while Y, 1s the DCT value at n. Subsequently, the weights

2 N_1 Equation (9)
Vi = EZ?‘IID
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are placed into original locations, wherein the modified
welghts are re-located back into their original locations
which were selected by the randomization technique.

FIGS. 3A-3D depict extracting the watermark after
attacking the DNN. The notation P refers to the classification
accuracy of the DNN after the attack. Even though the DNN
model was destroyed after the dense attack (P=32.3%), the
watermark was still undamaged and extractable. Naturally,
the performance of a DNN model will drop after embedding
a watermark. On the other hand, the inserted watermark
should be robust against attacks to be able to provide
copyright protection service. Accordingly, in the present
invention, performance of the proposed DNN technique 1s
examined based on the accuracy drop rate and robustness
level. The proposed DNN watermarking scheme 1s tested
using a residual neural network. The structure of the residual
neural network consists of 21 Convolutional layers. The
residual network 1s trained using CIFAR-10 data set which
contains 60000 32-by-32 RGB 1mage.

Considering on the robustness attribute of the proposed
watermarking technique, the robustness attribute refers to
the ability to extract the watermark even after an adversary
attacks the DNN model. Pruning attack 1s an example of a
watermark removal attack. In a pruning attack, the less
important DNN elements are inspected and removed from
the DNN model. The rationale of the pruning attack 1s that
hiding 1s usually performed in less significant parameters of
the network, and thus, by removing such parameters, there
1s a chance that the watermark will be destroyed if it exists.
To show the high robustness level of the proposed water-
marking scheme, this experiment goes beyond pruning
attack, by heavily attacking the DNN model in order to
destroy the watermark. The attack 1s a removal attack where
a number of weights are completely destroyed in order to
destroy the watermark. It 1s important for the attacker to be
able to remove the watermark without significantly affecting
the classification performance of the DNN. It 1s clear from
the results of experimental results that for all cases the
watermark signal was still extractable 1n a good quality. The
interesting result 1s that even though when densely attacking
the DNN model with 4% removal rate and destroying the
DNN model (drop to 32.3% classification accuracy), the
watermark was still solid and extractable. Such attack can-
not benefit the adversary because the DNN model 1is
destroyed and cannot be used anymore.

The high robustness level of the inserted watermark 1s
justified 1nto two reasons. The first reason 1s related to the
high embedding capacity of the proposed scheme which
allowed for hiding a large-sized watermark signal. Due to
the big size of the watermark signal, the watermark has
successiully spanned the entire DNN model, and therefore,
destroying part of the DNN model will not significantly
affect the embedded watermark signal. The second reason 1s
the randomization of the watermark signal. The watermark
signal 1s first randomized and then embedded. In other
words, the watermark 1s scattered into different parts of the
DNN. Therefore, destroying a part of the DNN model will
destroy secret bits from scattered locations in the watermark.
Since the noise 1s scattered 1n the signal and not concentrated
within a region, the degradation 1n the quality of the water-
mark signal will not be clear especially if 1t was an 1mage.

Considering the Classification Accuracy Drop (examining
performance of the proposed DNN watermarking scheme 1n
terms of the accuracy drop), the insertion of the watermark
1s performed by manipulating the structure of the DNN
model, and therefore, it 1s natural to experience a drop 1n the
accuracy of the classification process. Table 1 shows the
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ellect of embedding the watermark on the accuracy of the
DNN. It 1s clear from Table I that the proposed scheme can
embed a large-sized watermark with negligible effect of the
performance of the DNN model. The embedding rate may
reach up to hide a watermark of size 1.73 MB with only a
1.4% drop 1n the classification accuracy of the DNN. The
reason of the high hiding capacity achieved without highly
allecting the classification accuracy is related to the seg-
mentation process that obtained homogeneous segments. By
applying the DCT on such homogeneous segments, the
compaction property of the DCT becomes stronger, and
thus, more data can be hidden without significantly affect the
quality of the DNN model. The other noticeable fact that the
segment-growing threshold has direct eflect on the embed-
ding capacity. Increasing the threshold value decreases the
embedding capacity. The reason 1s also attributed to the
compaction property. By increasing the threshold value, the
correlation criteria become looser. Therefore, weaker com-
paction property of the DCT results in lower embedding
capacities.

TABLE 1

The drop 1n the classification accuracy of the DNN
after watermarking under different hiding capacities

Classification Accuracy

Threshold Original With Watermark Drop  Hiding Capacity
0.01 97.5% 96.1% 1.4% 1.73 Mb
0.05 97.5% 95.3% 2 2% 1.71 Mb
0.10 97.5% 96.5% 1.0% 1.69 Mb
0.20 97.5% 95.6% 1.9% 1.48 Mb
0.30 97.5% 96.2% 1.3% 1.29 Mb
0.40 97.5% 95.4% 2 1% 1.17 Mb
0.50 97.5% 95.8% 1.7% 1.09 Mb
0.60 97.5% 95.6% 1.9% 1.05 Mb
0.70 97.5% 96.2% 1.3% 0 88 Mb
0.80 97.5% 96.4% 1.1% 0.66 Mb
0.90 97.5% 96.2% 1.3% 0.44 Mb

In another embodiment, the proposed watermarking
scheme can be applied on different DNN models and adapt-
ing the proposed technmique to different neural network
models.

It will be apparent to those skilled in the art that various
modifications and varnations can be made in the present
invention without departing from the spirit or scope of the
inventions. Thus, it 1s intended that the present invention
covers the modifications and varnations of this mnvention
provided they come within the scope of the appended claims
and their equivalents. The disclosures and the description
herein are intended to be 1llustrative and are not 1n any sense
limiting the invention, defined 1n scope by the following
claims.

Many changes, modifications, variations and other uses
and applications of the subject invention will become appar-
ent to those skilled 1n the art after considering this specifi-
cation and the accompanying drawings, which disclose the
preferred embodiments thereof. All such changes, modifi-
cations, variations and other uses and applications, which do
not depart from the spirit and scope of the invention, are
deemed to be covered by the invention, which i1s to be
limited only by the claims which follow.
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The mnvention claimed 1s:

1. A method of data hiding based on exploiting redundant
information of a deep machine learning model, the method
comprising:

extracting weights of the deep machine learning model;

creating homogeneous segments out of the extracted
welghts;

transforming the extracted weights into a frequency

domain;

identifying 1nsignificant coeflicients of the frequency

domain and replacing the mnsigmificant coetl

icients with
a watermark signal; and transforming the modified
welghts back to a native domain,

adopting a discrete cosine transform (DCT) to express the

deep neural network (DNN) weights vector within
significant DCT coeflicients, leaving a plurality of the
insignificant coetlicients to host part of a digital water-
mark,

strengthening a compaction property of the DCT when

applied to correlated segments of data, and therefore,
welghts are segmented into correlated segments belfore
applying the DCT.

2. The method of claim 1, wherein the watermark signal
1s randomized before embedding to increase robustness of
the watermark signal.

3. The method of claim 1, wherein the step of creating
homogenous segments further comprises:

constructing a sub-vector which includes a first two

welghts, checking a homogeneity level of the sub-
vector and adding a next weight from an original vector
to the sub-vector 11 the sub-vector 1s still homogenous,
while creating a new sub-vector 1f the sub-vector is
heterogenous.

4. The method of claim 3, wherein the homogeneity level

1s determined by comparing a pre-defined threshold value
with a diil

erence between the maximum and minimum
values of the sub-vector.

5. A method of data hiding based on automatically 1den-
tifying insignificant frequency coeflicients C from a vector

of frequency coellicients V, the method comprising the steps
of:

selecting a JPEG quantization matrix (Q and normalizing
the JPEG quantization matrix Q;

extracting a diagonal of the matrix Q and resizing the
diagonal of the matrix to match the size of the vector of
frequency coetlicients V;

dividing the resized vector d' by the frequency coeflicients
clement by element, and flooring the resultant vector
div (div');

finding 1ndices of zeros 1n the floored resultant vector div'
(Loc) and extracting the frequency coeih

1cients at Loc;

adopting a discrete cosine transiform (DCT) to express a
deep neural network (DNN) weights vector within
significant DCT coethicients, leaving a plurality of
isignificant coeflicients to host part of a digital water-
mark,

strengthening a compaction property of the DCT when
applied to correlated segments of data, and therefore,
welghts are segmented into correlated segments belfore
applying the DCT.
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