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405

PERIODICALLY RETRIEVE, FROM ONE OR MORE SOURCES,
APPLICATION INFORMATION FOR ONE OR MORE APPLICATIONS
HOSTED ON A SERVER WITHIN THE ENTERPRISE NETWORK

PERIODICALLY GENERATE, BASED ON THE APPLICATION 410
INFORMATION, A DIGITAL DOG TAG FILE FOR THE SERVER THAT

INCLUDES RECOVERY INFORMATION FOR THE APPLICATIONS HOSTED
ON THE SERVER

415

SEND THE DIGITAL DOG TAG FILE FOR LOCAL STORAGE AT A
PREDEFINED LOCATION ON THE GIVEN COMPUTING DEVICE

FIG. 4
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AUTOMATED RECOVERY OF
APPLICATIONS FOR NETWORK FAILURES

This application 1s a divisional filing of U.S. patent
application Ser. No. 17/497,459, filed 8 Oct. 2021, the entire
contents of which 1s incorporated herein by reference.

TECHNICAL FIELD

This disclosure relates to computer networks, and more
specifically, to management of applications running on com-
puting devices within a network.

BACKGROUND

Enterprise networks, especially large enterprise networks,
require significant efforts to maintain and admimster. Such
networks typically host many different types of applications
and systems, each of which may evolve through continual
updates, modifications, and bug fixes. In addition, such
networks may host the different types of applications and
systems on the mainframe and/or at multiple geographically-
disparate data centers. One or more centralized tools may be
used to monitor and maintain the applications and systems
running in remote locations within the enterprise network.
The centralized tools may include a software patch manager
configured to push software patches including the updates,
modifications, and/or bug fixes to the appropriate applica-
tions and systems. The centralized tools may also include
one or more enterprise monitoring tools configured to per-
form application discovery and/or build recovery plans used
to respond to adverse events (e.g., application or data center
tailures).

SUMMARY

This disclosure describes an enterprise network including
a centralized application management system configured to
automatically generate digital dog tag files for local storage
on each computing device of a plurality of computing
devices (e.g., data center servers) within the enterprise
network. A digital dog tag file generated for a given server
may comprise a minimum viable text file or other file format
that includes recovery information for one or more applica-
tions hosted on the given server. The recovery information
for a respective application may enable decentralized recov-
ery of the respective application either on the given server or
on another server within the enterprise network. The recov-
ery information for the respective application may at least
include one or more of a service type provided by the
respective application, contact information of an application
manager for the respective application, and application
dependencies comprising resources enabling the respective
application to operate.

The application management system may include auto-
mation tools configured to periodically retrieve application
information for the one or more applications from one or
more sources within the enterprise network, periodically
generate the digital dog tag file for the given server based on
the application information, and send the digital dog tag file
tor local storage at a predefined location on the given server.
In some examples, a periodic interval for updating and
replacing the contents of the digital dog tag file may be daily,
weekly, monthly, or the like. The enterprise network may
turther include a computing device locally connected to the
plurality of servers within a data center. In response to a
tailure within the enterprise network, the computing device
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1s configured to access the given server that includes the
digital dog tag file, read the digital dog tag file from the
given server, and 1struct recovery of at least one application
based on the recovery information included in the digital
dog tag file for the given server.

The techniques described 1n this disclosure provide one or
more technical advantages and practical applications. For
example, conventional tools for application discovery and/or
recovery plan generation and execution comprise central-
1zed tools that require remote access to data centers of the
enterprise network. In scenarios involving a single point of
failure, a network outage, or loss of remote access to the data
centers, the centralized tools may be unavailable or inac-
cessible, and thus unusable for application recovery after the
failure. According to the disclosed techniques, a centralized
application management system uses automation tools to
automatically generate digital dog tag files for local storage
on one or more servers within each data center of the
enterprise network. The digital dog tag files are generated to
at least include the mimnimum amount of information needed
to reestablish or recover applications that were running on
the servers. Such a digital dog tag file may be useful in the
scenarios described above where an existing centralized tool
1s unavailable or inaccessible. In these scenarios, adminis-
trators may use a computing device to locally access the
digital dog tag files stored on the servers within the data
center and instruct recovery of the applications on the
servers within the data center or on servers within another
data center i order to quickly resume operation.

In one example, this disclosure 1s directed to a computing
system within an enterprise network, the computing system
comprising a storage device and processing circuitry having
access to the storage device. The processing circuitry con-
figured to periodically retrieve, from one or more sources
within the enterprise network, application information for
one or more applications hosted on a given computing
device of a plurality of computing devices within the enter-
prise network; periodically generate, based on the applica-
tion information, a digital dog tag file for the given com-
puting device that includes recovery information for the one
or more applications hosted on the given computing device;
and send the digital dog tag file for local storage at a
predefined location on the given computing device.

In another example, this disclosure 1s directed to a method
comprising periodically retrieving, by a computing system
within an enterprise network and from one or more sources
within the enterprise network, application information for
one or more applications hosted on a given computing
device of a plurality of computing devices within the enter-
prise network; periodically generating, by the computing
system and based on the application information, a digital
dog tag file for the given computing device that includes
recovery information for the one or more applications hosted
on the given computing device; and sending, by the com-
puting system, the digital dog tag file for local storage at a
predefined location on the given computing device.

In a further example, this disclosure 1s directed to a
computing device within a data center of an enterprise
network, the computing device comprising a storage device,
one or more interfaces that are locally connected to each
server of a plurality of servers within the data center, and
processing circuitry having access to the storage device. The
processing circuitry configured to: 1n response to a failure
within the enterprise network, access, over one of the
interfaces, at least one server of the plurality of servers that
includes a digital dog tag file stored at a predefined location
on the server, wherein the digital dog tag file for the server
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includes recovery information for one or more applications
hosted on the server; read the digital dog tag file from the
predefined location on the server; and 1nstruct recovery of at
least one application of the one or more applications hosted
on the server based on the recovery information included 1n
the digital dog tag file for the server.

The details of one or more examples of the disclosure are
set forth 1n the accompanying drawings and the description
below. Other features, objects, and advantages of the dis-
closure will be apparent from the description and drawings,
and from the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram illustrating an example enter-
prise network including a centralized application manage-
ment system configured to generate digital dog tag files for
local storage on each computing device of a plurality of
computing devices within the enterprise network, in accor-
dance with one or more aspects of the present disclosure.

FIG. 2 1s a block diagram illustrating an example com-
puting system executing a dog tag file agent configured to
generate and push digital dog tag files for local storage on
computing devices, 1n accordance with one or more aspects
of the present disclosure.

FIG. 3 1s a block diagram illustrating a portion of a data
center including a server having a locally stored digital dog
tag file and a computing device configured to read the digital
dog tag file, 1n accordance with one or more aspects of the
present disclosure.

FIG. 4 15 a flow diagram 1llustrating example operations
performed by a computing system executing a dog tag file
agent, 1n accordance with one or more aspects of the present
disclosure.

FIG. 5 15 a flow diagram 1llustrating example operations
performed by a computing device executing a dog tag file
read engine, 1n accordance with one or more aspects of the
present disclosure.

DETAILED DESCRIPTION

FIG. 1 1s a block diagram illustrating an example enter-
prise network 100 including a centralized application man-
agement system 110 configured to generate digital dog tag
files for local storage on each computing device of a
plurality of computing devices within enterprise network
100, 1n accordance with one or more aspects of the present
disclosure. Enterprise network 100 may be a large-scale
enterprise network used or administered by a large organi-
zation, such as a financial 1nstitution, bank, medical facility,
or other type of large orgamization, which will commonly
rely on significant computing resources. For some large
organizations, the required computing resources are pro-
vided through multiple data centers deployed within the
enterprise network.

Accordingly, as illustrated 1n FIG. 1, enterprise network
100 1s generally characterized by multiple data centers
102A-102M (collectively, “data centers 102””) and central-
ized application management system 110. Computing
devices within each of data centers 102 may host enterprise
applications, and provide a platform for execution of appli-
cations and services provided to users ol user devices
116 A-116N (collectively, “user devices 116). User devices
116 may interact with data centers 102 through network 114.
One or more client devices 116 may be operated by users of
enterprise network 100, and may access functionality of
enterprise network 100, generally provided by data centers
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4

102. In some examples, each of data centers 102 may be
located 1n a geographically-disparate location in order to
provide high-speed services to user devices 116 1n the same
geographic location.

Application management system 110 comprises a com-
puting system configured to execute one or more tools to
perform application discovery and/or recovery plan genera-
tion and execution with respect to the applications hosted on
the computing devices within each of data centers 102. As
illustrated 1n FIG. 1, application management system 110
includes a dog tag file agent 122, one or more centralized
tools 124, and an enterprise data store 128. Application
management system 110 may interact with data centers 102
through network 112. As each of data centers 102 may be
located 1n a geographically-disparate location, application
management system 110 typically requires Internet Service
Provider (ISP) connectivity to gain remote access to data
centers 102 via network 112.

Each of the networks illustrated in FIG. 1 (e.g., network
114 and network 112) may include or represent any public
or private communications network or other network. One
or more client devices, server devices, or other devices may
transmit and recerve data, commands, control signals, and/or
other information across such networks using any suitable
communication techniques. In some examples, network 114
or network 112 may be a separate network, as 1llustrated 1n
FIG. 1, or one or more of such networks may be a subnet-
work of another network. In other examples, two or more of
such networks may be combined into a single network;
further, one or more of such networks may be, or may be part
of, the Internet. Accordingly, one or more of the devices or
systems 1illustrated 1n FIG. 1 may be 1n a remote location
relative to one or more other 1llustrated devices or systems.
Networks 114 and 112 illustrated 1n FIG. 1 may 1nclude one
or more network hubs, network switches, network routers,
network links, satellite dishes, or any other network equip-
ment. Such devices or components may be operatively
inter-coupled, thereby providing for the exchange of infor-
mation between computers, devices, or other components
(e.g., between one or more user devices or systems and one
or more server devices or systems).

In accordance with the disclosed techniques, data center
102 A includes one or more computing devices, €.g., servers
108A-108K (collectively, “servers 108”), configured to
execute sets of applications 104A-104K (collectively,
“applications 104””) and store digital dog tag files 106A-
106K (collectively, “dog tag files 106”"). In addition, data
center 102A includes an administrator device 118 and 1n
some examples a dedicated read server 120, each of which
may comprise a computing device having interfaces that are
locally connected to each of servers 108 within data center
102A. For ease of illustration, only the applications 104 and
dog tag files 106 within servers 108, the admin device 118,
and the read server 120 of data center 102A are illustrated 1n
FIG. 1. It should be understood that similar sets of comput-
ing devices and servers executing applications and storing
digital dog tag files may be included within each of data
centers 102B-102M.

Application management system 110 may receive inter-
actions from console 126 via network 112 and may perform
functions in response to input received from console 126.
Application management system 110 and/or tools runmng
within application management system 110 may communi-
cate with and/or have access to enterprise data store 128.
Enterprise data store 128 may represent any suitable data
structure or storage medium for storing information related
to enterprise network 100 or systems, devices, or applica-
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tions included within enterprise network 100. In some
examples, enterprise data store 128 may represent a system
of record associated with an enterprise network 100, which
may serve as an authorntative data source for at least some
data pertaining to enterprise network 100, or pertaining to
the operations of the business, organization, or other entity
that administers enterprise network 100.

In some examples, enterprise data store 128 may be
updated and/or maintained by application management sys-
tem 110. The information stored 1n enterprise data store 128
may be searchable and/or categorized such that one or more
tools within application management system 110 may pro-
vide an input requesting information from enterprise data
store 128, and 1n response to the mput, receive imnformation
stored within enterprise data store 128. Enterprise data store
128 may 1include one or more application information
records, and in some examples one or more customer-facing
services records. In some examples, as illustrated 1n FIG. 1,
aspects of enterprise data store 128 may be included within
application management system 110. In other examples,
some or all of enterprise data store 128 may be accessed
through a separate system and/or network 112.

In operation, application management system 110
receives mformation for an application, e.g., one of appli-
cations 104A, that 1s deployed, stored, and/or executing
within one or more data centers 102. For instance, for an
enterprise that has multiple lines of business, each line of
business may develop applications for execution on the
shared enterprise network 100 (e.g., within one or more of
data centers 102) used by each line of business within the
enterprise. Typically, each such line of business 1s respon-
sible for maintaiming certain information for any applica-
tions that are used by that line of business from sunrise of the
application (1nitial development of the application) to sunset
of the application (phasing out or shutting down of redun-
dant or obsolete business applications).

For instance, each line of business may maintain, for each
application, a service type provided by the application (e.g.,
whether 1t 1s a customer-facing service, a front-end service,
a back-end service, or the like), contact information of a list
ol application managers for the respective application (e.g.,
email addresses or phone numbers), and/or a list of resources
needed by the application for proper performance (e.g.,
CPU, memory, and other resource requirements). Each line
of business may also maintain a list of application depen-
dencies (e.g., data required, internal hardware, software,
and/or databases required for operation) that the enterprise
application relies upon to operate eflectively and perform
services on behall of user devices 116. Finally, each line of
business may also maintain further information about the
enterprise application, including how it 1s deployed, usage
patterns, and/or historical information. Maintenance of such
information may involve creating and updating one or more
application information records included within enterprise
data store 128 for enterprise network 100 1llustrated in FIG.
1.

In some examples, each line of business may further
maintain, for each application, an indication of the criticality
of the application and/or of the service provided by the
application. For example, the indication may comprise a
recovery time objective (RTO) of the application, which
may range from O being most critical and 10 being least
critical. In some further examples, each line of business may
further maintain information on customer-facing services
comprising an ordered list of two or more enterprise appli-
cations that are used to perform a given customer-facing
service. For example, for the given customer-facing service,
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6

the ordered list may indicate a customer route or customer
journey through the two or more enterprise applications.

Application management system 110 may receive infor-
mation about applications from the line of business or other
source through console 126, or through another channel or
system. As changes, modifications, or updates to enterprise
applications are made, application management system 110
may receive further information about the one of enterprise
applications 104A. As the enterprise application evolves
during 1ts lifecycle, application management system 110
may use such further information to update enterprise data
store 128, and may include some or all of such information
within the application information records and/or the cus-
tomer-facing services records. Accordingly, 1 some
examples, a business or other entity may maintain enterprise
data store 128 and keep within enterprise data store 128
up-to-date information about some or all of the many
enterprise applications that may execute within data centers
102.

When enterprise applications 104A are deployed and 1n
use, e.g., within server 108A of data center 102 A, enterprise
applications 104A are accessible to one or more of user
devices 116 that may request that enterprise applications
104 A perform services on their behalf. For instance, in one
example, one or more of user devices 116 may interact with
server 108 A executing enterprise applications 104 A within
data center 102A. At least one of enterprise applications
104 A may receive one or more indications of mnput that it
determines correspond to input from a user of a user device,
¢.g., user device 116 A. In response to the input, the one of
enterprise applications 104 A causes server 108 A to perform
operations and services on behalf of the user of client device
116A.

Centralized tools 124 of application management system
110 may include one or more conventional centralized tools
used to monitor and maintain the applications and systems
running in remote locations within enterprise network 100.
In some examples, centralized tools 124 may 1include a
software patch manager configured to push software patches
including updates, modifications, and/or bug fixes to the
appropriate applications and systems. In other examples,
centralized tools 124 may include one or more enterprise
monitoring tools configured to perform application discov-
ery and/or recovery plan generation and execution with
respect to applications hosted on the computing devices
within each of data centers 102, e.g., applications 104 on
servers 108 within data center 102A, used to respond to
adverse events. For example, after a loss of communication
or failed connectivity between data centers 102 (but not
between data center 102A and centralized application man-
agement system 110), one or more of centralized tools 124
may be used to determine application ownership and recover
applications 104 on the servers 108 within the data center
102 A through remote access to data center 102 A via network
112.

In scenarios involving a single point of failure, a network
outage, or loss of remote access to the data centers (e.g., an
ISP failure), centralized tools 124 may be unavailable or
inaccessible, and thus unusable for application recovery
alter the failure. Conventionally, without access to central-
1zed tools 124 wvia network 112, administrators of data
centers 102 have no way to know what applications or
services each server hosted, application managers for the
hosted applications or services, and/or application depen-
dencies enabling the applications or services to operate. As
such, until connectivity and remote access are restored
between data centers 102 and centralized tools 124 wvia
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network 112, recovery of applications or services may be
difficult or impossible, resulting in longer downtimes for, 1n
some cases, enterprise-critical, customer-facing services.

According to the techniques described 1n this disclosure,
application management system 110 includes dog tag file
agent 122 executing one or more automation tools to auto-
matically generate digital dog tag files for local storage on
one or more servers within data centers 102 of enterprise
network 100. For example, dog tag file agent 122 automati-
cally generates each of dog tag files 106A-106K for a
respective one of servers 108A-108K, and sends or pushes
cach of dog tag files 106 A-106K for local storage on the
appropriate one of servers 108A-108K.

As an example, digital dog tag file 106 A generated for
server 108A may comprise a mimmimum viable text file or
other file format that includes recovery information for one
or more applications 104A hosted on server 108A. The
recovery information for a respective application of appli-
cations 104A may enable decentralized recovery of the
respective application either on server 108A or on another
server within the enterprise network 100, e.g., another one of
servers 108 within data center 102 A or another server within
one of data centers 102B-102M. The recovery information
for the respective application may at least include one or
more of a service type provided by the respective applica-
tion, contact information of an application manager for the
respective application, and application dependencies com-
prising resources enabling the respective application to
operate.

To automatically generate digital dog tag file 106 A for
server 108 A, for example, dog tag file agent 122 of appli-
cation management system 110 executes automation tools
configured to periodically retrieve application information
for the one or more applications 104 A hosted on server 108A
from one or more sources within enterprise network 100.
Such sources may include one or more of centralized tools
124 and/or enterprise data store 128. Dog tag file agent 122
periodically generates digital dog tag file 106 A for server
108A based on the application information. Dog tag file
agent 122 then sends the generated digital dog tag file 106 A
for local storage at a predefined location on server 108A. In
some examples, a periodic interval for updating and replac-
ing the contents of digital dog tag file 106 A may be daily,
weekly, monthly, or the like. The predefined location on
server 108 A may comprise a common location, e.g., a temp
directory or root directory, available on each server.

According to the further techmiques described in this
disclosure, 1n response to a failure within enterprise network
110, admin device 118 or read server 120 within data center
102A 1s configured to access server 108A that includes
digital dog tag file 106 A stored at the predefined location on
server 108A, read digital dog tag file 106 A from the pre-
defined location on server 108 A, and instruct recovery of at
least one application of applications 104A based on the
recovery information included in digital dog tag file 106 A
for server 108 A. In some examples, digital dog tag file 106 A
may be encrypted, included within fields of a security
certificate, or otherwise secured. In these examples, read
server 120 may initially access sever 108A and read the
secured digital dog tag file 106 A. Fither read server 120 or
admin device 118 may then instruct recovery of applications
104A based on the recovery information read from the
secured digital dog tag file 106A by read server 120. To
instruct recovery of at least one of applications 104 A, admin
device 118 may output a nofification to the administrator
indicating the recovery information for use by the adminis-
trator to 1mtiate and/or coordinate recovery of applications
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104 A. In other examples, admin device 118 may be config-
ured to automatically recover applications 104A and auto-
matically contact the administrator or an application man-
ager when manual intervention 1s needed for the recovery.

Digital dog tag file 106 A may be especially useful 1n the
scenarios 1volving a single point of failure, a network
outage, or loss of remote access to data center 102A (e.g., an
ISP failure) where existing centralized tools 124 are unavail-
able or 1maccessible. In these scenarios, administrators may
use admin device 118 and/or read server 120 to locally
access digital dog tag file 106 A stored on server 108A and
istruct recovery of the applications 104A on servers 108
within the data center 102A or on servers within another of
data centers 102B-102M 1n order to quickly resume opera-
tion of, 1n some cases, enterprise-critical, customer-facing
SErvices.

As described above, digital dog tag file 106 A 1s generated
to at least include the minimum amount of information
needed to reestablish or recover one or more applications
104 A that were running on server 108A. In some examples,
dog tag file agent 122 may be configured to generate a digital
dog tag file that includes additional recovery information for
a respective application of applications 104 A that 1s beyond
the mimmum viable information needed for application
recovery. Such additional recovery information may include
a recovery prioritization score of the respective application
and/or customer-facing service dependencies comprising
one or more other applications that are used along with the
respective application to perform a given customer-facing
Service.

In one example, dog tag file agent 122 may determine the
recovery prioritization score of the respective application
based on an RTO of the respective application retrieved from
application information records within enterprise data store
128 and/or based on other application information retrieved
from one or more of centralized tools 124. In another
example, dog tag file agent 122 may determine the cus-
tomer-facing service dependencies of the respective appli-
cation based on customer-facing services records within
enterprise data store 128 and/or based on other application
information retrieved from one or more of centralized tools
124. In these examples, the additional recovery information
for the respective application of applications 104A may
enable admin device 118 and/or read server 120 to 1nitiate,
coordinate and/or automatically perform a decentralized
chain reaction recovery of multiple applications 1n order of
priority and/or in accordance with a customer route or
customer journey through the applications for a given cus-
tomer-facing service.

In the example of FIG. 1, enterprise network 100 might
include all of the components shown in FIG. 1. Further, 1n
some examples, an enterprise network may not include
dedicated read servers within one or more of the data
centers, e.g., read server 120 within data center 102A. The
optional nature of read server 120 1s indicated through the
use of a dashed outline.

Each of the computing systems 1llustrated 1n FIG. 1 (e.g.,
application management system 110, user devices 116, con-
sole 126) may represent any suitable computing system,
such as one or more server computers, cloud computing
systems, mainirames, appliances, desktop computers, laptop
computers, mobile devices, and/or any other computing
device that may be capable of performing operations 1in
accordance with one or more aspects of the present disclo-
sure. One or more of such devices may perform operations
described herein as a result of instructions, stored on a
computer-readable storage medium, executing on one or
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more processors. The instructions may be 1n the form of
soltware stored on one or more local or remote computer
readable storage devices. In other examples, one or more of
such computing devices may perform operations using hard-
ware, firmware, or a mixture of hardware, software, and
firmware residing in and/or executing at each of such
computing devices.

FIG. 2 1s a block diagram illustrating an example com-
puting system 210 executing a dog tag file agent 222
configured to generate and push digital dog tag files for local
storage on computing devices, 1n accordance with one or
more aspects of the present disclosure. Computing system
210 may generally correspond to a device that includes
and/or implements aspects of the functionality of centralized
application management system 110 illustrated 1in FIG. 1.
Accordingly, computing system 210 executing digital dog
tag agent 222 may perform some or all of the same functions
described 1n connection with FIG. 1 as being performed by
digital dog tag agent 122 within centralized application
management system 110.

Computing system 210 may be implemented as any
suitable computing system, such as one or more server
computers, workstations, mainframes, appliances, cloud
computing systems, and/or other computing systems that
may be capable of performing operations and/or functions
described 1n accordance with one or more aspects of the
present disclosure. In some examples, computing system
210 represents a cloud computing system, server farm,
and/or server cluster (or portion thereol) that provides
services to client devices and other devices or systems.

Although computing system 210 of FIG. 2 1s illustrated as
a stand-alone device, 1n other examples computing system
210 may be implemented in any of a wide variety of ways,
and may be mmplemented using multiple devices and/or
systems. In some examples, computing system 210 may be,
or may be part of, any component, device, or system that
includes a processor or other suitable computing environ-
ment for processing information or executing software
instructions and that operates 1 accordance with one or
more aspects of the present disclosure. In some examples,
computing system 210 may be fully implemented as hard-
ware 1n one or more devices or logic elements.

In the example of FIG. 2, computing system 210 may
include one or more processors 212, one or more commus-
nication units 214, one or more 1mput/output devices 216,
and one or more storage devices 218. Storage devices 218
may include dog tag file agent 222 including a security unit
224, a dog tag file generator 226, a dog tag file manager 228,
one or more scripts 230. Storage devices 218 may further
include a record unit 250 configured to maintain one or more
of a dog tag file store 232, one or more application infor-
mation records 234, and one or more customer-facing ser-
vices records 236. In the illustrated example, storage devices
218 also include one or more centralized tools, e.g., cen-
tralized tools 124 from FIG. 1, including a patch manager
240, a compliance manager 242, and one or more enterprise
monitoring tools 246 having corresponding tool databases
248. One or more of the devices, modules, storage areas, or
other components of computing system 210 may be inter-
connected to enable inter-component communications
(physically, communicatively, and/or operatively). In some
examples, such connectivity may be provided by through
communication channels, a system bus, a network connec-
tion, an inter-process communication data structure, or any
other method for communicating data. A power source (not
shown) 1s provide power to one or more components of
computing system 210. In some examples, the power source
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may receive power from the primary alternative current
(AC) power supply 1n a commercial building or data center,
where some or all of an enterprise network may reside. In
other examples, the power source may be or may include a
battery.

One or more processors 212 of computing system 210
may implement functionality and/or execute instructions
associated with computing system 210 associated with one
or more modules illustrated herein and/or described below.
One or more processors 212 may be, may be part of, and/or
may include processing circuitry that performs operations in
accordance with one or more aspects of the present disclo-
sure. Examples of processors 212 include microprocessors,
application processors, display controllers, auxiliary proces-
sors, one or more sensor hubs, and any other hardware
configured to function as a processor, a processing unit, or
a processing device. Computing system 210 may use one or
more processors 212 to perform operations in accordance
with one or more aspects of the present disclosure using
software, hardware, firmware, or a mixture of hardware,
software, and firmware residing in and/or executing at
computing system 210.

One or more communication units 214 of computing
system 210 may communicate with devices external to
computing system 210 by transmitting and/or recerving data,
and may operate, 1n some respects, as both an iput device
and an output device. In some examples, communication
umts 214 may communicate with other devices over a
network. In other examples, communication units 214 may
send and/or recerve radio signals on a radio network such as
a cellular radio network. In other examples, communication
units 214 of computing system 210 may transmit and/or
receive satellite signals on a satellite network such as a
Global Positioning System (GPS) network. Examples of
communication units 214 include a network interface card
(e.g., such as an Ethernet card), an optical transceiver, a
radio frequency transceiver, a GPS receiver, or any other
type of device that can send and/or receive information.
Other examples of communication umts 214 may include
devices capable of communicating over Bluetooth®, GPS,
NFC, ZigBee, and cellular networks (e.g., 3G, 4G, 5G), and
Wi-F1® radios found in mobile devices as well as Universal
Serial Bus (USB) controllers and the like. Such communi-
cations may adhere to, implement, or abide by appropniate
protocols, including Transmission Control Protocol/Internet
Protocol (TCP/IP), Ethernet, Bluetooth, NFC, or other tech-
nologies or protocols.

One or more mput/output devices 216 may represent any
input or output devices ol computing system 210 not oth-
erwise separately described herein. One or more iput/
output devices 216 may generate, receive, and/or process
iput from any type of device capable of detecting nput
from a human or machine. One or more mput/output devices
216 may generate, present, and/or process output through
any type of device capable of producing output.

One or more storage devices 218 within computing sys-
tem 210 may store information for processing during opera-
tion of computing system 210. Storage devices 218 may
store program 1nstructions and/or data associated with one or
more of the modules described 1n accordance with one or
more aspects of this disclosure. One or more processors 212
and one or more storage devices 218 may provide an
operating environment or platform for such modules, which
may be implemented as software, but may 1n some examples
include any combination of hardware, firmware, and sofit-
ware. One or more processors 212 may execute instructions
and one or more storage devices 218 may store instructions
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and/or data of one or more modules. The combination of
processors 212 and storage devices 218 may retrieve, store,
and/or execute the mnstructions and/or data of one or more
applications, modules, or software. Processors 212 and/or
storage devices 218 may also be operably coupled to one or
more other software and/or hardware components, 1nclud-
ing, but not limited to, one or more of the components of
computing system 210 and/or one or more devices or
systems 1llustrated as being connected to computing system
210.

In some examples, one or more storage devices 218 are
temporary memories, meaning that a primary purpose of the
one or more storage devices 1s not long-term storage.
Storage devices 218 of computing system 210 may be
configured for short-term storage of information as volatile
memory and therefore not retain stored contents 11 deacti-
vated. Examples of volatile memories include random
access memories (RAM), dynamic random access memories
(DRAM), static random access memories (SRAM), and
other forms of volatile memories known 1n the art. Storage
devices 218, 1n some examples, also include one or more
computer-readable storage media. Storage devices 218 may
be configured to store larger amounts of information than
volatile memory. Storage devices 218 may further be con-
figured for long-term storage of information as non-volatile
memory space and retain information after activate/ofl
cycles. Examples of non-volatile memories include mag-
netic hard disks, optical discs, tloppy disks, Flash memories,
or forms of electrically programmable memories (EPROM)
or clectrically erasable and programmable (EEPROM)
memories.

According to the disclosed techniques, computing system
210 comprises a centralized application management system
of an enterprise network that has remote access to one or
more data centers ol the enterprise network. Computing,
system 210 includes dog tag file agent 222 configured to
automatically generate digital dog tag files for local storage
on each computing device of a plurality of computing
devices (e.g., data center servers) within the enterprise
network. Upon generating the digital dog tag files for each
of the computing devices, dog tag file agent 222 may record
the digital dog tag files 1n dog tag file store 232, which may
be maintained within an enterprise data store, e.g., data store
128 from FIG. 1.

A digital dog tag file generated for a respective server
includes recovery information comprising at least a mini-
mum amount of information needed to reestablish or recover
one or more applications after a failure within the enterprise
network. Such a digital dog tag file may be useful in
situations where, after the failure, one or more centralized
tools are unavailable or 1naccessible due to a single point of
tailure, network outage, or loss of remote access to one or
more data centers. In these situations, an administrator may
use a computing device locally connected to the servers at
the data center to access the digital dog tag files from the
servers and 1nstruct recovery of one or more applications
based on the recovery information included in the digital
dog tag files.

In addition, computing system 210 includes numerous
centralized tools used to monitor and maintain the applica-
tions hosted on the computing devices within each of the
data centers of the enterprise network. As 1illustrated, com-
puting system 210 including patch manager 240, compliance
manager 242, and one or more enterprise monitoring tools
246. Patch manager 240 1s configured to push soltware
patches including updates, modifications, and/or bug fixes to
the appropriate applications hosted on the computing
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devices within each of the data centers. Compliance man-
ager 242 1s configured to perform a vulnerability scan of the
applications hosted on the computing devices within each of
the data centers to vernily whether the applications are
running the latest version and/or are in compliance with
security policies. Enterprise momtoring tools 246 are con-
figured to perform application discovery and/or recovery
plan generation and execution with respect to the applica-
tions hosted on the computing devices within each of data
centers. In some examples, one or more of enterprise moni-
toring tools 246 may export, record, or otherwise store
output 1n tool databases 248. Although illustrated 1n FIG. 2
as being included within computing system 210, in other
examples, one or more of patch manager 240, compliance
manager 242, enterprise monitoring tools 246, and tool
databases 248 may be accessible to computing system 210
through a separate system.

In some examples, record unit 250 may perform functions
relating to maintaining, updating, and interacting with the
enterprise data store. Record unit 250 may maintain appli-
cation information records 234 and customer-facing services
records 236 within the enterprise data store, and may update
application information records 234, customer-facing ser-
vices records 236, and/or the enterprise data store in
response to mput. For instance, record unit 250 may receive
input from a computing device associated with one or more
lines of business. Record unit 250 may determine that the
input corresponds to information about one or more enter-
prise applications admainistered, developed, or updated by
such lines of business. Record unit 250 may also receive
input from a console, e.g., console 126 from FIG. 1, or from
another source. Record unit 250 may update application
information records 234, customer-facing services records
236, and/or the enterprise data store as enterprise applica-
tions are modified, further developed, or otherwise evolved.
Although illustrated in FIG. 2 as bemng included within
computing system 210, 1n other examples, application infor-
mation records 234, customer-facing services records 236
and/or other aspects of the enterprise data store may be
accessible to computing system 210 through a separate
system.

Application information records 234 may represent one or
more files, records, or other storage units that include
information about any changes, modifications, or updates
that are made to enterprise applications. Application infor-
mation records 234 may be primarily maintained by record
unit 250 so that each of application information records 234
includes relatively up-to-date information about 1ts corre-
sponding application; such imnformation may include a ser-
vice type provided by the corresponding application, contact
information of an application manager for the corresponding
application, and/or application dependencies comprising
resources enabling the corresponding application to operate.
In some examples, the information within each of applica-
tion 1information records 234 about its corresponding appli-
cation may further include an 1ndication of the criticality of
the corresponding application and/or of the service type
provided by the corresponding application. As one example,
the criticality indication may take the form of a recovery
time objective (RTO) of the corresponding application,
which may range from O being most critical and 10 being
least critical.

Customer-facing services records 236 may represent one
or more files, records, or other storage units that include
information about a customer route or customer journey
through two or more enterprise application for customer-
facing services provided by the enterprise. Customer-facing
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services records 236 may be primarily maintained by record
unit 250 so that each of customer-facing services records
236 1ncludes relatively up-to-date information about 1its
corresponding customer-facing service; such information
may 1include an ordered list of two or more enterprise
applications that are used to perform the corresponding
customer-facing service and information identifying a loca-
tion of each of the associated applications within the enter-
prise network.

Returming to dog tag file agent 222, to generate a digital
dog tag file for a given server within a data center, dog tag
file generator 226 periodically retrieves application infor-
mation for one or more applications that are hosted on the
given server from one or more sources. In some examples,
dog tag file generator 226 may comprise automation tools
that execute instructions included in one or more scripts 230
to automatically access each of the sources, identify the
application information for a respective application at the
respective source, and extract specific types of application
information for the respective application from the respec-
tive source.

As one example, dog tag file generator 226 may run one
of scripts 230 to crawl application information records 234
maintained within the enterprise data store or system of
record. As another example, dog tag file generator 226 may
run another one of scripts 230 to crawl one of enterprise
monitoring tools 246. As a further example, dog tag file
generator 226 may run one or more of scripts 230 to request
an export file (e.g., a text (.txt) file or a comma-separated
values (.csv) file) from one of enterprise monitoring tools
246, and then crawl or parse the export file, which may be
stored 1n tool databases 248. In a specific example, dog tag
file generator 226 may run one or more of scripts 230 to
access one ol enterprise monitoring tools 246 that uses
domain name system (DNS) lookup to determine where
applications are running and stores a history of application
locations with timestamps in one of tool databases 248, and
crawl or parse the one of tool databases 248.

Dog tag file generator 226 periodically generates the
digital dog tag file for the given server based on the
application mformation retrieved from the sources. A peri-
odic interval for updating and replacing the contents of the
digital dog tag file may be daily, weekly, monthly, or the like.
In some examples, dog tag file generator 226 may generate
a new or updated digital dog tag file for the given server 1n
response to a “on demand” or other point-in-time update
request that occurs outside of the scheduled periodic
updates. Dog tag file generator 226 may comprise automa-
tion tools that execute instructions included 1n one or more
scripts 230 to automatically aggregate the application infor-
mation extracted from the one or more sources for the
respective application into the recovery mformation for the
respective application, and format the recovery iformation
for the respective application 1n an application entry for the
respective application in the digital dog tag file for the given
SErver.

For the respective application, dog tag file generator 226
may aggregate the retrieved application information 1into
recovery information that at least includes the minimum
amount of information needed to recover the respective
application. For example, the recovery information for the
respective application at least includes a service type pro-
vided by the respective application, contact information
(e.g., email addresses or phone numbers) of one or more
application managers for the respective application, and
application dependencies comprising resources (e.g., data,
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internal hardware, software, and/or databases) enabling the
respective application to operate.

In some examples, dog tag file generator 226 may aggre-
gate additional information into the recovery information for
the respective application that includes a recovery prioriti-
zation score of the respective application and/or customer-
facing service dependencies comprising one or more other
applications that are used along with the respective appli-
cation to perform a given customer-facing service. In one
example, dog tag file generator 226 may determine the
recovery prioritization score of the respective application
based on an RTO of the respective application retrieved from
application information records 234 and/or based on other
application information retrieved from one or more of
enterprise monitoring tools 246. In another example, dog tag
file generator 226 may determine the customer-facing ser-
vice dependencies of the respective application based on
customer-facing services records 236 and/or based on other
application information retrieved from one or more of
enterprise momtoring tools 246.

As one example, dog tag file generator 226 may run one
of scripts 230 to format the recovery information for the one
or more applications into the digital dog tag file for the given
server as one of a text (.txt) file or a comma-separated values
(.csv) file. In one specific example, for Red Hat® servers,
dog tag file generator 226 may run one of scripts 230 to
create a meta Red Hat Package Manager (RPM) as the

digital dog tag file for the given server where the meta RPM
includes no content but does indicate “what 1t was” and
“what 1t needed” prior to failure. As another specific
example, for Linux® servers, dog tag file generator 226 may
run another one of scripts 230 to take a snapshot of the server
stack of the given server, e.g., what 1s running on the server,
and include that in the digital dog tag file.

Upon generating the digital dog tag file for the given
server, dog tag file generator 226 may record the digital dog
tag file 1n dog tag file store 232. In some examples, the
automation tools of dog tag file generator 226 may be
scripted to generate digital dog tag files for all servers across
the enterprise network or in some portion (e.g., 90%, 80%,
75% or the like) of servers.

Dog tag file manager 228 may then send the digital dog
tag file for local storage at a predefined location on the given
server at each periodic interval. Dog tag file manager 228
may comprise automation tools that execute instructions
included 1n one or more scripts 230 to automatically send the
digital dog tag file to the appropnate server. As one example,
dog tag file manager 228 may run one of scripts 230 to push
a new digital dog tag file generated at each periodic interval
to the given server to replace an existing digital dog tag file
locally stored at the predefined location on the given server.
In some examples, dog tag file manager 228 may invoke
path manager 240 to push the digital dog tag files 1n a similar
manner as software patches. As another example, dog tag
file manager 228 may run one of scripts 230 to automatically
rewrite an existing digital dog tag file locally stored at the
predefined location on the given server with updated recov-
ery information for the one or more applications hosted on
the given server. In some additional examples, after each
periodic update of the digital dog tag files for servers within
one or more data centers, dog tag file manager 228 may
invoke compliance manager 242 to scan the digital dog tag
files to determine whether each of the servers has the latest
version of their respective digital dog tag file. Compliance
manager 242 may perform such a scan in a similar manner
as vulnerability scans.
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In some scenarios, prior to sending the digital dog tag file
for local storage on the given server, security unit 224 may
encrypt or otherwise secure the digital dog tag file. In one
example, security unit 224 may use a public-private key pair
to encrypt the digital dog tag file for the given server such
that only a dedicated read server locally connected to the
given server within the data center may read the recovery
information included 1n the digital dog tag file. In another
example, security unit 224 may include the recovery infor-
mation of the digital dog tag file for the given server within
ficlds of a security certificate generated by a certificate
management system.

Modules illustrated in FIG. 2 (e.g., dog tag file agent 222,
security unit 224, dog tag file generator 226, dog tag file
manager 228, patch manager 240, compliance manager 242,
enterprise monitoring tools 246, record unit 250) and/or
illustrated or described elsewhere 1n this disclosure may
perform operations described using software, hardware,
firmware, or a mixture of hardware, software, and firmware
residing in and/or executing at one or more computing
devices. For example, a computing device may execute one
or more ol such modules with multiple processors or mul-
tiple devices. A computing device may execute one or more
of such modules as a virtual machine executing on under-
lying hardware. One or more of such modules may execute
as one or more services of an operating system or computing
platform. One or more of such modules may execute as one
or more executable programs at an application layer of a
computing platform. In other examples, functionality pro-
vided by a module could be implemented by a dedicated
hardware device.

Although certain modules, data stores, components, pro-
grams, executables, data items, functional units, and/or other
items included within one or more storage devices may be
illustrated separately, one or more of such items could be
combined and operate as a single module, component,
program, executable, data item, or functional unit. For
example, one or more modules or data stores may be
combined or partially combined so that they operate or
provide functionality as a single module. Further, one or
more modules may interact with and/or operate 1n conjunc-
tion with one another so that, for example, one module acts
as a service or an extension of another module. Also, each
module, data store, component, program, executable, data
item, functional unit, or other item 1illustrated within a
storage device may include multiple components, sub-com-
ponents, modules, sub-modules, data stores, and/or other
components or modules or data stores not illustrated.

Further, each module, data store, component, program,
executable, data item, functional unit, or other item 1illus-
trated within a storage device may be implemented in
various ways. For example, each module, data store, com-
ponent, program, executable, data 1item, functional unait, or
other item 1llustrated within a storage device may be imple-
mented as a downloadable or pre-installed application or
“app.” In other examples, each module, data store, compo-
nent, program, executable, data item, functional unit, or
other item 1llustrated within a storage device may be imple-
mented as part of an operating system executed on a
computing device.

FIG. 3 1s a block diagram illustrating a portion of a data
center 302 including a server 308 having a locally stored
digital dog tag file 306 and a computing device 318 config-
ured to read the digital dog tag file, in accordance with one
or more aspects of the present disclosure. Server 308 may
generally correspond any of servers 108 of data center 102A
or other servers within any of data centers 102B-102K from
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FIG. 1. Computing device 318 may generally correspond to
any of admin device 118 or read servers 120 from FIG. 1.

Server 308 may be implemented as any suitable comput-
ing system, such as one or more server computers, work-
stations, mainframes, appliances, cloud computing systems,
and/or other computing systems that may be capable of
performing operations and/or functions described in accor-
dance with one or more aspects of the present disclosure. In
some examples, server 308 may comprise a server within a
data center, cloud computing system, server farm, and/or
server cluster (or portion thereol) that provides services to
client devices and other devices or systems. For example,
server 308 may host or provide access to services provided
by one or more applications 304 running on server 308.
Computing device 318 may be implemented as any suitable
computing device, such as a desktop computer, laptop
computer, mobile device, and/or any other computing device
that may be capable of performing operations and/or func-
tions described in accordance with one or more aspects of

the present disclosure.

Although server 308 and computing device 318 of FIG. 3
are each 1illustrated as a stand-alone device, in other
examples server 308 and/or computing device 318 may be
implemented in any of a wide variety of ways, and may be
implemented using multiple devices and/or systems. In
some examples, server 308 and/or computing device 318
may be, or may be part of, any component, device, or system
that includes a processor or other suitable computing envi-
ronment for processing information or executing soitware
instructions and that operates 1 accordance with one or
more aspects of the present disclosure. In some examples,
server 308 and/or computing device 318 may be fully
implemented as hardware 1n one or more devices or logic
clements.

In the example of FIG. 3, server 308 may include one or
more processors 310, one or more communication units 312,
one or more mmput/output devices 314, and one or more
storage devices 316. Storage devices 316 may include
applications 304, a dog tag file 306, and an application
programming interface (API) 330. Computing device 318
may include one or more processors 320, one or more
communication units 322, one or more input/output devices
324, and one or more storage devices 326. Storage devices
326 may include dog tag file read engine 340, recovery plan
generator 342, recovery engine 344, and recovery plan store
346.

One or more of the devices, modules, storage areas, or
other components within each of server 308 and computing
device 318 may be interconnected to enable inter-compo-
nent communications (physically, communicatively, and/or
operatively). In some examples, such connectivity may be
provided by through communication channels, a system bus,
a network connection, an inter-process communication data
structure, or any other method for communicating data. A
power source (not shown) 1s provide power to one or more
components within each of server 308 and computing device
318. In some examples, the power source may receive power
from the primary alternative current (AC) power supply 1n
a commercial building or data center, where some or all of
an enterprise network may reside. In other examples, the
power source may be or may include a battery.

One or more processors 310, 320 may implement func-
tionality and/or execute instructions associated with server
308 and computing device 318, respectively, associated with
one or more modules 1illustrated herein and/or described
below. One or more processors 310, 320 may be, may be part
of, and/or may include processing circuitry that performs
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operations 1n accordance with one or more aspects of the
present disclosure. Examples of processors 310, 320 include
microprocessors, application processors, display controllers,
auxiliary processors, one or more sensor hubs, and any other
hardware configured to function as a processor, a processing,
unit, or a processing device. Server 308 and computing
device 318 may respectively use one or more processors
310, 320 to perform operations in accordance with one or
more aspects of the present disclosure using software, hard-
ware, firmware, or a mixture ol hardware, software, and
firmware residing in and/or executing at server 308 and
computing device 318.

One or more communication units 312, 322 of server 308
and computing device 318, respectively, may communicate
with devices external to server 308 and computing device
318 by transmitting and/or receiving data, and may operate,
in some respects, as both an mput device and an output
device. In some examples, communication units 312, 322
may communicate with other devices over a network. In
other examples, communication units 312, 322 may send
and/or receive radio signals on a radio network such as a
cellular radio network. In other examples, communication
units 312, 322 may transmit and/or recerve satellite signals
on a satellite network such as a GPS network. Examples of
communication units 312, 322 include a network interface
card (e.g., such as an Ethernet card), an optical transceiver,
a radio frequency transceiver, a GPS receiver, or any other
type of device that can send and/or receive information.
Other examples of communication units 312, 322 may
include devices capable of communicating over Bluetooth®,
GPS, NFC, ZigBee, and cellular networks (e.g., 3G, 4G,
5(), and Wi1-Fi® radios found 1n mobile devices as well as
USB controllers and the like. Such communications may
adhere to, implement, or abide by appropriate protocols,
including TCP/IP, Ethernet, Bluetooth, NFC, or other tech-
nologies or protocols.

One or more mput/output devices 314, 324 may represent
any input or output devices of server 308 and computing
device 318, respectively, not otherwise separately described
herein. One or more input/output devices 314, 324 may
generate, recetve, and/or process mput from any type of
device capable of detecting input from a human or machine.
One or more mput/output devices 314, 324 may generate,
present, and/or process output through any type of device
capable of producing output.

One or more storage devices 316, 326 of server 308 and
computing device 318, respectively, may store information
for processing during operation of server 308 and computing
device 318. Storage devices 316, 326 may store program
instructions and/or data associated with one or more of the
modules described 1n accordance with one or more aspects
of this disclosure. One or more processors 310, 320 and one
or more storage devices 316, 326, respectively, may provide
an operating environment or platform for such modules,
which may be implemented as software, but may in some
examples include any combination of hardware, firmware,
and software. One or more processors 310, 320 may execute
instructions and one or more storage devices 316, 326,
respectively, may store instructions and/or data of one or
more modules. The combination of processors 310, 320 and
storage devices 316, 326, respectively, may retrieve, store,
and/or execute the mnstructions and/or data of one or more
applications, modules, or software. Processors 310, 320
and/or storage devices 316, 326, respectively, may also be
operably coupled to one or more other software and/or
hardware components, including, but not limited to, one or
more of the components of server 308 and computing device
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318, respectively, and/or one or more devices or systems
illustrated as being connected to server 308 and computing
device 318.

In some examples, one or more storage devices 316, 326
are temporary memories, meanmng that a primary purpose of
the one or more storage devices 1s not long-term storage.
Storage devices 316, 326 may be configured for short-term
storage of information as volatile memory and therefore not
retain stored contents 1 deactivated. Examples of volatile
memories include RAM, DRAM, SRAM, and other forms
of volatile memories known 1n the art. Storage devices 316,
326, in some examples, also include one or more computer-
readable storage media. Storage devices 316, 326 may be
configured to store larger amounts of information than
volatile memory. Storage devices 316, 326 may further be
configured for long-term storage of information as non-
volatile memory space and retain information after activate/
ofl cycles. Examples of non-volatile memories include mag-
netic hard disks, optical discs, tloppy disks, Flash memories,
or forms of EPROM or EEPROM memories.

Server 308 includes one or more enterprise applications
304 and a dog tag file 306 that includes one or more
application entries 332, each entry including recovery infor-
mation 334 for a respective application of one or more
applications 304. Each of applications 304 may comprise an
instance of a different enterprise application developed by a
line of business for execution on a shared enterprise net-
work, e.g., enterprise network 100 from FIG. 1. When
applications 304 are deployed and in use, in response to
receipt ol a request from a user device via communication
units 312, processors 310 may execute an appropriate one of
applications 304 to perform the requested operations and/or
services. One or more of applications 304 may comprise
instances of different distributed applications having mul-
tiple instances running in geographically-disparate comput-
ing devices (e.g., data center servers) of the enterprise
network.

According to the disclosed techniques, server 308 may
receive digital dog tag file 306 and/or updated application
entries 332 of digital dog tag file 306 from a centralized
application management system, €.g., application manage-
ment system 110 from FIG. 1, on a periodic basis. Server
308 may receive the digital dog tag file 306 via communi-
cation units 312, API 330, or another interface of server 308.
Upon receipt of digital dog tag file 306, server 308 may store
digital dog tag file 1n a predefined location such as a temp
directory or root direction of server 308. Recovery infor-
mation 334 within one of application entries 332 for a
respective application of applications 304 may include one
or more of a service type provided by the respective appli-
cation, contact information of an application manager for the
respective application, application dependencies comprising,
resources enabling the respective application to operate, a
recovery prioritization score of the respective application, or
customer-facing service dependencies comprising one or
more other applications that are used along with the respec-
tive application to perform a given customer-facing service.

In the illustrated example of FIG. 3, computing device
318 1s locally connected to server 308 via cable 350 coupled
to a physical interface of commumication units 322 of
computing device 318 and a physical iterface of commu-
nication units 312 of server 308. Although not 1llustrated in
FIG. 3, 1 other examples, computing device 318 may be
locally connected to one or more other servers within a same
data center as server 308 and computing device 318.

In accordance with the disclosed techniques, in response
to a failure within the enterprise network, dog tag file read
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engine 340 of computing device 318 1s configured to access
server 308 that includes digital dog tag file 306 stored at the
predefined location on server 308 and read digital dog tag
file 306 from the predefined location on server 308. In some
examples, dog tag file 306 for server 308 may be encrypted
or otherwise secured. In these examples, computing device
318 may comprise a dedicated read server with access to
public key information or other information to decrypt or
otherwise unpack application entries 332 of dog tag file 306.

Dog tag file read engine 340 may comprise automation
tools that execute instructions to automatically log into
server 308 and retrieve, download, or otherwise access
digital dog tag file 306 from the predefined location on
server 308. For example, dog tag file read engine 340 may
utilize Ansible®, an open-source soiftware tool for automat-
ing applications and information technology (I'T) inirastruc-
ture, to provide this functionality. In some examples, the dog
tag file read engine 340 may retrieve digital dog tag file 306
from server 308 prior to a predicted failure or other cata-
strophic event to ensure that administrators are prepared to
recover applications 304 and/or server 308, and in some
cases rebuild the data center 1n case the centralized tools are
unavailable or 1naccessible after the predicted failure occurs.

Upon accessing and reading digital dog tag file 306 for
server 308, recovery engine 344 instructs recovery of at least
one application based on recovery imnformation 334 included
in digital dog tag file 306 for server 308. In one example,
based on recovery mformation 334 for a respective appli-
cation of applications 304, recovery engine 344 instructs
recovery of at least the respective application on server 308.
In another examples, based on recovery information 334 for
the respective application, recovery engine 344 may instruct
recovery ol at least the respective application on another
server within the same data center as server 308 or on
another server within another data center of the enterprise
network.

In one example, recovery engine 344 may instruct recov-
ery of the respective application by outputting a notification
to a user of computing device 318, e.g., an administrator of
the enterprise network, via one of communication unmt 322
or one ol input/output devices 324. The notification may
indicate a list of application dependencies comprising
resources enabling the respective application to operate such
that the administrator may initiate recovery or confirm
availability of the application dependencies prior to recov-
ering the respective application. The notification may also
include contact information of an application manager for
the respective application such that the administrator may
contact the application manager in the scenario where
manual assistance 1s needed to recover the respective appli-
cation. In another example, recovery engine 344 may
instruct recovery of the respective application by automati-
cally recovering one or more application dependencies of
the respective application prior to recovering the respective
application. Upon detection of a failure associated with the
recovery ol the respective application, recovery engine 344
may automatically contact an application manager for the
respective application, e.g., via one of communication unit
322 or one of mput/output devices 324, to request manual
assistance to recover the respective application.

In examples where recovery information 334 for the
respective application of applications 304 includes addi-
tional information beyond that 1s beyond the minimum
viable information needed for application recovery, recovery
engine 344 may initiate, coordinate and/or automatically
perform a decentralized chain reaction recovery of multiple
applications 1n order of priority and/or in accordance with a
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customer route or customer journey through the applications
for a given customer-facing service. For example, the addi-
tional recovery mformation may include a recovery priori-
tization score of the respective application and/or customer-
facing service dependencies comprising one or more other
applications that are used along with the respective appli-
cation to perform a given customer-facing service. In some
examples, digital dog tag file 306 may comprise an offline
cheat sheet that indicates which applications 304 are high
priority. In other examples, digital dog tag file 306 may
comprise an oflline cheat sheet that indicates, for a respec-
tive application, one or more upstream and downstream
applications within the customer route or customer journey
to perform the given customer-facing service. In this way,
recovery engine 344 may determine a prioritization order of
the respective application based on recovery information
334 included 1n digital dog tag file 306 for server 308, and
istruct recovery of the respective application according to
the priontization order of the respective application with
respect to prioritization orders of other applications being
recovered.

In some examples, dog tag file read engine 340 may read
dog tag file 306 from server 308 and also read other digital
dog tag files from multiple other servers within the same
data center. Recovery plan generator 342 may then auto-
matically generate one or more recovery plans for one or
more of applications 304 running on server 308, each of the
other servers within the same data center, and/or all or a
majority ol the applications running on any of the servers
within the data center based on the recovery information
included 1n the digital dog tag files for the servers within the
data center. For example, recovery plan generator 342 may
identily counterpart applications or application instances of
the respective application that are running on other servers
within the same data center as server 308 and/or within
another data center, and may include the counterpart appli-
cations or application instances in the recovery plan for the
respective application. The recovery plans may be stored in
recovery plan store 346. Recovery engine 344 may then
instruct recovery of one or more applications hosted on the
servers within the data center according to the one or more
recovery plans.

Modules illustrated 1n FIG. 3 (e.g., applications 304 of
server 308, and dog tag file read engine 340, recovery plan
generator 342, and recovery engine 344 of computing device
318) and/or 1illustrated or described elsewhere 1n this dis-
closure may perform operations described using software,
hardware, firmware, or a mixture of hardware, software, and
firmware residing in and/or executing at one or more coms-
puting devices. For example, a computing device may
execute one or more of such modules with multiple proces-
sors or multiple devices. A computing device may execute
one or more of such modules as a virtual machine executing
on underlying hardware. One or more of such modules may
execute as one or more services ol an operating system or
computing platform. One or more ol such modules may
execute as one or more executable programs at an applica-
tion layer of a computing platform. In other examples,
functionality provided by a module could be implemented
by a dedicated hardware device.

Although certain modules, data stores, components, pro-
grams, executables, data items, functional umits, and/or other
items included within one or more storage devices may be
illustrated separately, one or more of such items could be
combined and operate as a single module, component,
program, executable, data item, or functional unit. For
example, one or more modules or data stores may be
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combined or partially combined so that they operate or
provide functionality as a single module. Further, one or
more modules may interact with and/or operate in conjunc-
tion with one another so that, for example, one module acts
as a service or an extension of another module. Also, each
module, data store, component, program, executable, data
item, functional unit, or other item illustrated within a
storage device may include multiple components, sub-com-
ponents, modules, sub-modules, data stores, and/or other
components or modules or data stores not illustrated.

Further, each module, data store, component, program,
executable, data item, functional unit, or other item 1illus-
trated within a storage device may be implemented in
various ways. For example, each module, data store, com-
ponent, program, executable, data item, functional unit, or
other item 1llustrated within a storage device may be imple-
mented as a downloadable or pre-installed application or
“app.” In other examples, each module, data store, compo-
nent, program, executable, data item, functional unit, or
other item 1llustrated within a storage device may be imple-
mented as part of an operating system executed on a
computing device.

FIG. 4 15 a flow diagram 1llustrating example operations
performed by a computing system executing a dog tag file
agent, 1n accordance with one or more aspects of the present
disclosure. The operations of FIG. 4 are described within the
context of computing system 210 executing dog tag file
agent 222 from FIG. 2. In other examples, operations
described in FIG. 5 may be performed by digital dog tag
agent 122 within application management system 110 from
FIG. 1, or one or more other components, modules, systems,
or devices. Further, 1in other examples, operations described
in connection with FIG. 4 may be merged, performed 1n a
difference sequence, or omitted.

Dog tag file agent 222 of computing system 210 periodi-
cally retrieves, from one or more sources within the enter-
prise network, application information for one or more
applications hosted on a given computing device within the
enterprise network, e.g., applications 104 A hosted on server
108A from FIG. 1 (405). In some examples, dog tag file
agent 222 may automatically access each source of the one
or more sources mncluding one or more of a system of record
within the enterprise network (e.g., enterprise data store 128
from FIG. 1), enterprise monitoring tools 246, or export files
from enterprise monitoring tools 246 stored within tool
databases 248. Dog tag file agent 222 1dentifies application
information for a given application at each source, and
extracts one or more specilic types of the application infor-
mation for the given application from each source.

Dog tag file agent 222 periodically generates, based on the
application information, a digital dog tag file for server
108A that includes recovery information for applications
104 A hosted on server 108A (410). For example, dog tag file
agent 222 may aggregate the application information
extracted from the sources for the given application into the
recovery information for the given application, and format
the recovery information for the given application in an
application entry for the given application 1n the digital dog
tag file. In some examples, a periodic interval may comprise
one day, one week, one month, or the like. The recovery
information for the given application included 1n the digital
dog tag file may include one or more of a service type
provided by the given application, contact information of an
application manager for the given application, application
dependencies comprising resources enabling the given
application to operate, a recovery prioritization score of the
given application, or customer-facing service dependencies
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comprising one or more other applications that are used
along with the given application to perform a given cus-
tomer-facing service.

Dog tag file agent 222 then sends the digital dog tag file
for local storage at a predefined location on server 108A
(415). In some scenarios, dog tag file agent 222 may secure
the digital dog tag file for server 108 A prior to sending the
digital dog tag file for local storage on server 108A. For
example, dog tag file agent 222 may encrypt the digital dog
tag file or may include the recovery information of the
digital dog tag file within a certificate generated by a
certificate management system. In some examples, dog tag
file agent 222 or patch manager 240 may automatically push
a new digital dog tag file to server 108A to replace an
existing digital dog tag file 106A locally stored at the
predefined location on server 108 A. In other examples, dog
tag file agent 222 or patch manager 240 may automatically
rewrite an existing digital dog tag file 106 A locally stored at
the predefined location on sever 108 A with updated recovery
information for applications 104 A hosted on server 108A.

FIG. 5 1s a flow diagram 1llustrating example operations
performed by a computing device executing a dog tag file
read engine, 1 accordance with one or more aspects of the
present disclosure. The operations of FIG. 5 are described
within the context of computing device 318 executing dog
tag file read engine 340 from FIG. 3. In other examples,
operations described 1n FIG. § may be performed by any of
admin device 118 or read servers 120 from FIG. 1, or one or
more other components, modules, systems, or devices. Fur-
ther, 1n other examples, operations described 1n connection
with FIG. 5§ may be merged, performed in a difference
sequence, or omitted.

Computing device 318 1s locally connected to a plurality
of servers within a data center of an enterprise network, e.g.,
servers 108 of data center 102A from FIG. 1. Computing
device 318 receives an indication of a failure within the
enterprise network (5035). The indication of the failure may
be a nofification or an error message ndicating that a
particular application 1s not operational, that a particular
customer-facing service 1s not operational, and/or that one or
more of data centers 102 have lost connectivity or otherwise
failed.

In response to the failure, computing device 318 accesses
at least one server of the plurality of servers, e.g., server
108A, that includes a digital dog tag file 106 A stored at a
predefined location on server 108A, where digital dog tag
file 106A includes recovery information for one or more
applications 104 A hosted on server 108A (510). The recov-
ery mnformation for a given application included 1n digital
dog tag file 106 A may include one or more of a service type
provided by the given application, contact information of an
application manager for the given application, application
dependencies comprising resources enabling the given
application to operate, a recovery prioritization score of the
grven application, or customer-facing service dependencies
comprising one or more other applications that are used
along with the given application to perform a given cus-
tomer-facing service.

Computing device 318 reads the digital dog tag file from
the predefined location on server 108A (515). Computing
device 318 then instructs recovery of a given application of
the one or more applications 104 A hosted on server 108 A
based on the recovery mnformation included in the digital
dog tag file 106A for server 108A (520). In some cases,
computing device 318 may instruct recovery of at least the
given application on server 108A or on another one of
servers 108 within data center 102A based on the recovery
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information included in digital dog tag file 106 A for server
108A. In other cases, computing device 318 may instruct
recovery of at least the given application on another server
within another one data centers 102 of the enterprise net-
work based on the recovery information included 1 digital
dog tag file 106 A for server 108A. In some examples,
computing device 318 may determine a prioritization order
of the given application based on the recovery information
included 1n digital dog tag file 106 A for server 108A, and
instruct recovery of the given application according to the
prioritization order of the given application with respect to
prioritization orders of other applications being recovered.
In one example, computing device 318 may struct
recovery of the given application by outputting a notification
to a user ol computing device 318, e.g., an administrator of
the enterprise network, indicating a list of application depen-
dencies comprising resources enabling the given application
to operate such that the administrator may 1nitiate recovery
or confirm availability of the application dependencies prior
to recovering the given application. The notification may
also include contact information of an application manager
for the given application such that the administrator may
contact the application manager in the scenario where
manual assistance 1s needed to recover the given application.
In another example, computing device 318 may instruct
recovery of the given application by automatically recover-
ing one or more application dependencies of the given
application prior to recovering the given application. Upon
detection of a failure associated with the recovery of the
grven application, computing device 318 may automatically
contact an application manager for the given application to
request manual assistance to recover the given application.
In some scenarios, computing device 318 may be config-
ured to read digital dog tag files 106 from one or more of
servers 108 within data center 102A, and automatically
generate a recovery plan based on the recovery information
included 1n the digital dog tag files 106 for the one or more
of servers 108. Computing device 318 may then instruct
recovery of one or more applications 104 hosted on the one
or more of servers 108 either within data center 102A or
within other data centers 102 according to the recovery plan.
In one or more examples, the functions described may be
implemented 1n hardware, software, firmware, or any com-
bination thereof. If implemented in software, the functions
may be stored on or transmitted over, as one or more
istructions or code, a computer-readable medium and
executed by a hardware-based processing unit. Computer-
readable media may include computer-readable storage
media, which corresponds to a tangible medium such as data
storage media, or communication media including any
medium that facilitates transfer of computer program from
one place to another, e.g., according to a communication
protocol. In this manner, computer-readable storage media
generally may correspond to (1) tangible computer-readable
storage media which 1s non-transitory or (2) a communica-
tion media such as signal or carrier wave. Data storage
media may be any available media that can be accessed by
one or more computers or one or more processing circuits to
receive 1structs, code and/or data structures for implemen-
tation of the techniques described in this disclosure. A
computer program product may include a computer-readable
medium.
By way of example and not limitation, such computer-

readable storage media may include RAM, ROM,
EEPROM, CD-ROM, or other optical disk storage, mag-
netic disk storage, or other magnetic storage devices, flash
memory, cache memory, or any other medium that can be
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used to store desired program code in the form of 1nstruc-
tions or store data structures and that can be access by a
computer. Also, any connection 1s a properly termed a
computer-readable medium. For example, 1f instructions are
transmitted from a website, server, or other remote source
using a coaxial cable, fiber optic cable, twisted pair, digital
subscriber line (DSL), or other wireless technologies such as
infrared, radio, and microwave, then the coaxial cable, fiber
optic cable, twisted pair, DSL, or other wireless technologies
such as infrared, radio, and microwave are included 1n the
definition of medium. It should be understood, however, that
computer-readable storage media and data storage media do
not include connections, carrier waves, signals, or other
transient media, but are directed to non-transient, tangible
storage media. Disk and disc, as used herein, includes
compact disk (CD), laser disc, optical disc, digital versatile
disc (DVD), and Blu-ray disc, where disks usually repro-
duce data magnetically, while discs reproduce data optically
with lasers. Combinations of the above should be included
within the scope of computer-readable media.
Functionality described in this disclosure may be per-
formed by fixed function and/or programmable processing
circuitry. For instance, instructions may be executed by fixed
function and/or programmable processing circuitry. Such
processing circuitry may include one or more processors,
such as one or more digital signal processors (DSPs),
general purpose microprocessors, application specific inte-
grated circuits (ASICs), field programmable gate arrays
(FPGAs), or other equivalent integrated or discrete logic
circuitry. Accordingly, the term “processor”, as used herein
may refer to any of the foregoing structure of any other
structure suitable for implementation of the techmiques
described herein. In addition, in some aspects, the function-
ality described herein may be provided within dedicated
hardware and/or software modules. Also, the techniques
could be fully implemented 1n one or more circuits or logic
clements. Processing circuits may be coupled to other com-
ponents 1n various ways. For example, a processing circuit
may be coupled to other components via an internal device
interconnect, a wired or wireless network connection, or
another communication medium.
The techniques of this disclosure may be implemented 1n
a wide variety ol devices or apparatuses, an integrated
circuit (IC) or a set of ICs (e.g., a chip set). Various
components, modules, software systems, or units are
described 1n this disclosure to emphasize functional aspects
of devices configured to perform the disclosed techniques,
but do not necessarily require realization by different hard-
ware units. Rather, as described above, various units may be
combined in a hardware unit or provided by a collection of
interoperative hardware units, including one or more pro-
cessors as described above, 1in conjunction with suitable
software and/or firmware.
What 1s claimed 1s:
1. A computing device within a data center of an enter-
prise network, the computing device comprising;:
a storage device;
one or more mterfaces that are locally connected to each
server ol a plurality of servers within the data center;
and
processing circuitry having access to the storage device
and configured to:
in response to a failure within the enterprise network,
access, over one of the interfaces, a server of the
plurality of servers that includes a digital dog tag file
stored at a predefined location on the server, wherein
the digital dog tag file for the server includes recov-
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ery information for one or more applications hosted
on the server, and wherein the recovery information
for an application of the one or more applications
indicates one or more application dependencies com-
prising resources enabling the application to operate;
read the digital dog tag file from the predefined location
on the server; and
istruct recovery of at least one application of the one
or more applications hosted on the server based on
the recovery information included in the digital dog
tag file for the server, wherein to instruct recovery of
the at least one application, the processing circuitry
1s configured to:
instruct recovery of the one or more application
dependencies of the application indicated in the
recovery information, and
alter recovery of the one or more application depen-
dencies, mstruct recovery of the application.

2. The computing device of claim 1, wherein the recovery
information for the application further comprises one or
more of a service type provided by the application, contact
information of an application manager for the application, a
recovery prioritization score of the application, or customer-
facing service dependencies comprising one or more other
applications that are used along with the application to
perform a given customer-facing service.

3. The computing device of claim 1, wherein to mstruct
recovery of the at least one application, the processing
circuitry 1s configured to:

determine a prioritization order of the application based

on the recovery information included 1n the digital dog
tag file for the server; and

instruct recovery ol the application according to the

prioritization order of the application with respect to
prioritization orders of other applications being recov-
ered.
4. The computing device of claim 1, wherein to mstruct
recovery of the at least one application, the processing
circuitry 1s configured to instruct recovery of the application
on another server within another data center of the enterprise
network based on the recovery information included in the
digital dog tag file for the server.
5. The computing device of claim 1, wherein the process-
ing circuitry is further configured to:
read digital dog tag files from one or more servers of the
plurality of servers within the data center;

automatically generate a recovery plan based on the
recovery information mncluded in the digital dog tag
files for the one or more servers; and

instruct recovery of one or more applications hosted on

the one or more servers according to the recovery plan.

6. The computing device of claim 1, wherein to instruct
recovery of the at least one application, the processing
circuitry 1s configured to output a notification to a user of the
computing device indicating at least one of:

a list of the one or more application dependencies com-

prising resources enabling the application to operate; or
contact information of an application manager for the
application.

7. The computing device of claim 1, wherein to instruct
recovery of the at least one application, the processing
circuitry 1s configured to:

automatically recover the one or more application depen-

dencies comprising resources enabling the application
to operate;

after recovery of the one or more application dependen-

cies, automatically recover the application; and
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upon detecting a failure associated with recovery of the
application, automatically contact an application man-
ager for the application.

8. The computing device of claim 1, wherein the digital
dog tag file stored at the predefined location on the server 1s
encrypted, and wherein to read the encrypted digital dog tag
file from the predefined location on the server, the process-
ing circuitry 1s configured to decrypt the digital dog tag file
using public key information.

9. The computing device of claim 1, wherein the digital
dog tag file 1s periodically generated based on application
information for the one or more applications hosted on the
server by an application management system within the
enterprise network that has remote access to the data center,
and sent to the server for local storage at the predefined
location on the server using the remote access of the
application management system to the data center, wherein
the failure within the enterprise network comprises a failure
that results 1n loss of the remote access between the appli-
cation management system and the data center.

10. A method comprising:

in response to a failure within an enterprise network,

accessing, by a computing device within a data center
of the enterprise network and over at least one 1nterface
of one or more terfaces that are locally connected to
a plurality of servers within the data center, a server of
the plurality of servers that includes a digital dog tag
file stored at a predefined location on the server,
wherein the digital dog tag file for the server includes
recovery information for one or more applications
hosted on the server, and wherein the recovery nfor-
mation for an application of the one or more applica-
tions indicates one or more application dependencies
comprising resources enabling the application to oper-
ate;

reading, by the computing device, the digital dog tag file

from the predefined location on the server; and

instructing, by the computing device, recovery of at least

one application of the one or more applications hosted

on the server based on the recovery information

included in the digital dog tag file for the server,

wherein instructing recovery of the at least one appli-

cation comprises:

instructing recovery of the one or more application
dependencies of the application indicated in the
recovery mformation, and

after recovery of the one or more application depen-
dencies, 1nstructing recovery of the application.

11. The method of claim 10, wherein the recovery infor-
mation for the application further comprises one or more of
a service type provided by the application, contact informa-
tion ol an application manager for the application, a recov-
ery prioritization score of the application, or customer-
facing service dependencies comprising one or more other
applications that are used along with the application to
perform a given customer-facing service.

12. The method of claim 10, wherein instructing recovery
of the at least one application comprises:

determining a prioritization order of the application based

on the recovery information included 1n the digital dog
tag file for the server; and

instructing recovery of the application according to the

prioritization order of the application with respect to
prioritization orders of other applications being recov-
ered.

13. The method of claim 10, wherein 1nstructing recovery
of the at least one application comprises 1nstructing recovery
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of the application on another server within another data

center of the enterprise network based on the recovery

information icluded 1n the digital dog tag file for the server.
14. The method of claim 10, further comprising;

reading digital dog tag files from one or more servers of 5

the plurality of servers within the data center;

automatically generating a recovery plan based on the
recovery information mncluded in the digital dog tag
files for the one or more servers; and

instructing recovery of one or more applications hosted on

the one or more servers according to the recovery plan.

15. The method of claim 10, wherein instructing recovery
of the at least one application comprises outputting a noti-
fication to a user of the computing device indicating at least
one of:

a list of the one or more application dependencies com-

prising resources enabling the application to operate; or
contact information of an application manager for the
application.

16. The method of claim 10, wherein instructing recovery
of the at least one application comprises:

automatically recovering the one or more application

dependencies comprising resources enabling the appli-
cation to operate;

after recovery of the one or more application dependen-

cies, automatically recover the application; and

upon detecting a failure associated with recovery of the

application, automatically contacting an application
manager for the application.

17. The method of claim 10, wherein the digital dog tag
file stored at the predefined location on the server is
encrypted, and wherein reading the encrypted digital dog tag
file from the predefined location on the server comprises
decrypting the digital dog tag file using public key infor-
mation.

18. The method of claim 10, wherein the digital dog tag
file 1s periodically generated based on application informa-
tion for the one or more applications hosted on the server by
an application management system within the enterprise
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network that has remote access to the data center, and sent
to the server for local storage at the predefined location on
the server using the remote access of the application man-
agement system to the data center, wherein the failure within
the enterprise network comprises a failure that results 1n loss
of the remote access between the application management
system and the data center.
19. A computing-readable medium storing instructions
that,
when executed, cause one or more processors of a com-
puting device within a data center of an enterprise
network to:
in response to a failure within the enterprise network,
access, over at least one interface of one or more
interfaces that are locally connected to a plurality of
servers within the data center, a server of the plurality
of servers that includes a digital dog tag file stored at a
predefined location on the server, wherein the digital
dog tag file for the server includes recovery information
for one or more applications hosted on the server, and
wherein the recovery iformation for an application of
the one or more applications indicates one or more
application dependencies comprising resources
enabling the application to operate;
read the digital dog tag file from the predefined location
on the server; and
instruct recovery of at least one application of the one or
more applications hosted on the server based on the
recovery information included in the digital dog tag file
for the server, wherein to instruct recovery of the at
least one application, the instructions cause the one or
more processors to:
instruct recovery of the one or more application depen-
dencies of the application indicated in the recovery
information, and

after recovery of the one or more application depen-
dencies, 1nstruct recovery of the application.
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