12 United States Patent

US011874770B2

(10) Patent No.: US 11,874,770 B2

Kragel et al. 45) Date of Patent: Jan. 16, 2024
(54) INDEXLESS LOGICAL-TO-PHYSICAL (56) References Cited
TRANSLATION TABLE |
U.S. PATENT DOCUMENTS
(71) Applicant: Western Digital Technologies, Inc., 8909851 B2 12/2014 Jones et al.
San Jose, CA (US) 9,471,485 B2 10/2016 Kuo et al.
10,635,654 B2  4/2020 Hof et al.
10,852,973 B2 12/2020 Jung et al.
(72) Inventors: Oleg Kragel, San Jose, CA (US); Vijay 2009/0198902 Al* 872009 Khmelnitsky ... GOGF 12/0246
Sivasankaran, Dublin, CA (US) 711/135
(73) Assignee: Western Digital Technologies, Inc., OTHER PUBLICATTONS
San ose, CA (US) llang et al., “S-FTL: An Eflicient Address Translation for Flash
Memory by Exploiting Spatial Locality,” IEEE, 2011 (12 pages).
(*) Notice: Subject to any disclaimer, the term of this Kang et al., “A Superblock-based Flash Translation Layer for
patent 1s extended or adjusted under 35 NAND Flash Memory.” IEEE, 2006 (pp. 161-170).
U.S.C. 154(b) by O days.
* cited by examiner
(21) Appl. No.: 17/743,285 Primary Examiner — Chie Yew
(74) Attorney, Agent, or Firm — Michael Best &
(22) Filed:  May 12, 2022 Frednch LLP
(37) ABSTRACT
(65) Prior Publication Data An 1ndexless logical-to-physical translation table (L2PTT).
In one example, the data storage device including a memory,
US 2023/0367707 Al Nov. 16, 2023 a data storage controller, and a bus. The memory including
a mapping unit staging page that includes a plurality of
(51) Int.Cl mapping unit pages and a mapping unit page directory. The
o data storage controller including a data storage controller
GO6l’ 12/02 (2006.01)
memory and coupled to the memory, the data storage
(52) U.S. CL controller memory 1ncluding an indexless logical-to-physi-
CPC GO6F 12/0246 (2013.01); GOGF cal translation table (L2PTT). The bus for transierring data
2212/7201 (2013.01) between the data storage controller and a host device in
(58) Field of Classification Search communication with the data storage controller. The data

CPC ........ GO6F 12/0246; GO6F 2212/7201; GO6F
12/1009

See application file for complete search history.

storage controller 1s configured to perform one or more
memory operations with the indexless L2PTT.

20 Claims, 7 Drawing Sheets

1 e BIUE JL e LU AN B LN RN L LI LU N LS SN A AN L NN LN NN AN LA

L. 103

ra

f

S V[

| ReadMiite Crrcuitry |

Listof LaPTT Fiash | | Mepping Unit Staging:

 Boks | Page
.......... -
I 135 “q""‘:{-" M Emﬂr}' rl:; -------- 4 !' N 1 ﬁﬁ
120/ Operstion/ | */
/ - .
Controlley 126 - Memory
i R 124 """'""'"""'"‘__""""':"'""'"'_" """""""""""""
| ECC Engine (e.g., encodar ~ | Mapping ggﬁ:;fng Page
| decoder) g A
| ; Mapping Unit Page Location |
e 131 ~, N 130
| Flectronic Processor
Indexless Logical-fo-Fhysical |
N 198 Translation Table (L2PTT) |
|
108
| Hostlnterface
1, User Data - A 1 1o 4 -------- ; Request F;k_ i34
L

Host Device

~ 150




U.S. Patent Jan. 16, 2024 Sheet 1 of 7 US 11,874,770 B2

‘- -

W
‘“

™

™

LLLLLL] rarara rt A PARA RA A PP PA P R

it

Memory Digls - 107A - 108

L
! H
I 4

*

]
L]
[

T L P

L I B L T L R e T T e L e b e T e e T L T R e T ot S o BT T

LS TR TITEE LR T
ETRTIRT LN LT

1
|
|
1
|
1
|
1

S

r
|
1
1
1
1
1
]
i
1
1
1
1
i
i
i
i
i
|
3
i
i
i
1
1
]
|
|
3
|
1
1
]
1
|
3
|
]
1
1
1
|
|
1
1
1
]
1
|
|
1
1
1
1
1
|
|
1
]
1
1
1
1
|
1
1
1
1
1
1
1
3
i
i
1
1
]
1
]
i
i
1
1
1
3
i
1
1
]
1
i
i
3
i
i
1
1
|
3
|
]
1
1
1
i
3
i
i
i
i
i
1
1
1
]
1
1
1
]
1
]
i
i
1
i
1
1

e ol 3

[P O S VL P U U U D N A S N U S A O N S S A S
__l_|_.|.-l._l__|_|_.|..|._l__|_|_.|.-|._|__l_|_.|.-|._|__|_|_.|.-|.-|.__|__|._.'-_‘|__-l..|._|

bl
|
1
|
1
1
|
1
|
1
1
|
]
|
1
|
1
I
|
1
|
i
|
1
|
1
1
1
1
|
1
1
1
h|
1
1
|
1
i
1
1
1
1
|
1
1
1
1
i
]
|
1
1
1
1
1
]
|
1
|
1
1
1
]
|
1
|
1
1
|
1
|
1
|
1
|
[
1
|
1
|
1
1
1
h|
|
1
|
1
i
|
1
|
1
|
1
I
|
1
|
1
|
1
I
|
|
|
1
1
1
i
|
1
|
1
|
1
1
|
1
|
1
|
1
1
1
|
|
1

A —TYTrA—A—— s a— AT — A A— s A

EELIETEr R L FETY
ELYE QU U RrT ]

1
|
i
I
1
|
1
1

A —mA——l e MR — A —AT A — —————

A y

S 407N S 100K

R B O O T T T T T T T T R T T T T R T T T T T T T T T T T T R T T T g T T T T T AT P T T g T R g T PT i T TR T T TR FT IT R TE Ty T iy TP Ty T i I ey Tl el G Pt T Y [ FIpF] I i S D S B o Sy Sepr S iy S i T L T U P TR PRy T iy T TRy iy P TP i i iy Tagr g Py T TRy T [T P Sy SRR ESg I Sy iy Sger By s By Sy TF T iy P TIy LT R PRy R I T g g P P

I o 140 4 142
- Read/Write Circuitry

T
|
1
]
1
1
|
1
|
1
]
1
]
|
1
|
1
i
1
1
]
1
|
1
]
|
]
|
1
|
1
|
1
1
|
1
|
1
1
1
]
|
1
|
1
]
1
1
|
1
|
1
]
1
]
|
1
|
1
1
1
]
|
1
|
1
i
1
1
|
1
|
1
1
1
]
[
1
|
1
|
1
]
|
1
|
1
|
1
1
|
1
|
1
|
1
A
|
1
|
1
|
|
1
1
1
|
1
|
1
1
1
1
|
1
i
1
1
]
1
|
1
|
|
1
]
1
|
1

",
I

X

1
b

My
k
a4

TP P L U T P R S L T L T S S L T P e S U T P P e

Mapping Unit Staging
Fage

S

ist of LZPTT Fash
HIOCKs

P P A VA IR R T LA IR e T R R R e B e R UV R AR T R T TR B R e T R R R e D R R S R e e ra el

rermra

[ L R

— e T TP T T T T T T

I A A L AR L R A R R R [EXTEFTEFTRr] R L A N N i o e e o R P R el o P Mo S P ol Sl 0 e e R e o T o A o e o o T o e R e o I e o ol B T o o I e o T o Sl T R S D S S T L R T R D T R R el A R A L A D AT D R A e B R A A A N L DT DR A AR B S ST L L AT P R A A

36 L .r ., i p
N, Memory e
3

H
)

120 Operstion

-
Ar e
L o=
+

e —

Iy

-~ ' ¢
l"r ""'. o
¥

' L -
b -
L |
nmr\.l.-a.-\.-'\.ll.ral.-.ulﬂl.ul-ul.ulwl.ul.ul-u'-ul.ulavuvmuﬂ R T A P R T R R S R R T S G S R ST AR R T AR R AT TR T R R TR P G A T P T R A R R AR R AR RS S R ST R R T P R TS ol Sl o I ol ol e el el B S T G R PR R T R P T R S R el A I el B el B T G T o I Tt o Tl ol e o e o el e o e ol R o e o e o e o et N R o I N o I o R el B B S G o S P R R R R R I G R G T Gl e o R T

Controller 129 . Memory

T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T

~.| | Mapping Unit Staging Page
Scheme

Mapping Unit Page Logation

N | dndex

I-—-—n—r-u..u

={.C Engine {8.9., encoder/
gecoger

e
e

L e el i e e o e R e e e e e D e | e e R e

r———_————————

e e e e kR L A U T B e L e P L L L e B e e e Al

indexiess Logical-lo-Physical
Transiation Table (L2PTT

F e R e R el el i el Pl el el e o ol e e el el

Flectronic Processor

RS A e P LR R A S LR T P P S LS T P R S T F I S T D R LA P TS T P R AT A S T B R A ST AT S T P BT A S AR TR T P T A ST AR T TS P T LT AR T TS R L AT TR R AR WSS T TS RS R A LA F RS IR RS R LTS IR A S AT

rireaa

s AT TS R FE AL AR T TS R S LA IR A

T n ; A = " ST T *
v v A 0 4 ) A
11, D | : - ;’\
, User Data L~ f

] |

Y
> §
| \ L
- L AR Lo Ak e B 07 LA, LA e AR L L e B LA A 0 B2 B LA Al B0 A e o0 B
5 aam BT

!
i
! 3

Tl e ol et e R T e A Bk A el T e e "o il e e " e e ke e ke T

S-S,
|
|
1
|
I
%
-_— LM_ _
L
i
£
£rs
it

Host Dleviee

_F"H"-'____________________J

-

[ NN T U D A A U N (O AR O N R S I S R I S S

e —————e e —— — —_——— —_— e e o e ey ey e e e oy e e e e e e oy e e e e N R O EREE——————— ————— —— —— i ——

SIChN



US 11,874,770 B2

Sheet 2 of 7

Jan. 16, 2024

U.S. Patent

¢ Ol

IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

: , , , i - - | Y 8bed N /T
m X4 8BEd N | o | YO} 8Bed N | sar | XQE 3BEd N ol mxow sbiec] N | 2o | XQL @0Bd N | o | QL eBed i oo X3 eBed i v | X oBed Nl fezL
e 01 oBRd (W e | () 8BBg AW 1ar ) XCb 9B M o1 XL oBed NN |66 | X1 9Bed (W 86| KO 8Bed N | 25 XL eBed W | 95| ) eBed A 5z
oh | X1 eBed W | b6 | 1) 9BBd NI | 86| XCL 9Bed N | 26| XQ 9Bed (11 | 16| XAt 988 NI 06 X1 9Bed N | 88 X eBed N 88 | a1} eBed AW v
/8 XTI 8Bed | 98| ) 8B AW | 59 G 9Bed (I | v8 | XUt 9Bed (11 | €8 | XAt 988 N | 28| KGO 9Bed N |18 X0l 9BRd W | 08 | a1} 8Bed i FE
50 0L eBed | 87 | Y 8Bed N | 22 i oBed (i | 9g | XL efed (I | G2 | XAt eBegd W | b4 | XOL eBed i g2 X1 eBed P | 2/ | Yoy eBed N 2zt
i xay eBed N |02 | ) 9Be e 69 X 9BBd MY 99 Xt aBeq iy | 28| X1 9B8d N | 99| xQ) @Bed AW S8 XCh 8Bed W 78| X3 9Bed i e N
€5 X} Od N |29 X} 8Ped Ve 19) XCl 92 (Y 09 XCt eBed (Y |65 | X1 9B%a (I 65 XQ) eDed 1M /S XQieBed (W 9| XCi oBed i foz mwm@w,md
1G5 Q3 80ed i |75 X3 988G AW €6 Xl 98B N 26 XL 8884 (WY | 15| XY 888 W 05 X 86ed My 67 X 854 MW By | Xy 8Bed NI 611 Buicidzi
Ly Xd) e0ed W | 97| X} 8BRS O | Sy XTI 8PS N | vy XAt B98d (1N | €7 | XT1 808 NN | T7 | XTI #hed N |1y XQ) #08d N | BY | X} 808 NI g8 L N
68 XQi 98ed N |88 | XQ1 9fed N /8| X1 eBed i 98| X1 eBed N |98 | X Bkd NW pe XCb eBed W €5 KO} sbed N | 26 | X1 oBed
1€, xay 9Bed i | 08| xa4 oBeg Ay | 6z ) XGl eBed i 87 XOL eBed W | 2| X0} 8Bed AW | 92| XQ) aBed i | 52 X0 ebed i | 92| X4 9B Al
St Q3 90ed i | v | X1 988 AW €1 XL eBed M 24 ¥i eBed (N | 1) | XA} BBea v 61 XQ) B0ed N 6 X 9bed (W 8 > (4 8hed N |

4 4 xapefegnp | 9 | xal efed N | ¢ _xmlmﬁ N b XL eBRd | 8 | XL eBed |z | QL eBed i | L XQL 9Ped W | 0 | XQ1 afieg N §

-+
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

iiiiiii
iiiiiii

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

/ 200 USE] SSRIDY Uss] SGIDPY USBl | SSEIpDY Useid GG US| SSaUPLY USEl | SSBINlY USEld | SSBULDY Yseld &
200 USE| SSRULPY USE] SIEIPPY US| SSEpRY Use)d SGaInDYy Use|- 3G8ID0Y USE]- 3BBUOLY USE]- SSRULDY USEl4 8¢
m M m P u
SSBA00Y UTE - I3BMPY USE! ITEUPDY USEL | SSEUPDY Use]- SSSIRDY S8 SSUPDY USEY | SSSDY USE] | seRIpLy usSeld  #7 m:.mmﬁw_az
330N USEL- I3BIO0Y USE SSRIPDY USBl | SSEeUpDY Use)- SSSIRDY USB]- SSOINY USE] SEBAO0Y USEL- 33RO M98 w |
SSBA00Y USE 33800 USE! SSRIPPY USB] | SSEPDY Use)- SSTINDY UsSB]- SSIY U5E) - SSM00Y USE 33BI00Y USE] o

/ m.
_g m L

L

G

4

. w (



US 11,874,770 B2

fom o T P L e L L L T P L P T L A U TS L LT L T L L TP T

A A K K F RRAY YWY MY FE R R AR AR s A A AR F LT YTl A R R R R A A A AR R R R T AT YT YT T PR R T A AAT AN R T T T AA A Y FFFFYTTATATE TR RR R RS

3
?
3
3
H
H
i
:
3
:
)
3
]
i
]
H
i
2
H
:
;
1
:
:
i
3
j

4
[
1
H
i
3
3
3
:
)
3
{
H
2
1
1
H
1
1

o

1
a 1 1 1 1 1 4 ¢
L] 1 1 1 1 1 4 m-. r !
4 r - ) 1
] 1 1 1 1 1 < ¥ : 4 r .
] 1 1 1 1 1 y 4 ,
1 _ ' _ 1 andl 1 Wt . - : _
1 1 1 r 1 1 -
] - ] 1
1 ! 1 1 laaarrrrauuurrassvrrvanaaaaaanrFrr g1ttt 1R R RAR A A AT A s LAl T T Tl iR AR R AT A 8RR |
1 I 1 | 1 | -
1
" 1 1 L 1 1 4 t.— 4
14 1 1 L 1 T 1 -4 .- ¥ : - ! !
1
L] 1 1 L 1 1 “ 4 - - " .
a
4 1 1 L .__.1 1 L I\ & ' .
a 1 1 L 1 1 4 .
a 1 1 1 | e o e e e e e e e e m e e e e T o e e e e e e e e m e e e e e e e e = - r .
E] 1 1 1 1 1 4 .
] 1 1 1 1 . 1 b m .
] 1 1 1 1 h 1 ” " “ m m m.u .
1 1 1 1 1 L | 1 -
_ ¥ _ . " fu Y |
; | : ' | #l | - * _
1 1
1 1 I T ] I S T D I DA O I N e T D ] R A T T e e A B I AT I T T e T R ] AL B I T D R A A T ] -
* , \ .-.._.._._.....v.v.—m__.m T T e T e e e T T e e e T T T e e T T e T T T T T e e e T e e e T T e e e e T T T T e e e e T T e e e e T e T e e e T T
"
]
1 1 1 .-... 1 1 4 L
4 1 1 .-... 1 1 4 r
. 4 1 1 ._..- 1 1 4 r
. 1 1 1 ._.... 1 1 4 ¢
H] 1 1 L] 1 1 4 r
’ E 1 1 .‘.‘ F
A NN VN N N T e N NN N O M N ; . \ . ] F}
* F] a2 1 1 " * |
N ¥ -u[.-. - 1 ! 1 ' N ’ | ek - " LY n...:.
L] - 4 4
: 5 : , %ﬂaaxn.....,..,..,..{ﬂﬁxﬁ.‘_}{mxﬁxﬂbf _ W ’ _ m_ mw - W_ oy
M
. ¥ ¥ ! 1 w ! # ! o ' “ .
"
* - -
* R - e s O - - S o O -SRI
] ] 1 1 a
* - 4 1 “ 1 .-.- *
-’ [ [ - m ] ] " N %
- 4 1 1 4
] [ ] J uﬂ F F
K = - - . 1 u___. ' T
L - -
» | B .ﬂ L H * : ! “ ! e ]
- a 1 1 L
» - ]
I PP ' « T PO U - - S e m el Y TTSSHHIHHESS e e
] ] 1 1 r
* F a 1 “._n 1 "y ' |
+ s wttﬁ. " : : _ “ . o . o "
1 4 4
! ¥ » - v 1 1 # 1 I |
b | 1 1 1 a7 * |
- AR w i W Y N ! . “ \ Ry i i
h "
L 4 -
I - e e e e e s B e e e e
- 4 1 1 4
-’ ] ]
- 4 1 1 I |
* = ndﬁl - = . .-\1.;\\“\-‘\.-“1!1!1!1!1.\.u_-..._u-..lu..____.l_.l_.l_.l_.l_.l_.l_.l_..‘_...._u...-._..l_.l1l1l1.-1!1l111l1.\.-1l\1r..-1.l1l1l1!1=1 ”“ 1 « L 1 .m * [’ 2l bl
L - -
: ¥ - ” ; _ . A TSRFARLZRRI U AN | L
- a 1 1 L
» L L .t L i .- ; . "“ ““ \ . e w 4 - - “
L - -
I PRSP - R R L e T I R R R R - R e Bl . .t - B A
4 1 1 1 +
1 1‘ %.ﬁ 4 ,
4 1 1 1 + _
r X " oy M, . . | ¢’ & . W 4 I
. .‘ﬂ”z + " v . I . 7 I Py ' | .
- 5 . . i 7 . o - i
] AW bt I BT . b . 11 F . - F I ]
» . “ , P + \ - ] I
- — - —— - —F ¥ - FFFF————_a — T T —=—rFFFF——— = .._... e B B e i H e L A TTeI o m s — - ..-‘|...|1...|Lun|ll.....|..|...... |||||| ..|...|...|1...|I|..|..|..|...|1......I|I||...|...|1...|II|._..- R I el T = == == == Aa- LT ————— .1I.|.1I.I.|I.1.1.1...||||..|..|1_.1.I|I.|.I.||.1.1|.|1.1.1|..|..|.||||..|..|1|..|..|.. ||||| - —r A —rrT T ———— =T T R T R R el T T T R
L H m. - -
. L] H] 1 1‘ u‘. 1 ii . |
n J F 3 1 -1 uﬂ 1 ] [ |
» [] ] ]
T . 5 : : ! , A R . _
] ] 1 1 »
+IRSN Er | m ﬁh_. . . . "“ ”“ \ . * “
» ] ]
0 B s T R R T T R T T R R R B R T . T T e LT D D .
1 1 1
+ + +
’ 1 | s o 1 » |
» bty » » 3
» “. _m. * 1 ! [ i ! *a - I
. 5 ' 1 ! ” L gt g g g g g g i i g o g g g o B g g L . |
- 4 1 1 4
1 w F [] m R‘. . . . “ \ S ha P “
L 4 -
[ 3 1 ...‘ 1 ] 1
NN O N N NN NNy - - - - --¥--- - === = L == — - = = === - e i I B T I R R B e D T T T T P B -------=-=---=-=-=--- - == - - - R _—_— e e —_——— - - ——————- _—_— e ————— - — _—_—er e ,—_—— e —— e e . N - ——— = = = - .
L -’ 1 " ] ]
L] 1 ! ! 1‘ ! *a - I
1 1 1 -’
» 1 . , " \ e ] I
b : _ / _ " : !
1 4 -
. S ! 1 T, __.:.........r..............E.r...:........?......r.rq?:r..:.r.5E5EL.E.:ETEFEF!E$!?5‘?!r..?r..:.;......n.............&.......,...:;....r.:r......:..........?.s...r.:.....r..:.;..tl........:l........:..............:..... P T T T T VI S S T T T
1 I ‘t 1 .__.—_ N
-l...l. 1 1 M 1 A . |
. 1 1
o lhﬂ.u. .__-..- 4 -.i " h ; "“ ; H.__-“____.J . “
] ﬁ..___ ]
n -.Q I] 1 1 1 I
..n.l.n - - .i.- 1‘ - F - |
T 5 - 4 1 1‘ 1 ., . |
3 1 h‘ 1 ., |
- AT T TT Tt + 2 [ T~
- -
o Ty ’ 11 1 . . |
. . o ' . | a——
1 1 iy * | "
. " ' - : 1
. “ . .-...-r. ) I .
4 4
1 1 + |
AN K R K R ORA D MW OM Y R R E KK EW WA A A E R MK RRRA MWW WY R R RN KEYMAAAAARE R ERRAMRF®T TR RRERVELAAAAAAA AN FERRRA AW ...1‘1 PR R OE M K E WM AASE KRR RA AN M WM MR RR M EEYAAAAAAD R RR RS A MY TR RN R E NN b.r A F r K F MR R RA AWM u MY RRR N WL e s o a .?....-...r............:...........rj.........EEEEEEE!:EF!EEFJEF:FEE—..JEESE;:!EFEEEEEE!EEE!..hr.....-......,.........rj.r...r-.!..rj..:... L L 1 P s Pl 1 U T P P AR A Pl P W W P et P LT A W, BT LT LTS LR P T T R M WML RRRNLS S EE S MWK ERRA S
1 1 i " ~ + I
1 1 P \ - - I
1 “ P \ <" ] I
1 . 11 . I L I
1 .\ P \ By - ] I
1 P - ]
] h‘ 1 L] |
||||||||||||||||||||||||||||||||||||| —I|||||||||||||||||IullI||||||||||||||||||||||||||||| |||||||||||-||||||||||||||||||||||||||||||||||||||||||||||||| bl = = - -k ke ke m m m - s m s EmEEm e EeEeEeE= == o= — — — - e e o m o Em m o e o oEm m o m m m m m o = m o= = o= =
: : h _ _
| : " _ I
. 1‘ - |ﬂ - ] f
a2 1‘ 1 ] |
_ . ; z gt I §-
1 . “ . r L] A .._— _ ....-.._...'.
1
1 1 |
i _
F

1
1
1
1
1
1
1
1
1
E ol o P ol o b U i o R R R

&

e ER e B
o ~ &0

AEFERLARRI Y
CRAZVTVLLINING
9

LI I N I I B B I RN NE O N T B B L RO B B B B NE N B B B )

oy

ok ok b Fodod ok och ook ok ch ok ok ok Bk Ak h N F kR ok kol kA h ok R bk ch ok ok ok ok bk kA Ak ch ok hohok kL dchchoh N choch ok ok ok ok bk hchdhF

i wd | wd | D
i

Jan. 16, 2024

{

. :
LI T K TN AT AT TR A A I I R B B B B B N N AR R IR REC REC BT NAC RAE BN RC T TN SAE TRE T EE DA DA REE B BN N B B SN ST TR T R I BAE BT BT AN RN BN SN AT AT RE U U REE DT REKC R RN RAC NAY B UNE SN U AT TR R REC REE REE RAC BAE BN K TN R SAr T TEC A BT R RAE BT BT RAY AT AN NN AR URT REE BT RAC RAC BT RAC AN BN BNC SNC AT AT TR DT RAC BEE B RAE BEE BN BN N B AAE SR YR URE B BEE BAC B BAE RAC B B SNC SN SN URT YT DT BEC BT BAC BEC BN BEC RAN B GNC A SN URE BEE BT AL BEE BT BAC B B )

——————— e e e e e e e e

]
e A h m e e m a4 e dd e A d ek ke ek om k- oa ok kdd o maa = ald o e h e m oo s o a e m e d e d e d ek d ek A e m e o Ak d A d oo d e dod e ko dom o d ko om b ok oh ok ke o dod o odd ek dd ek kmom o om o ok ok ok Ao b d o ek d k4 .~ T S P U L L P PSPPI TP D4 4 - 4 44 a4 —m - a4 - 4 - aaaoaoaa — =
] 1
H] 1 'y s,
1 1 i
1 ! !
1 1 ] ¥ -
] 1
m e m-mra—m—m-m-ms-me-errra—m-mama-—nan-Ta-—rrr=—-2--"2 2 fraramcmnm-n-reTer4a———e-na-T-+c-rFrrrrFr-—a-na-nTTreTram-m-®-®r-rrrFr-na-apa-Tan-—rrFr——-n-%T-—TTTTrTa=—-mm-aa-®®%®"®1-“=21-—7T->®T71T7TT7—- g 3y s
3 1 |
3 1 - _.‘. -
a 1 i |
a 1 i _”
3 1 * | i gt
a 1 1 |

T T e T T e e T L T T o e T 1 L L L e e T T e e e e e e T T T T e L T e T T e e e e T T Y

RIELS
DSZEIHUILN JOL DIAITSDS SNIRA JUC JHM X019 Useld £ 01 dn sssappe
U3 HO0E USRI SULI0IS 11477 01 48100 BAREIBY B BUIIIO) SHA § -

i s ]

F
F
k
1
r
r
r
r
r
1
L
L
L
L
L
L
1
r
F
F
F
r
L
I
1
F
F

|-I|-I-I-.|-I-I-I-k-l-I-l.-l-lrtlr.-l-lrll-lrrrrrlnlr-lllnlrrl-lrrl-llﬂurr[ L e T e O L T e e R T e ol e T e e L L~ ST Eepr Sy S RSy S A L I e T T S e A A . T T T T R BT R I )

r .Ji
v L

e e e o - S e e

mp

T I Rl e E i I g -

{
£ ! 4y

™~
s
g

1
E]
1
1
4
1
4
4
1
I
1
I
1
1
1
4
1
4
1
1
1
I
1
I
1
1
E]

e
S,
ot

L L B B UL NS B U BN B N N T N DL DL DL D DU B RN RN N T NN DD D DD RN N LD U D D DD DR N TN N D DU D N RN N BB R

—————— e ————
i .
1

4

F
k
3
r
r
r
r
L
L
L
L
L
L
L
L
L
.
r
r
r
r
r
F
k
F
F

D T T T R T T T T T T R T T T T T e I e T T T T T T e T R

L I I B B K U A O N N N B B N RN N N L R I A I B R B B N B B B AL N B N BN

= rmn

-
F = = = == = = = = = = = = = - - === === = = = R e R T T e = - m - - - - - - s - - - - - - - F - m T - - m = == === - = = R L R Tttt
1 1 1 L 1 1
1 r 1
1 1 1 L 1 1
1 r 1
E 1 1 1 1 1
1 ] 1
H 1 1 1 1 1
1 H 1
H 1 1 1 1 1
1 r 1
1 1 1 1 1 1
.
1!:t::rﬂr:::rﬂ:?rr::::::>rt:1!::LLLLL_r....!.rrrrr..........-..1.1.1.1...EJ...LLLLLLLk...rrrr.-........1.1.1.1-.r..-........LLLL....LL.......-.....rr..........q....\Lrr-.....-LL....................:.?rr:rrrPPrr\:1!:Elllfﬂ::ﬂ:?rrrrrr1rrrr 4 R R OE aoda A& u U A ou [ o a a - o - s = - roo L . A e o o - o [ L e ar e %3 r L an - [ M R L A ks a a ow rd e v oE ool
' . ll__..-.liiiill.—__...—_-._..l.-...._..._._.l-_-.._.l__.ll.-.LiLii.._l.—.__.l.l.l..i._..._ill;___..—.-_l_...l.l.lLih Llllll.lii._..-l-_lll.-.__..—..__.l.lLi......ll.—.__.ll._..li.__i.-l-_lll .
r
' 1 ! g : : " - .
1 1 1 1 * ¥ > &
1 - * * * 1
1 1 1 1 &
1 ] - » - - - 1
1 1 1 1 * - *
1 H - [} 4 2 1
. H 1 1 1 .
, a 1 1 1 » ~ n ,
b e e e m e e mm mmmmmmmmm Emmm e mem e mm e . e mm e == emm = e = em = e = e = e = om o= o= o= = B e e e e m e e m e mm e mm m === === b e mm = m e m m mmm . m . m—m = — == b e e e e e e mm o mmmmm e mEmmm mm e e e mmm e = e = === m e e == = e == == = = o

U.S. Patent



U.S. Patent Jan. 16, 2024 Sheet 4 of 7 US 11,874,770 B2

o
f

CUE N N N N N N N N N N N N N I N N N N N B N N N N N N N N B N N B N N B N N B N N N N R N N I DL B I DO IO I DL B IO O DO IO IOC O IO B DO IO DO AL BOE IOC DL IO DAL T IO BOC BOK L TOL DK NN DO O DOR IO DOK IOE DAL DO IO DO BOK IR DO B DOE DK BOE DO DAL BOE IO DK DK BOE DO DO BOL IO BOK IO DK DO BOE DO DO BN DAL DK BOE DK BOE NN BOE BOL IOR DK BOK BOR DO DO NOE DO BOE BOE DAL DAL BOR DO BOK DOE DAL BOKL BOE BOK BOL DR DAL BOK BON DAL BOE NN DAL RO BOE DO RO BOE DAL DO BOE DAL BOE BOE BOE BN BOE B )

GENERATE INDEXLESS LOGICAL-TO-PHYSICAL TRANSLATION |
TABLE (LZPTTYIN DATA OTORAGE CONTROLLER MEMORY OF ¥
STAGE MAPPING UNIT STAGING PAGE BASED ON INDEXLESS |
| Iy fux | [
L 27T INMEMORY, MAPPING UNIT STAGING PAGE INCLUDING -
-
£y :
PLURALITY OF MAPPING UNIT PAGES AND MAPPING UNIT PA ;
! iﬂ fi‘[‘H Jpu——.
PERFORM ONE OR MORE MEMORY OPERATIONS WITH

INDEXLESS L2PTT

-
L B N N B B N B N N B O B O DL I B O O I O D I D I B O O N O O B D I B DN O N D N N D I I D N N D B B N B B DL I B DL N B DN B B D N N D N B D N N DL N N D D N DL N B D N N N N B N N B D N N DL N B N R N N B B N N B N N B DL N B DL N N N N B DL NN B DL N N DL N N DL N B DL N B D N B DL N N DL NN N D B B DL NN B N N N R NN B DL R B DL NN B D N B D N B B N N

& & & F & & F & F F F F F F & F F & F F F F F F F

F1(a. 4



. Patent an. 16, 2024 Sheet 5 of 7 S 11,874,770 B2

-

DENTIFYING FREE SLOT IN MAPPING UNIT STAGING PAGE

o o ok F o F ko F F F F ko

L I N N N B N I N N I D B I B B I DL N I B B I B D R DA DL I B D I B B I A B DL O B IO RO AL DL DAL DO DAL DOE O IOE DAL IO DAL DAL O IOE DO AL IO DK DO IOE DL AL IOE B DAL IO DOE DO IOL DK AL IOE DOC OE Db DAL DAL IO DO B IOL DAL DO IO DAL B IO DO BOE IOE DO BOL IO DO AL DOE DO AL IO DK AL DOE DOE AL IOE DK DAL DAL DK DAL DOE DK DAL IOE DO DO IOR DOK AL IO DO AL IO DO DAL DL DAL DAL TOE DK AL IO DO DO DO DAC L DAL DOC TOE BOE BOC DO DAL DO DL TOE DAL BOL TOE DAL DAL IO DO AL BOE DAL BOE IOE DAL AL BOE BOK BN B )
-

L]

L]
-

L
-

-
L B N B B B B O O B O O I O O I O O I O O I O O I O O B O B O O O I O O N O O B O O I O B N O N B N B N O D I O D I D DN N N D R DN D N D N N N N N N D N N N R D N R N N N N N N N N N NN N N N N B N N N NN N N N N N N N R N N N N N N NN N N R N N N N N N N NN N R N N R NN D N N NN N N N N N N NN N N N N N N N N R N R

UPYING MAPPING UNIT PAGE FROM LZPTT TO IDENTIFED

FREE SLUT IN MAPPING UNIT STAGING PAGE

LU B N N N N N I N N D O L N O N I DO B RO DO RO IO DO DO RO DO AL IR B N I DO DL DL DO RO DOE DO B IOE O BOL DL DAL O DR BOE DO BOE DAL BOE DOE AL O DL BOE DAL IO DO BN IOE T N BOE DO DO IOE DO DO IOL DK B BOE BOC O IOE DO AL IOL DO B DOL DO DO IO AL B IO DK BOE IOE DO B Db DO O DOE O AL DO DK AL DO DO O IO DK BOL IOE DK B DOE DK BOE IOE DO DO IOR BOK AL IOE DK AL IO DK AL DL DL AL DO DK AL DO DK AL IO DO AL DOR DK TOE BOE BOK DO DOR DO DL DON DAL BOL BOE DO DAL DO DK AL BOE DAL BOE IOR DO B DR BOK N B )

& o F F F o F F F F F F F ko F ko

- -

I
I
I
-
4 &
-
LI ]
-
-

LI I N R R R R R R R RN R R R R R R R R E R R EEREREEREEREEEREREEREE R R R RN E RN RN RN R R R R ERERE R EEREREEENREENEEEEEEEEEEREEN!

RECORDING MAPPING UNIT PAGE INDEX ASSQOCIATED WITH
COPIED MAPRPING UNIT PAGE IN MAPPING UNIT PAGE
DIRECTORY IN MAPPING UNIT STAGING PAGE

L I I I e

& ok o ko F

SICHES

P

LI B N I B N I DO B I B D I DL IO IO O DAL IO DAL AL DL DO B DL DL DL L DL B L DL B I DL B B B BN B B B N B N I B N I B N N N N I B N I B N I B N I B N I B DA I B B I B B I B B N B N N B B B B N B B N N L N I B N B N N N N N N B N N N N I N N I N N I N B I B N B B B I DL N I N B I N N B B N I B N I B B I B N I B N I B B N B N I B N I B N I B B I B N I B B

DETERMINING, USING MAPPING UNIT PAGE LOCATION INDEX,
SET OF MAPPING UNIT PAGES

-
 h b ko h h ko h h ok h ko h o h o h o h o h hhhhhh hhh h R hhh h R hhh hhh h hh hhh hhh hhh hhh hhh h hh h R h h R h h h h hh h hh h hh hh h h hh h Rk h kR h h h h h h h h h h h h h h h h h h h ok h h h h h h h h h h h h h h h h h h h h h h h h h ke h ke h h h h h h h h ke h ke ko

. ——

o TORING EACH MAPPING UNI PAGE INCLUDED IN SET OF
MAPFING UNIT PAGES INTO MAPPING UNIT STAGING PAGE

LU B N N N N N I N N D O L N O N I DO B RO DO RO IO DO DO RO DO AL IR B N I DO DL DL DO RO DOE DO B IOE O BOL DL DAL O DR BOE DO BOE DAL BOE DOE AL O DL BOE DAL IO DO BN IOE T N BOE DO DO IOE DO DO IOL DK B BOE BOC O IOE DO AL IOL DO B DOL DO DO IO AL B IO DK BOE IOE DO B Db DO O DOE O AL DO DK AL DO DO O IO DK BOL IOE DK B DOE DK BOE IOE DO DO IOR BOK AL IOE DK AL IO DK AL DL DL AL DO DK AL DO DK AL IO DO AL DOR DK TOE BOE BOK DO DOR DO DL DON DAL BOL BOE DO DAL DO DK AL BOE DAL BOE IOR DO B DR BOK N B )

o F ok F & F F F F F F F F FFF ko F ko F

SICHY



U.S. Patent Jan. 16, 2024 Sheet 6 of 7 US 11,874,770 B2

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

| READING MOST RECENTLY OPENED FLASH BLOCK FROM LAST | 705
- PROGRAMMED PAGE OF MOST RECENTLY OPEN FLASH BLOCK
f TO FIRST PAGE

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

| FOR FACH MAPPING UNIT STAGING PAGE READ, DETERMINING,
- USING CORRESFONDING MAPPING UNIT PAGE DIRECTORY, 1§ . 710
WHAT MAPPING UNIT PAGES ARE STAGED IN EACH MAPPING ¥
UNIT STAGING PAGE

-
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

DETERMINING WHETHER RECORD IN MAPPING UNIT PAGE |, — 719
 OCATION INDEX HAS BEEN INITIALIZED |

L]
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

WHEN RECORD IN MAPPING UNIT PAGE LOCATION INDEX HAS | 740
NOT BEEN INITIALIZED, INITIALIZE RECORD IN MAPPING UNIT |
BAGE LOCATION INDEX WITH RELATIVE INDEX OF
CORRESPONDING FLASH BLOCK IN LIST OF FLASH BLOCKS
DEDICATED FOR L2PTT STORAGE

-
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

COPY CONTENT OF MAPPING UNIT PAGE FROM LOCATION OF | — 725
MAPPING UNIT PAGE IN MAPPING UNIT STAGING PAGETO |
CORRESPONDING LOCATION IN L2PTT

-
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii



U.S. Patent Jan. 16, 2024 Sheet 7 of 7 US 11,874,770 B2

| READING MOST RECENTLY OPENED FLASH BLOCK FROM LAST |~ 805
| PROGRAMMED PAGE OF MOST RECENTLY OPEN FLASH BLOCK |
TO FIRST PAGE

-
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

" FOR EACH MAPPING UNIT SRR PAGE READ, DETERMINING, |
| USING CORRESPONDING MAPPING UNIT PAGE DIRECTORY, | . 810
WHAT MAPPING UNIT PAGES ARE STAGED IN EACH MAPPING ¥
UNIT STAGING PAGE

-
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

DETERMINING WHETHER RECORD IN MAPPING UNIT PAGE | — 815
LOCATION INDEX HAS BEEN INITIALIZED

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

WHEN RECORD IN MAPPING UNIT PAGE LOCATION INDEX HAS
| BEEN INITIALIZED, COMPARING FLASH BLOCK LOCATION OF |
| MAPPING UNIT STAGING PAGE BEING PROCESSED WITHFLASH | . 820
| BLOCK LOCATION SAVED IN AUXILIARY DATA STRUCTURE ¥
| STORING LATEST FLASH BLOCK LOCATIONS OF FACH MAPPING |
| UNIT PAGE TO DETERMINE WHETHER MAPPING UNIT PAGE HAS |
5 SEEN INITIALIZED

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

WHEN MAPPING UNIT PAGE {5 CONSIDERED UNINFTIALIZED, |
| INITIALIZING ITS RECORD IN MAPPING UNIT PAGE LOCATION | 825
- INDEX WITH RELATIVE INDEX OF THIS FLASH BLOCK INLISTOF
FLASH BLOCKS DEDICATED FOR LZPTT STURAGE 5

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

SAVING FLASH BLOCK LOUATION OF MAPPING UNIT STAGING
PAGE BEING PROCESSED IN AUXILIARY DATA STRUCTURE

| COPYING CONTENT OF MAPPING UNIT PAGE FROMITS | 89
| LOCATION IN MAPPING UNIT STAGING PAGE TO ITS LOCATION EN
5  2PTT .

- -
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii



US 11,874,770 B2

1

INDEXLESS LOGICAL-TO-PHYSICAL
TRANSLATION TABLLE

FIELD

This application relates generally to data storage devices,
and more particularly, to a data storage controller that
implements an indexless (or near-indexless) logical to physi-
cal translation table to improve storage space usage and
write amplification in data storage devices.

BACKGROUND

Generally, solid state drives (SSDs) that use dynamic
random-access memory (DRAM) to cache a logical to
physical translation table (L2PTT) in memory usually write
dirty L2PTT pages to NAND. Some designs use a second
level table (for example, a L2P directory) to track NAND
location of the L2PT'T pages. NAND location 1s tracked for
restoring L2PTT pages after a power cycle. The L2PTT 1s
also used during garbage collection of blocks that contain
L2PTT. Some disadvantages with this approach include the
amount of DRAM required for storing the second level table
if the L2PTT 1s written 1n smaller pages and write amplifi-
cation caused by the second level table (for example, 4K
chunks of L2PTT needs DRAM 1n the ratio of 1:1000).
L2PTT with larger pages may be used to reduce the DRAM
tootprint. However, using larger L2PTT pages results 1n
increased write amplification caused by the L2PTT 1itself.
For example, 32 KB L2PTT chunks result 1n 32K of flash
write 1n addition to the 4K flash write of host data.

Conventional approaches involve constructing and main-
taining single- or multi-level L2PTT index data structures
that are used primarily (assuming L2PTT fully residents in
RAM) during SSD imtialization time. This conventional
design has difliculties scaling to small L2PTT page sizes,
which may be beneficial to lowering write amplification.
The difhiculties show as a massive amount of RAM dedi-
cated to L2PTT index storage, which 1s inherent to single-
level index design, or, in cases of multi-level index design,
excessive firmware complexity as a result of “recursive”
propagation of an index update across all of 1ts levels, where
write amplification 1s negatively impacted compared to
single-level index design.

SUMMARY

To solve these and other problems, the embodiments
described herein provide an indexless (or near-indexless)
logical-to-physical translation table (L2PTT) that improves
storage space usage and write amplification 1n data storage
devices. The indexless L2PTT of the present disclosure is
considered “indexless” because the indexless L2PT'T of the
present disclosure does not require a full L2PTT index
stored in DRAM along with the mdexless L2PTT of the
present disclosure. Additionally, the L2PTT of the present
disclosure may also be considered “near-indexless™ because
the L2PT'T of the present disclosure may also use an L2PTT
index that 1s significantly smaller than conventional L2PTT
indexes, which provides space-saving in DRAM, although
not as much as an indexless L2PTT.

In particular, the embodiments described herein provides
a data storage controller including an indexless (or near-
indexless) L2PTT with a mapping unit staging page stored
in flash memory. The mapping unit staging page as
described herein reduces or eliminates the need for an

L2PTT index to be stored in DRAM along with a L2PTT.
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Additionally, the present disclosure also introduces a
mapping unit page location index. While the mapping unit
page location index 1s an “index” that 1s mmitialized and
stored in DRAM, the mapping unit page location index 1s
not a L2PTT index (and the indexless L2PTT may truly be
“indexless” with respect to indices in DRAM) and 1s smaller
than a L2PTT mndex because the mapping unit page location
index does not index full flash block addresses.

One embodiment of the present disclosure includes a data
storage device. The data storage device including a memory,
a data storage controller, and a bus. The memory including
a mapping unit staging page that includes a plurality of
mapping unit pages and a mapping unit page directory. The
data storage controller including a data storage controller
memory and coupled to the memory, the data storage
controller memory including an indexless logical-to-physi-
cal translation table (L2PTT). The bus for transierring data
between the data storage controller and a host device 1n
communication with the data storage controller. The data
storage controller 1s configured to perform one or more
memory operations with the indexless L2PTT.

Another embodiment of the present disclosure includes a
method. The method includes generating, with a data storage
controller, an indexless logical-to-physical translation table
(L2PTT) 1in a data storage controller memory of the data
storage controller. The method includes staging, with the
data storage controller, a mapping unit staging page based on
the indexless L2PTT 1n a memory, the mapping unit staging
page including a plurality of mapping unit pages and a
mapping unit page directory. The method also includes
performing, with the data storage controller, one or more
memory operations with the indexless L2PTT.

Yet another embodiment of the present disclosure
includes an apparatus. The apparatus includes means for
generating an idexless logical-to-physical translation table
(L2PTT) 1in a data storage controller memory of the data
storage controller. The apparatus includes staging a mapping
umt staging page based on the indexless L2PTT in a
memory, the mapping unit staging page including a plurality
of mapping unit pages and a mapping unit page directory.
The apparatus also 1includes performing one or more
memory operations with the indexless L2PTT.

Various aspects of the present disclosure provide for
improvements data storage devices. The present disclosure
can be embodied 1n various forms, including hardware or
circuits controlled by software, firmware, or a combination
thereolf. The foregoing summary 1s mtended solely to give a
general 1dea of various aspects of the present disclosure and
does not limit the scope of the present disclosure 1n any way.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s block diagram of a system including a data
storage device and a host device, 1n accordance with some
embodiments of the disclosure.

FIG. 2 1s a table illustrating an example structure of a
single mapping umt staging page, accordance with some
embodiments of the present disclosure.

FIG. 3 1s a table illustrating an example mapping unit
page location index, 1n accordance with some embodiments
of the present disclosure.

FIG. 4 15 a flowchart illustrating a method of mitializing
the data storage device of FIG. 1, 1n accordance with some
embodiments of the present disclosure.
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FIG. 5 1s a flowchart illustrating a method of staging a
mapping umt staging page for the data storage device of

FIG. 1, in accordance with some embodiments of the present
disclosure.

FIG. 6 1s a flowchart 1llustrating a method of compaction
for the data storage device of FIG. 1, 1n accordance with
some embodiments of the present disclosure.

FIG. 7 1s a flowchart illustrating a method of seral
initialization for the data storage device of FIG. 1 after a
graceful shutdown, 1n accordance with some embodiments
of the present disclosure.

FIG. 8 1s a flowchart illustrating a method of parallel
initialization for the data storage device of FIG. 1 after a
graceful shutdown, in accordance with some embodiments
of the present disclosure.

DETAILED DESCRIPTION

In the following description, numerous details are set
torth, such as data storage device configurations, controller
operations, and the like, 1n order to provide an understanding
of one or more aspects of the present disclosure. It will be
readily apparent to one skilled in the art that these specific
details are merely exemplary and not intended to limit the
scope of this application. In particular, the functions asso-
ciated with the data storage controller can be performed by
hardware (for example, analog or digital circuits), a combi-
nation of hardware and software (for example, program code
or firmware stored 1 a non-transitory computer-readable
medium that 1s executed by a processor or control circuitry),
or any other suitable means. The following description 1s
intended solely to give a general 1dea of various aspects of
the present disclosure and does not limit the scope of the
disclosure 1n any way. Furthermore, 1t will be apparent to
those of skill in the art that, although the present disclosure
refers to NAND flash, the concepts discussed herein are
applicable to other types of solid-state memory, such as
NOR, PCM (“Phase Change Memory”), ReRAM, MRAM,
etc.

FIG. 1 1s block diagram of a system including a data
storage device and a host device, 1n accordance with some
embodiments of the disclosure. In the example of FIG. 1, the
system 100 includes a data storage device 102 and a host
device 150. The data storage device 102 includes a control-
ler 120 (referred to hereinafter as ““data storage device
controller”) and a memory 104 (e.g., non-volatile memory)
that 1s coupled to the data storage device controller 120.

One example of the structural and functional features
provided by the data storage device controller 120 are
illustrated 1n FIG. 1 1n a simplified form. One skilled in the
art would also recognize that the data storage device con-
troller 120 may include additional modules or components
other than those specifically illustrated 1n FIG. 1. Addition-
ally, although the data storage device 102 1s illustrated 1n
FIG. 1 as including the data storage device controller 120, 1n
other implementations, the data storage device controller
120 1s mnstead located separate from the data storage device
102. As a result, operations that would normally be per-
formed by the data storage device controller 120 described
herein may be performed by another device that connects to
the data storage device 102.

The data storage device 102 and the host device 150 may
be operationally coupled via a connection (e.g., a commu-
nication path 110), such as a bus or a wireless connection. In
some examples, the data storage device 102 may be embed-
ded within the host device 150. Alternatively, in other
examples, the data storage device 102 may be removable
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from the host device 150 (i.e., “removably” coupled to the
host device 150). As an example, the data storage device 102
may be removably coupled to the host device 150 in
accordance with a removable universal serial bus (USB)
configuration. In some implementations, the data storage
device 102 may include or correspond to a solid state drive
(SSD), which may be used as an embedded storage drive
(e.g., a mobile embedded storage drive), an enterprise stor-
age drive (ESD), a client storage device, or a cloud storage
drive, or other suitable storage drives.

The data storage device 102 may be configured to be

coupled to the host device 150 via the communication path
110, such as a wired communication path and/or a wireless
communication path. For example, the data storage device
102 may include an interface 108 (e.g., a host interface) that
enables communication via the communication path 110
between the data storage device 102 and the host device 150,
such as when the interface 108 1s communicatively coupled
to the host device 150.
The host device 150 may include an electronic processor
and a memory. The memory may be configured to store data
and/or mstructions that may be executable by the electronic
processor. The memory may be a single memory or may
include one or more memories, such as one or more non-
volatile memories, one or more volatile memories, or a
combination thereof. The host device 150 may 1ssue one or
more commands to the data storage device 102, such as one
or more requests to erase data at, read data from, or write
data to the memory 104 of the data storage device 102.
Additionally, the host device 150 may 1ssue one or more
vendor specific commands to the data storage device 102 to
notily and/or configure the data storage device 102. For
example, the host device 150 may be configured to provide
data, such as user data 132, to be stored at the memory 104
or to request data to be read from the memory 104. The host
device 150 may include a mobile smartphone, a music
player, a video player, a gaming console, an electronic book
reader, a personal digital assistant (PDA), a computer, such
as a laptop computer or notebook computer, any combina-
tion thereot, or other suitable electronic device.

The host device 150 communicates via a memory inter-
face that enables reading from the memory 104 and writing
to the memory 104. In some examples, the host device 150
may operate 1n compliance with an industry specification, a
Secure Digital (SD) Host Controller specification, or other
suitable industry specification. The host device 150 may also
communicate with the memory 104 1n accordance with any
other suitable communication protocol.

The memory 104 of the data storage device 102 may
include a non-volatile memory (e.g., NAND, 3D NAND
family of memories, or other suitable memory). In some
examples, the memory 104 may be any type of flash
memory. For example, the memory 104 may be two-dimen-
sional (2D) memory or three-dimensional (3D) ftlash
memory. The memory 104 may include one or more
memory dies 103. Each of the one or more memory dies 103
may 1nclude one or more blocks (e.g., one or more erase
blocks). Each block may include one or more groups of
storage elements, such as a representative group of storage
clements 107A-107N. The group of storage elements 107 A-
107N may be configured as a word line. The group of
storage elements 107 may include multiple storage ele-
ments, such as a representative storage elements 109A and
109N, respectively.

The memory 104 may include support circuitry, such as
read/write circuitry 140, to support operation of the one or
more memory dies 103. Although depicted as a single
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component, the read/write circuitry 140 may be divided nto
separate components of the memory 104, such as read
circuitry and write circuitry. The read/write circuitry 140
may be external to the one or more memory dies 103 of the
memory 104. Alternatively, one or more individual memory
dies may include corresponding read/write circuitry that 1s
operable to read from and/or write to storage eclements
within the mndividual memory die independent of any other
read and/or write operations at any of the other memory dies.
The memory 104 may also include a list of L2PTT flash
blocks 141 and a mapping unit staging page 142 as described
in greater detail below.

The data storage device 102 includes the data storage
device controller 120 coupled to the memory 104 (e.g., the
one or more memory dies 103) via a bus 106, an interface
(e.g., interface circuitry), another structure, or a combination
thereol. For example, the bus 106 may include multiple
distinct channels to enable the data storage device controller
120 to communicate with each of the one or more memory
dies 103 1n parallel with, and independently of, communi-
cation with the other memory dies 103. In some implemen-
tations, the memory 104 may be a flash memory.

The data storage device controller 120 1s configured to
receive data and instructions from the host device 150 and
to send data to the host device 150. For example, the data
storage device controller 120 may send data to the host
device 150 via the interface 108, and the data storage device
controller 120 may receive data from the host device 150 via
the interface 108. The data storage device controller 120 1s
configured to send data and commands (e.g., the memory
operation 136) to the memory 104 and to receive data from
the memory 104. For example, the data storage device
controller 120 1s configured to send data and a write com-
mand to cause the memory 104 to store data to a specified
address of the memory 104. The write command may
specily a physical address of a portion of the memory 104
(e.g., a physical address of a word line of the memory 104)
that 1s to store the data.

The data storage device controller 120 1s configured to
send a read command to the memory 104 to access data from
a specified address of the memory 104. The read command
may specily the physical address of a region of the memory
104 (e.g., a physical address of a word line of the memory
104). The data storage device controller 120 may also be
configured to send data and commands to the memory 104
associated with background scanning operations, garbage
collection operations, and/or wear-leveling operations, or
other suitable memory operations.

The data storage device controller 120 may include a
memory 124 (for example, a random access memory
(“RAM?”), a read-only memory (“ROM?”), a non-transitory
computer readable medium, or a combination thereof), an
error correction code (ECC) engine 126, and an electronic
processor 128 (for example, a microprocessor, a microcon-
troller, a field-programmable gate array (“FPGA”) semicon-
ductor, an application specific itegrated circuit (“ASIC”),
or another suitable programmable device). The memory 124
stores data and/or instructions that may be executable by the
clectronic processor 128. In particular, the memory 124
stores a mapping unit staging page scheme 129, a mapping
unit page location index 130, and an indexless logical-to-
physical translation table (L2PTT) 131 as described in
greater detail below.

Additionally, although the data storage device controller
120 1s 1llustrated 1n FIG. 1 as including the memory 124, 1in
other implementations, some or all of the memory 124 is
instead located separate from the data storage device con-
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troller 120 and executable by the electronic processor 128 or
a different electronic processor that 1s external to the data
storage device controller 120 and/or the data storage device
102. For example, the memory 124 may be dynamic ran-
dom-access memory (DRAM) that 1s separate and distinct
from the data storage device controller 120. As a result,
operations that would normally be performed solely by the
data storage device controller 120 described herein may be
performed by the following: 1) the electronic processor 128
and different memory that i1s internal to the data storage
device 102, 2) the electronic processor 128 and different
memory that 1s external to the data storage device 102, 3) a
different electronic processor that 1s external to the data
storage device controller 120 and 1n communication with
memory of the data storage device 102, and 4) a different
clectronic processor that 1s external to the data storage
device controller 120 and 1n communication with memory
that 1s external to the data storage device 102.

The data storage device controller 120 may send the
memory operation 136 (e.g., a read command) to the
memory 104 to cause the read/write circuitry 140 to sense
data stored 1n a storage element. For example, the data
storage device controller 120 may send the read command to
the memory 104 1n response to recerving a request for read
access from the host device 150.

FIG. 2 1s a table illustrating an example structure of a
single mapping unit staging page 200, accordance with some
embodiments of the present disclosure. The mapping unit
staging page 200 of FIG. 2 corresponds to the mapping unit
staging page 142 of FIG. 1 and 1s created by the mapping
unit staging page scheme 129.

The mapping unit staging page 200 1s a control page
stored 1n flash blocks (e.g., flash blocks of the memory 104)
dedicated for Logical to Physical Translation Table (L2PTT)
storage. As illustrated 1n FIG. 2, each row from 0 to 112
holds a single mapping unit page (represented in FIG. 2 by
reference numeral 205). In the illustrated example, the
mapping unit staging page 200 includes a composition of
eight mapping unit pages 2035, where each mapping unit
page 205 1s associated with a flash block location of logi-
cally sequential host data mapping units. A single mapping
unit page 1s a composition of eight (in this example of FIG.
2) flash block locations of logically sequential host data
mapping units. Each host data mapping unit 1s associated
with a certain 4K (or a multiple of 4K) host data chunk.

Following the example illustrated in FIG. 2, the flash
block location of host logical block address (LBA) (assum-
ing LBA size 1s 512B and Host Data Mapping Unit size 1s
4K) will be 1n mapping umt page with Index 2 1n oflset 4.
Specifically, FIG. 2 shows an example of first mapping unit
staging page for a sequentially preconditioned storage
device, where LBA 160 resides 1n mapping unit page index
2 (1.e., 160/(8 sectors_per HDMU*8 FlashAddresses_per-
_MUP)=2). According to how the mapping unit staging page
1s 1mtialized, mapping unit page with index 2 1s located row
2, and the actual FlashAddress of LBA 160 1s located 1n row
2 column 4.

As further 1llustrated 1n FI1G. 2, each row from 113 to the
last row holds a mapping unit page directory (represented 1n
FIG. 2 by reference numeral 210) that 1s mitialized with
mapping unit page indices of mapping unit pages 205 stored
in rows 0 to 112.

Apart from the indexless L2PTT (e.g., the indexless
L2PTT 131), which may be a flat-table in DRAM holding
flash block locations of every host data mapping unit, there
may be an additional data structure n DRAM of the data
storage device 102. This additional data structure 1s referred
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to herein as “a mapping unit page location index.” In some
embodiments, the mapping umt page location index serves
a purpose ol tracking current locations of every single
mapping unit page.

FIG. 3 1s a table illustrating an example mapping unit
page location index 300, 1n accordance with some embodi-
ments of the present disclosure. The mapping unit page
location index 300 corresponds to the mapping unit page
location 1index 130 of FIG. 1. In some examples, the map-
ping unit page location imdex 300 i1s not saved in flash
memory and 1s reconstructed by the mapping unit staging
page scheme 129 during imitialization of the data storage
device 102.

Unlike typical L2PTT indices that track locations of every
mapping unit page using full flash block addresses, the
mapping unit page location index 300 indexes all mapping,
unit pages to one of a plurality of flash blocks. The plurality
ol tlash blocks are stored 1n a list of flash blocks dedicated
tor L2PT'T storage 1s used (represented in FIG. 3 by refer-
ence numeral 305). The list of flash blocks 305 corresponds
to the list of L2PTT flash blocks 141 of FIG. 1.

The mapping unit page location mndex 300 requires less
space 1n RAM than typical L2PTT indices because the full
flash block address usually requires 32 bits or more 1n
comparison to the mapping umt page location index 300
with, for example, seven flash blocks 1n a list (represented in
FIG. 3 by reference numeral 305). In some embodiments,
the mapping unit page location index 300 uses 3 bits with
one “‘special value” reserved for tracking fully mvalidated
mapping unit pages (for example, an invalidated mapping
unit page may be mvalidated “from inside,” which will not
require external tracking), as illustrated in FIG. 3.

As described above, the embodiments described herein
implements an indexless (or near-indexless) L2PTT (e.g.,

the indexless L2PTT 131) via performance of a L2PTT

update operation, a closed L2PTT flash block compaction
operation, a L2PTT mmtialization operation aiter a graceful
shutdown, or a combination thereof using the mapping unit
staging page 200.

FIG. 4 1s a flowchart 1llustrating a method 400 of 1nitial-
1zing the data storage device 102 of FIG. 1, in accordance
with some embodiments of the present disclosure. The
method 400 includes generating, with a data storage con-
troller, an indexless logical-to-physical translation table
(L2PTT) 1n a data storage controller memory of the data
storage controller (at block 405).

The indexless L2PTT and the typical L2PTT are both
arrays that store the flash addresses of every single host
mapping unit of the data storage device. The oflset in both
arrays 1s the host mapping unit identifier (e.g., a logical
block address (LBA)). However, the way the indexless
L2PTT 1s senialized into flash 1s different from the typical
L2PTT because the serialization 1s via Mapping Unit Stag-
ing Pages. Additionally, the housekeeping algorithm uses the
Mapping Unit Page Location Index (RAM-only), which 1s
small 1 size relative to the typical LS2PTT.

The method 400 includes staging, with the data storage
controller, a mapping unit staging page based on the index-
less L2PTT 1n a memory, the mapping unit staging page
including a plurality of mapping unit pages and a mapping
unit page directory (at block 410). The staging of the
mapping unit staging page 1s described 1n greater detail
below with respect to FIG. 4

The method 400 also includes performing, with the data
storage controller, one or more memory operations with the
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indexless L2PTT (at block 415). The one or more memory
operations are described 1n greater detail below with respect
to FIGS. 5-8.

For example, FIG. 5 1s a flowchart illustrating a method
of staging a mapping unit staging page for the data storage
device 102 of FIG. 1, 1n accordance with some embodiments
of the present disclosure. In some embodiments, the method
500 of FIG. 5 1llustrates a process of creating a mapping unit
staging page (for example, the mapping unit staging page
142 of FIG. 1 and the mapping unit staging page 200 of FIG.
2) according to some embodiments (for example, adding a
dirty mapping unit page). FIG. 5 1s described with respect to
FIGS. 1-3.

As 1llustrated 1n FIG. 5, the method 500 includes the data
storage controller 120 1dentifying a free slot 1n a mapping
umt staging page (at block 5035). In some embodiments, a
previously utilized slot holding the same mapping unit page
may be 1dentified and reused such as when repeated updates
occur for the same mapping unit page.

After 1dentifying a free slot in the mapping unit staging
page (at block 505), the data storage controller 120 copies
the mapping unit page from the indexless L2PTT 131 (stored
in DRAM) to the 1dentified slot 1n the mapping unit staging
page 200 (at block 510). The data storage controller 120 then
records the mapping unit page index of the copied mapping
unit page 1 mapping unit page directory 210 (at block 515).
In some embodiments, the data storage controller 120
records the mapping unit page index of the copied mapping
unit page 1n a corresponding part of the mapping unit staging
page.

Additionally, 1n some examples, the method 500 may
include the data storage controller 120 updating a location of
the dirty mapping unit page in the mapping unit page
location index 300. For example, the data storage controller
120 updates the location by saving a relative index of
currently write-open control flash block i a list of flash
blocks dedicated for L2PT'T storage. In some embodiments,
when a last slot in the mapping unit staging page 200 1s
occupied, the data storage controller 120 dispatches the
mapping unit staging page 200 for a write to write-open flash
block.

FIG. 6 1s a flowchart illustrating a method 600 of com-
paction for the data storage device 102, 1n accordance with
some embodiments of the present disclosure. FIG. 6 1s
described with respect to FIGS. 1-3.

In some embodiments, the method 600 of FIG. 6 illus-
trates a process of performing L2PTT flash block compac-
tion (for example, a closed L2PTT flash block compaction
operation) according to some embodiments. As illustrated 1n
FIG. 6, the method 600 includes the data storage controller
120 determining, using the mapping unit page location index
300, one or more mapping unit pages (as a set ol mapping
unit pages) (at block 603). In some embodiments, the set of
mapping unit pages includes mapping unit page(s) that
remain valid in source compaction flash block. In some
embodiments, hardware acceleration may be beneficial to
process the mapping unit page location index data structure.

Additionally, the method 600 includes the data storage
controller 120 storing each mapping unit page included 1n
the set of mapping umt pages into the mapping unit staging
page 200 (at block 610), as described above with respect to
the method 500. As noted above, the indexless L2PTT 131
1s stored in DRAM of the SSD controller ({or example, the
data storage controller 120). Accordingly, no reads from
source compaction flash block are necessary.

As noted above, 1n some embodiments, the data storage
controller 120 may also perform a L2PTT mnitialization
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operation. In some embodiments, the idexless L2PTT
initialization operation is a serial initialization operation. For
example, FIG. 7 1s a flowchart illustrating a method 700 of
serial 1mitialization of the indexless L2PTT after a graceful
shutdown, 1n accordance with some embodiments of the
present disclosure. FIG. 7 1s described with respect to FIGS.
1-3.

As 1llustrated 1n FIG. 7, the method 700 includes the data
storage controller 120 reading a most recently opened flash
block from a last programmed page of the most recently
open flash block to a first page (at block 705). For each
mapping unit staging page read, the data storage controller
120 uses a corresponding mapping unit page directory 210
to determine what mapping unit pages 205 are staged 1n each
mapping unit staging page 200 (at block 710). In some
embodiments, the mapping unit page directory 210 1s pro-
cessed 1n reverse order (starting from the last record 1n the
mapping unit page directory). Alternatively, mm some
embodiments, the mapping unit page directory 210 1s not
processed 1n reverse order, such as when each staged map-
ping unit page 205 has a single presence in the mapping unit
staging page 200.

For each mapping unit page mdex in the mapping unit
page directory 210, the data storage controller 120 deter-
mines whether a record (for a corresponding mapping unit
page index) in the mapping unit page location index 300 has
been initialized (at block 715). When a record 1s already
initialized, no further work with this mapping unit page 1is
required and the data storage controller 120 may proceed to
the next record 1n the mapping unit page directory 210. In
some embodiments, 1mstead of directly using the mapping
unit page location index 300 (stored n DRAM due to its
size) for determinizing the mitialization state, firmware,
hardware, or a combination thereof may use a bit-array
allocated 1n transient SRAM.

When a record 1s not 1nitialized, the data storage control-
ler 120 mitializes the record in the mapping unit page
location index 300 with a relative index of a corresponding
flash block 1 a list of flash blocks dedicated for L2PTT
storage (at block 720). After imitializing the record, the data
storage controller 120 copies the content of the mapping unit
page from a location 1n the mapping unit staging page 200
to a corresponding location 1n the indexless L2PTT 131 in
DRAM (at block 725).

Once all of the mapping umit pages 205 are initialized, the
initialization of the indexless L2PTT 131 1s considered
completed. However, 1n some embodiments, when all the
mapping unit pages 205 currently being initialized from
flash blocks have been processed but the indexless L2PTT
initialization 1s not yet completed, mitialization 1s switched
to a previous open flash block from a list of flash blocks
dedicated for L2PTT storage. In some embodiments, all
flash blocks dedicated for L2PTT storage need to be 1nitial-
1zed (for example, a read 1n full situation). For example, a
case where all the mapping unit staging page builers read
require processing. In such embodiments, the 1nitialization
process (for example, method 700) may be performed with
the assistance of hardware acceleration.

In some embodiments, the indexless L2PTT 1nitialization
operation 1s performed as a parallel initialization operation.
For example, FIG. 8 1s a flowchart 1llustrating a method 800
of parallel initialization of the indexless L2PTT after a
graceful shutdown, in accordance with some embodiments

of the present disclosure. FIG. 8 1s described with respect to
FIGS. 1-3.
As 1llustrated in FIG. 8, the method 800 includes the data
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where extra levels of parallelism are beneficial) open tlash
block from the last programmed page of the open flash block
to the first page (at block 803). For every mapping umit
staging page 200 read, the data storage controller 120
determines, using a corresponding mapping unit page direc-
tory 210, what mapping unit pages 205 are staged in the
corresponding mapping unit staging page 200 (at block
810).

In some embodiments, the mapping unit page directory
210 1s processed 1n reverse order (starting from the last
record 1n the mapping unit page directory 210). Alterna-
tively, in some embodiments, the mapping unit page direc-
tory 210 1s not processed 1n reverse order, such as when each
staged mapping unit page 205 has a single presence 1n the
mapping unit staging page 200. For each mapping unit page
index included 1n the mapping unit page directory 210, the
data storage controller 120 determines whether a record (for
a corresponding mapping unit page) in the mapping unit
page location mndex 300 has been mitialized (at block 815).

When a record i1s already imitialized, the data storage
controller 120 compares the flash block location of the
mapping unit page being processed with the flash block
location saved in an auxiliary initialization time only flat
array (for example, as an auxiliary data structure) storing the
latest flash block locations of every single mapping unit
page (at block 820).

When the flash block location of the mapping unit page
being processed was written before the tlash block location
saved 1n the auxiliary data structure, no further work with
this mapping umt page 1s required and the method 800 (for
example, the data storage controller 120) moves to the next
mapping unit page 1n the mapping unit page directory 210.
When the flash block location of the mapping unit page
being processed was written aiter the flash block location
saved 1n the auxiliary data structure, the data storage con-
troller 120 considers the mapping unit page as uninitialized.
In some embodiments, instead of directly using the mapping
unit page location mndex 300 (stored in DRAM due to its
s1ze) for determinizing the mnitialization state, firmware,
hardware, or a combination thereol may use a bit-array
allocated 1n transient SRAM.

When a mapping unit page 1s considered uninitialized, the
data storage controller 120 imitializes 1ts record in the
mapping unit page location index 300 with a relative index

of this flash block 1 a list of flash blocks dedicated for
L2PTT storage 141 (at block 825). Additionally, the data
storage controller 120 may save the flash block location of
the mapping unit page being processed 1n the auxiliary data
structure (at block 830).

As 1llustrated in FIG. 8, the method 800 also includes
copying the content of the mapping unit page from its
location 1n the mapping unit staging page 200 to 1ts location
in the indexless L2PTT 131 in DRAM (at block 835). When
all of the mapping unit pages 2035 are initialized, the index-
less L2ZPTT 1initialization cannot be considered complete
until all flash blocks dedicated for L2PTT storage are
processed 1n full. The parallel version of the initialization
process addresses scaling concerns, as described in greater
detail above.

Example 1: a data storage device comprising: a memory
including a mapping unit staging page that includes a
plurality of mapping unit pages and a mapping unit page
directory; a data storage controller including a data storage
controller memory and coupled to the memory, the data
storage controller memory including an indexless logical-
to-physical translation table (L2PTT); and a bus for trans-
ferring data between the data storage controller and a host
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device 1n communication with the data storage controller,
wherein the data storage controller 1s configured to perform
one or more memory operations with the indexless L2PTT.

Example 2: the data storage device of example 1, wherein
the one or more memory operations include at least one of:
an indexless L2PTT update operation, a closed indexless
L2PTT flash block compaction operation, or an indexless
L2PTT mitialization operation after a gracetul shutdown.

Example 3: the data storage device of example 2, wherein
the indexless L2PTT update operation 1s an operation to
program an updated mapping unmit page to a write-open flash
block.

Example 4: the data storage device of example 2, wherein
the indexless L2PTT update operation includes: 1dentifying,
a Ifree slot 1n the mapping unit staging page, copyving a
mapping unit page from the indexless L2PTT to the 1den-
tified free slot in the mapping unit staging page, and record-
ing a mapping unit page imndex associated with the copied
mapping unit page in the mapping umt page directory in the
mapping unit staging page.

Example 5: the data storage device of example 2, wherein
the closed indexless L2PTT flash block compaction opera-
tion 1ncludes programming at least one component of the
indexless L2PT'T that 1s still valid in source compaction tlash
block to a destination flash block and performing source
flash block recycling.

Example 6: the data storage device of example 2, wherein
the closed indexless L2PTT flash block compaction opera-
tion includes the data storage controller configured to:
determine, with a mapping unit page location index, a set of
mapping unit pages, wherein each mapping unit page
included 1n the set of mapping unit pages are valid, and store
the each mapping unit page included 1n the set of mapping
unit pages into the mapping unit staging page.

Example 7: the data storage device of example 2, wherein
the indexless L2PTT immitialization operation 1s a serial
initialization operation.

Example 8: the data storage device of example 7, wherein
the memory includes a list of flash blocks dedicated for
L2PTT storage, wherein the data storage controller memory
turther includes a mapping unit page location index, and
wherein the senal initialization operation includes the data
storage controller configured to: determine, with the map-
ping unit page directory, a set of mapping unit pages staged
in the mapping unit staging page, process the mapping unit
page directory, and for each mapping unit page index
included 1 the mapping unit page directory, determine
whether a record 1n the mapping unit page location index has
been 1mitialized, when the record 1n the mapping unit page
location index has not been 1nitialized, 1nitialize the record
in the mapping unit page location index with a relative index
of a corresponding flash block 1n the list of flash blocks
dedicated for L2PTT storage, and copy content of a mapping
unit page from a location of the mapping unit page in the
mapping unit staging page to a corresponding location in the
indexless L2PTT.

Example 9: the data storage device of example 2, wherein
the indexless L2PTT initialization operation 1s a parallel
initialization operation.

Example 10: the data storage device of example 9,
wherein the memory includes a list of flash blocks dedicated
for L2PTT storage, wherein the data storage controller
memory further includes a mapping umt page location
index, and wherein the parallel mitialization operation
includes the data storage controller configured to: determine,
using the mapping unit page directory, a set of mapping unit
pages from the plurality of mapping unit pages that are
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staged 1n the mapping unit staging page, process the map-
ping unit page directory, and for each mapping unit page
index included 1n the mapping unit page directory, determine
whether a record 1n the mapping unit page location index has
been mitialized, when the record 1n the mapping unit page
location index has been initialized, compare a first flash
block location of a mapping unit page being processed with
a second flash block location saved in an auxiliary data
structure storing latest tlash block locations of each mapping
unit page to determine whether the mapping unit page has
been mitialized, when the record 1n the mapping unit page
location 1ndex has not been initialized, 1mitialize the record
in the mapping unit page location index with a relative index
of a corresponding flash block 1n the list of flash blocks
dedicated for L2PT'T storage, and save the first flash block
location of the mapping unit page being processed in the
auxiliary data structure, and copy content of the mapping
unit page from a location of the mapping unit page in the
mapping unit staging page to a corresponding location in the
indexless L2PTT.

Example 11: the data storage device of example 10,
wherein the data storage controller 1s configured to deter-
mine that the mapping unit page 1s uninitialized when the
first flash block location of the mapping unit page being
processed was written before the second flash block location
was saved 1n the auxiliary data structure.

Example 12: the data storage device of example 10,
wherein the data storage controller 1s configured to deter-
mine that the mapping unit page 1s mitialized when the first
flash block location of the mapping unit page being pro-
cessed was written after the second flash block location was
saved 1n the auxiliary data structure.

Example 13: a method comprising: generating, with a
data storage controller, an indexless logical-to-physical
translation table (L2PTT) mm a data storage controller
memory of the data storage controller; staging, with the data
storage controller, a mapping unit staging page based on the
indexless L2PTT in a memory, the mapping unit staging
page including a plurality of mapping unit pages and a
mapping unit page directory; and performing, with the data
storage controller, one or more memory operations with the
indexless L2PTT.

Example 14: the method of example 13, wherein the one
or more memory operations 1s a L2PTT update operation
that includes identitying a free slot in the mapping umit
staging page, copying a mapping unit page from the index-
less L2PTT to the identified free slot in the mapping unit
staging page, and recording a mapping unit page index
associated with the copied mapping unit page in the map-
ping unit page directory in the mapping unit staging page.

Example 15: the method of example 13, wherein the one
or more memory operations 1s a closed L2PTT flash block
compaction operation includes determining, with the data
storage controller and a mapping unit page location index, a
set of mapping unit pages, wherein each mapping unit page
included 1n the set of mapping unit pages are valid, and
storing the each mapping unit page included in the set of
mapping unit pages into the mapping umt staging page.

Example 16: the method of example 13, wherein the one
or more memory operations 1s a L2PTT mitialization opera-
tion that includes performing a serial initialization operation.

Example 17: the method of example 16, wherein the
memory includes a list of flash blocks dedicated for L2PTT
storage, wherein the data storage controller memory further
includes a mapping unit page location index, and wherein
the serial initialization operation includes determining, using,
the mapping unit page directory, a set of mapping unit pages
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staged 1 the mapping umit staging page, processing the
mapping unit page directory, and for each mapping unit page
index included 1n the mapping unit page directory, determine
whether a record 1n the mapping unit page location index has
been 1mitialized, when the record 1n the mapping unmit page
location index has not been 1nitialized, 1nitialize the record
in the mapping unit page location index with a relative index
of a corresponding flash block 1n the list of flash blocks
dedicated for L2PTT storage, and copy content of a mapping

unit page from a location of the mapping unit page in the
mapping unit staging page to a corresponding location in the

indexless 1.2PTT.

Example 18: the method of example 13, wherein the one
or more memory operations 1s a L2PTT imitialization opera-
tion that includes performing a parallel initialization opera-
tion.

Example 19: the method of example 18, wherein the
memory includes a list of flash blocks dedicated for L2PTT
storage, wherein the data storage controller memory further
includes a mapping unit page location index, and wherein
the parallel mitialization operation includes determiming,
using the mapping unit page directory, a set of mapping unit
pages staged 1n the mapping unit staging page, processing,
the mapping unmit page directory, and for each mapping unit
page index included in the mapping unit page directory,
determine whether a record 1n the mapping unit page loca-
tion index has been initialized, when the record in the
mapping unit page location index has been imtialized,
compare a {irst tlash block location of a mapping unit page
being processed with a second flash block location saved in
an auxiliary data structure storing latest flash block locations
of each mapping unit page to determine whether the map-
ping unit page has been mnitialized, when the record 1n the
mapping unit page location index has not been 1mitialized,
initialize the record 1n the mapping unit page location index
with a relative index of a corresponding tlash block 1n the list
of flash blocks dedicated for L2PTT storage, and save the
first flash block location of the mapping unit page being
processed 1n the auxiliary data structure, and copy content of
the mapping unit page from a location of the mapping unit
page 1n the mapping unit staging page to a corresponding
location 1n the indexless L2PTT.

Example 20: an apparatus comprising: means for gener-
ating an 1ndexless logical-to-physical translation table
(L2PTT) 1mn a data storage controller memory of a data
storage controller; means for a mapping unit staging page
based on the indexless L2ZPTT 1n a memory, the mapping,
unit staging page including a plurality of mapping unit pages
and a mapping unit page directory; and means for perform-
ing one or more memory operations with the indexless
L2PTT.

The Abstract 1s provided to allow the reader to quickly
ascertain the nature of the technical disclosure. It 1s submit-
ted with the understanding that 1t will not be used to interpret
or limit the scope or meaning of the claims. In addition, 1n
the foregoing Detailed Description, 1t can be seen that
various features are grouped together in various embodi-
ments for the purpose of streamlining the disclosure. This
method of disclosure 1s not to be interpreted as reflecting an
intention that the claimed embodiments require more fea-
tures than are expressly recited 1n each claim. Rather, as the
tollowing claims reflect, inventive subject matter lies in less
than all features of a single disclosed embodiment. Thus, the
tollowing claims are hereby incorporated into the Detailed
Description, with each claim standing on 1ts own as a
separately claimed subject matter.
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What 1s claimed 1s:

1. A data storage device comprising:

a memory including a mapping unit staging page that
includes 1) a plurality of mapping unit pages and 1) a
mapping unit page directory;

a data storage controller including a data storage control-
ler memory, the data storage controller coupled to the
memory, and the data storage controller memory
including an indexless logical-to-physical translation
table (L2PTT); and

a bus for transferring data between the data storage
controller and a host device 1n communication with the
data storage controller,

wherein the data storage controller 1s configured to per-
form one or more memory operations with the imdex-
less L2PTT.

2. The data storage device of claim 1, wherein the one or

more memory operations include at least one of:

an indexless L2PTT update operation,

a closed indexless L2PTT flash block compaction opera-
tion, or

an mdexless L2PTT imitialization operation after a grace-
ful shutdown.

3. The data storage device of claim 2, wherein the
indexless L2PTT update operation 1s an operation to pro-
gram an updated mapping unit page to a write-open flash
block.

4. The data storage device of claim 2, wherein the
indexless L2PTT update operation includes:

identifying a free slot 1n the mapping unit staging page,

copying a mapping unit page from the indexless L2PTT
to the i1dentified free slot 1n the mapping unit staging
page, and

recording a mapping unit page index, associated with the
copied mapping unit page, in the mapping unit page
directory in the mapping unit staging page.

5. The data storage device of claim 2, wherein the closed
indexless L2PTT flash block compaction operation includes
1) programming, at least one component of the indexless
L2PTT that 1s still valid 1n source compaction tlash block, to
a destination flash block and 11) performing source flash
block recycling.

6. The data storage device of claim 2, wherein the closed
indexless L2PTT tlash block compaction operation includes
the data storage controller configured to:

determine, with a mapping unit page location index, a set
of mapping unit pages, wherein each mapping unit
page, included 1n the set of mapping unit pages 1s valid,
and

store the each mapping unit page, included 1n the set of
mapping unit pages, mmto the mapping unit staging
page.

7. The data storage device of claim 2, wherein the
indexless L2PTT mitialization operation 1s a serial initial-
1zation operation.

8. The data storage device of claim 7, wherein the
memory includes a list of flash blocks dedicated for L2PTT
storage, wherein the data storage controller memory turther
includes a mapping unit page location index, and wherein
the serial 1mitialization operation 1ncludes the data storage
controller configured to:

determine, with the mapping unit page directory, a set of
mapping unmt pages staged in the mapping unit staging
page,

process the mapping unit page directory, and

for each mapping unit page index included 1n the mapping
unit page directory,
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determine whether a record in the mapping unit page
location index has been 1nitialized,

when the record in the mapping unit page location
index has not been 1nitialized, 1nitialize the record, 1n
the mapping unit page location index, with a relative
index of a corresponding flash block 1n the list of
flash blocks dedicated for L2PTT storage, and

copy content of a mapping unit page from a location of
the mapping unit page, in the mapping unit staging
page, to a corresponding location 1n the indexless
L2PTT.

9. The data storage device of claim 2, wherein the
indexless L2PTT mitialization operation 1s a parallel nitial-
1zation operation.

10. The data storage device of claim 9, wherein the
memory includes a list of flash blocks dedicated for L2PTT
storage, wherein the data storage controller memory further
includes a mapping unit page location imndex, and wherein
the parallel mitialization operation includes the data storage
controller configured to:

determine, using the mapping unit page directory, a set of

mapping unit pages from the plurality of mapping unit
pages that are staged 1n the mapping unit staging page,
process the mapping unit page directory, and

for each mapping unit page index included 1n the mapping

unmt page directory,
determine whether a record in the mapping unit page
location 1index has been 1nitialized,
when the record in the mapping unit page location
index has been mitialized, compare 1) a {first flash
block location of a mapping unit page being pro-
cessed with 11 a second tlash block location saved 1n
an auxiliary data structure storing latest flash block
locations of each mapping unit page, to determine
whether the mapping unit page has been 1nitialized,
when the mapping unit page has not been 1nitialized,
imitialize the record, in the mapping umt page loca-
tion 1index, with a relative index of a correspond-
ing tlash block 1n the list of tflash blocks dedicated
for L2PTT storage, and
save, 1n the auxiliary data structure, the first flash
block location of the mapping unit page being
processed, and
copy content of the mapping unit page from a
location of the mapping unit page, 1n the mapping
unit staging page, to a corresponding location in
the indexless L2PTT.

11. The data storage device of claim 10, wherein the data
storage controller 1s configured to determine that the map-
ping unit page 1s umnitialized when the first flash block
location, of the mapping unit page being processed, was
written after the second tlash block location was saved in the
auxiliary data structure.

12. The data storage device of claim 10, wherein the data
storage controller 1s configured to determine that the map-
ping unit page 1s initialized when the first flash block
location, of the mapping unit page being processed, was
written after before the second flash block location was
saved 1n the auxiliary data structure.

13. A method comprising:

generating, with a data storage controller, an indexless

logical-to-physical translation table (L2P1T) 1n a data
storage controller memory of the data storage control-
ler;

staging, with the data storage controller, a mapping unit

staging page, based on the indexless L2PTT, in a
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memory, the mapping unit staging page including a
plurality of mapping unit pages and a mapping umit
page directory; and

performing, with the data storage controller, one or more
memory operations with the indexless L2PTT.

14. The method of claim 13, wherein the one or more

memory operations 15 a L2PTT update operation that
includes

identifying a free slot 1n the mapping unit staging page,

copying a mapping unit page from the indexless L2PTT

to the i1dentified free slot 1n the mapping unit staging
page, and

recording a mapping unit page index, associated with the

copied mapping unit page, in the mapping unit page
directory 1n the mapping unit staging page.

15. The method of claim 13, wherein the one or more
memory operations 1s a closed L2PTT flash block compac-
tion operation includes

determiming, with the data storage controller and a map-

ping unit page location index, a set of mapping unit
pages, wherein each mapping unit page, included in the
set of mapping unit pages, 1s valid, and

storing the each mapping unit page, included in the set of

mapping unit pages, mmto the mapping unit staging
page.

16. The method of claim 13, wherein the one or more
memory operations 1s a L2PTT imtialization operation that
includes performing a serial 1nitialization operation.

17. The method of claim 16, wherein the memory includes
a list of flash blocks dedicated for L2P1TT storage, wherein
the data storage controller memory further includes a map-
ping unit page location index, and wherein the serial 1nitial-
1zation operation includes

determining, using the mapping unit page directory, a set

of mapping unit pages staged in the mapping unit
staging page,

processing the mapping unit page directory, and

for each mapping unit page index included 1n the mapping

unit page directory,

determine whether a record in the mapping unit page
location index has been 1nitialized,

when the record in the mapping unit page location
index has not been 1nitialized, initialize the record, 1n
the mapping unmit page location index, with a relative
index of a corresponding flash block 1n the list of
flash blocks dedicated for L2PTT storage, and

copy content of a mapping unit page from a location of
the mapping unit page, in the mapping unit staging
page, to a corresponding location 1n the indexless
L2PTT.

18. The method of claim 13, wherein the one or more
memory operations 1s a L2PTT imtialization operation that
includes performing a parallel mitialization operation.

19. The method of claim 18, wherein the memory includes
a list of flash blocks dedicated for L2PTT storage, wherein
the data storage controller memory further includes a map-
ping unit page location index, and wherein the parallel
initialization operation includes

determining, using the mapping unit page directory, a set

of mapping unit pages staged in the mapping unit
staging page,

processing the mapping unit page directory, and

for each mapping unit page index included 1n the mapping

unit page directory,
determine whether a record in the mapping unit page
location index has been 1nitialized,
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when the record in the mapping unit page location
index has been inmitialized, compare 1) a first tlash
block location of a mapping unit page being pro-
cessed with 1) a second flash block location saved in
an auxiliary data structure storing latest flash block
locations of each mapping unit page, to determine
whether the mapping unit page has been 1nitialized,
when the mapping unit page has not been 1nitialized,
imitialize the record, in the mapping unmt page loca-
tion 1index, with a relative index of a correspond-
ing flash block 1n the list of flash blocks dedicated
for L2PTT storage, and
save, 1n the auxiliary data structure, the first flash
block location of the mapping unit page being
processed, and
copy content of the mapping unit page from a
location of the mapping unit page, 1n the mapping
unit staging page, to a corresponding location in
the indexless L2PTT.

20. A non-transitory computer-readable medium compris-
ing 1nstructions that, when executed by an electronic pro-
cessor, cause the electronic processor to perform a set of
operations comprising;:

generating an indexless logical-to-physical translation

table (L2PT'T) in a data storage controller memory of a
data storage controller;

staging a mapping unit staging page, based on the index-

less L2PTT, 1n a memory, the mapping unit staging
page including a plurality of mapping unit pages and a
mapping unit page directory; and

performing one or more memory operations with the

indexless L2PTT.
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