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(57) ABSTRACT

A coolant management unit includes a server supply mani-
fold, a server return manifold, a power distribution, and a
controller. A server supply manifold 1s to receive cooling
fluid from a cooling fluid source. The server supply mamiold
1s to distribute the cooling fluid to server blades. The server
return mamiold 1s to receive vapor from the one or more
server blades. The cooling fluid 1s two-phase cooling fluid to
extract heat from one or more servers and to evaporate nto
the vapor 1nto the server return manifold, and the vapor 1s
transmitted to an external condenser via the rack return
manifold to be condensed back to a liquid form. A power
distribution bus is configured to distribute power to the one
or more servers. A controller 1s configured to control a fluid
pump coupled to the server supply manifold based on one or
more signals received from diflerent sensors.
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TWO PHASE SYSTEM FOR ENCLOSURE
SYSTEMS

FIELD OF THE INVENTION

Embodiments of the present invention relate generally to
the server and rack design, cooling hardware, two phase
cooling, cooling system, two-phase i1mmersion system.
More particularly, embodiments of the mnvention relate to a
two-phase system for enclosure blade systems.

BACKGROUND

Cooling 1s a prominent factor in a computer system and
data center design. The number of high performance elec-
tronics components such as high performance processors
packaged inside servers has steadily increased, thereby
increasing the amount of heat generated and dissipated
during the ordinary operations of the servers. The reliability
ol servers used within a data center decreases i the envi-
ronment 1 which they operate 1s permitted to increase in
temperature over time. Maintaining a proper thermal envi-
ronment 1s critical for normal operations of these servers in
data centers, as well as the server performance and lifetime.
It requires more eflective and eflicient cooling solutions
especially 1n the cases of cooling these high performance
SErvers.

Heat removal 1s a prominent factor in a computer system
and data center design. The number of high performance
clectronics components such as high performance proces-
sors packaged inside servers have steadily increased,
thereby increasing the amount of heat generated and dissi-
pated during the ordinary operations of the servers. The
reliability of servers used within a data center decreases 1t
the environment in which they operate 1s permitted to
increase in temperature over time. Maintaining a proper
thermal environment 1s critical for normal operations of
these servers in data centers, as well as the server perior-
mance and lifetime. It requires more eflective and eflicient
heat removal solutions especially 1n the cases of cooling
these high performance servers.

The previous solutions for thermal management design
for servers are air cooling based, however, the shortiall 1s
that this solution may not satisty for high power density
systems thermal management since air cooling may reach a
limitation for high heat density systems.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the mnvention are illustrated by way of
example and not limitation in the figures of the accompa-

nying drawings i which like references indicate similar
clements.

FIG. 1 shows a front view of a two-phase module design
according to an embodiment of the application.

FIG. 2 shows a side view of a two-phase module design
according to an embodiment of the application.

FIG. 3 shows a top view of a rack design according to
certain embodiments of the application.

FIG. 4 shows a rear view of rack integration according to
an embodiment of the application.

FIG. 5 shows a perspective view of a system according to
an embodiment of the application.

FIG. 6 1s a block diagram illustrating an example of an
clectronic rack according to one embodiment.

DETAILED DESCRIPTION

Various embodiments and aspects of the mnventions will
be described with reference to details discussed below, and
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2

the accompanying drawings will 1llustrate the various
embodiments. The following description and drawings are
illustrative of the invention and are not to be construed as
limiting the nvention. Numerous specific details are
described to provide a thorough understanding of various
embodiments of the present invention. However, 1n certain
instances, well-known or conventional details are not
described 1 order to provide a concise discussion of
embodiments of the present inventions.

Reference in the specification to “one embodiment™ or
“an embodiment” means that a particular feature, structure,
or characteristic described 1n conjunction with the embodi-
ment can be included 1n at least one embodiment of the
invention. The appearances of the phrase “in one embodi-
ment” 1 various places in the specification do not neces-
sarily all refer to the same embodiment.

The information technology (IT) hardware industry 1s a
critical market for many reasons: it plays a crucial role 1n
business competitiveness, service quality and availability,
and also plays a significant role i1n the infrastructure total
cost of ownership (TCO). I'T hardware 1s closely linked with
the profit of an organization. It 1s one of the core compe-
tencies ol the internet giant, cloud computing service pro-
viders, as well as high performance computing and artificial
intelligence (Al) computing related business service users
and providers who build, operate, compute, store and man-
age other I'T hardware platforms (e.g., servers) and inira-
structures.

The majority of the hyper-scale owners are customizing,
tull-stacks of these hardware systems. For instance, in the
rapidly growing cloud computing business, the performance
and cost (both capital cost and operation cost) of computing
and storage hardware systems, clusters and infrastructure, all
require the service providers to create customized systems
that {1t their individual needs the best. These markets require
continuous 1nnovation. An eflicient system design and
operation benefits the service providers in multiple aspects
in a long term. The key to this 1s to develop continuously
with more resilience, efliciency, interoperable and cost
cllective solutions and architectures.

The present disclosure aims to provide a design and
system for two-phase cooled blade servers. The present
disclosure also can be used for designing thermal manage-
ment solutions for liquid cooled nodes which are populated
in parallel on the rack. This design aims to solve two-phase
based high power density blade servers’ thermal manage-
ment challenges as well as hyper scale deployment chal-
lenge. In addition, the following items serve as additional
challenges that the present disclosure aims to solve: high
power density servers; high efliciency operation and man-
agement; enable two phase thermal management technol-
ogy; ellicient two phase coolant management; designed for
high varniations in both the cooling capacity and heat load
generations; modular design for easy configurations for
accommodating different use cases; accommodate difierent
rack architectures; cooling capacity reconfigurable; built in
control strategy for fluid management as well as optimiza-
tion; and accommodate different facility architectures.

In addition, the present disclosure also aims to enable to
design high heterogeneous rack system with different blade
servers coexisting on a single rack for edge computing
applications.

The present application includes a coolant management
unit, also referred to as a two-phase module (1TPM), which
1s used for adapting a blade IT system and a rack system. In
an embodiment, the two-phase/coolant management unit
includes single-phase and two-phase coolant management




US 11,871,547 B2

3

manifolds and the mamifolds are assembled with sub-ports
and ports on the opposite sides. In an embodiment, the
sub-ports are designed for individual blade servers and an
opposite port 1s for connecting with the main source, includ-
ing the rack liquid supply manifold and rack main return
manifold. In an embodiment, the power distribution bus 1s
integrated within the module. In an embodiment, a built-in
controller 1s used for operating the fluid pump assembled
between the rack liqud supply manifold and the server
supply manifold. For example, there are three types of
sensors which are the pressure sensor, power meter and
leakage detection sensor which are used for controller to
adjust the operation of the pump. In addition, 1n an embodi-
ment, the controller includes a communication port used for
connecting with the rack management controller (RMC)
which receives individual server internal temperature.

In an embodiment, the coolant management unit includes
a server supply manifold, a server return manifold, a power
distribution bus, and a controller. In an embodiment, a server
supply manifold 1s to be coupled to a rack supply manifold
to recerve cooling flmd from a cooling fluid source. The
server supply manifold is to distribute the cooling fluid to
one or more server blades of the server chassis. The coolant
management unit 1s positioned on a rear side of the server
chassis.

In an embodiment, a server return manifold 1s to be
coupled to a rack return manifold. In an embodiment, the
server return manifold 1s to receive vapor from the one or
more server blades. The cooling fluid 1s two-phase cooling
fluid to extract heat from one or more servers and to
cvaporate into the vapor into the server return mamiold.
/The vapor 1s transmitted to an external condenser via the
rack return manifold to be condensed back to a liquid form.

In an embodiment, a power distribution bus 1s configured
to distribute power to the one or more servers. A controller
1s configured to control a fluid pump coupled to the server
supply manifold based on one or more signals received from
one or more sensors. For example, the one or more sensors
include a pressure sensor coupled to the server return
manifold. The sensors include a leakage sensor to detect
leakage. In an embodiment, the one or more sensors include
a pressure sensor coupled to the server return manifold. In
an embodiment, the one or more sensors include one or more
temperature sensors to measure corresponding server tem-
perature.

In an embodiment, the controller 1s coupled to a commu-
nication port connected with a rack management controller
(RMC). In an embodiment, the RMC receives imnformation
of the corresponding server temperature from the controller.

In an embodiment, the server supply manifold includes a
liquid port connected with the rack supply manifold. The
server supply manifold includes one or more liquid sub-
ports connected with corresponding liquid ports of the one
or more server blades. The server return manifold includes
a vapor port connected with the rack return manifold.

In an embodiment, the server return manifold includes
one or more vapor sub-ports connected with corresponding
vapor ports of the one or more server blades. In an embodi-
ment, the server return mamiold 1s disposed above the server
supply manifold.

In an embodiment, the power distribution bus 1s posi-
tioned under the server return manifold. In an embodiment,
the server supply manifold 1s positioned under the power
distribution bus. In an embodiment, the coolant management
unit includes a first blocking panel, a second blocking panel
and a third blocking panel to prevent impact from leaked

tfluad.

10

15

20

25

30

35

40

45

50

55

60

65

4

In an embodiment, the first blocking panel 1s on the top of
the coolant management umt, wherein the first blocking
panel 1s 1nserted into the server chassis to prevent and
segregate any of the leaked fluid from the top. In an
embodiment, the second blocking panel 1s positioned
between the power distribution bus and the server supply
manifold to segregate any leakage from connectors with the
power distribution hardware. In an embodiment, wherein the
third blocking panel 1s on the bottom of the coolant man-
agement unit, wherein the third blocking panel is inserted
into the server chassis to prevent internal leaked fluid
traveling outside.

According to another aspect, a server chassis includes one
or more server blades connected with a coolant management
umt. For example, the coolant management unit for con-
necting the server chassis for liquid cooling further includes
a server supply manifold, a server return manifold, a power
distribution bus, and a controller, as described above.

According to a further aspect, an electronic rack includes
a plurality of server chassis arranged 1n a stack, each server
chassis to recerve one or more server blades; and a plurality
ol coolant management units corresponding to the plurality
of server chassis for connecting the plurality of server
chassis for liquid cooling. In an embodiment, each coolant
management unit further includes a server supply manifold,
a server return manifold, a power distribution bus, and a
controller, as described above.

FIG. 1 shows a front view of a coolant management unit
100 according to an embodiment of the application. In an
embodiment, the rack supply manifold 101 and the rack
return manifold 103 are rack based units which are not
considered as the coolant management unit (also referred to
as a two phase module or TPM). In particular, FIG. 1 shows
the design of the coolant management unit (i.e., two-phase
module). For example, the two-phase module functions as a
rack mounted umt for managing and distributing cooling
source and power to the individual blade servers. In an
embodiment, the design may have more than one TPMs
populated on the rack for different stacks of blade servers.
The coolant management unit can be mounted on an elec-
tronic rack and includes a rack interface connected to rack
manifolds via flexible hoses. The server side, the coolant
management unit includes various server interfaces, such as
blind mated dripless connectors, which can be used to
connect with the cooling modules of server blades of a
server chassis.

The coolant 1s supplied to the cooling devices of a server
blade via the server supply manifold of the coolant man-
agement unit. A cooling device can be a cold plate attached
to an electronic device (e.g., a processor) to extract the heat
generated from the electronic device. When the temperature
of the coolant arises above a predetermined threshold (e.g.,
its corresponding boiling point), the coolant transforms from
a liquid form mto a vapor. The vapor then exits the cooling
devices of the server blade 1nto the server return manifold of
the cooling management unait.

In an embodiment, referring to FIG. 1, the internal design
of the TPM/coolant management unit includes three sys-
tems, which are the fluid system, power system and control
system. In an embodiment, for the fluid system, the key units
are the vapor return manifold (1.e., server return manifold
107) and the supply manifold (1.e., server supply manifold
105). For example, on the two manifolds (105, 107), the
connectors are attached onto them. In an embodiment, there
are sub-vapor ports (e.g., 115) on one side, and there 1s a
vapor port 113 on the other side of the vapor return manifold

107.
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In an embodiment, for supply manifold 105, the hiquid
sub-ports (e.g., 111) are on one side (e.g., the side facing the
frontend of the rack), which can be used to connect with one
or more server blades mserted from the frontend of the rack.
The opposite side (e.g., the side facing the backend of the
rack) includes liquid port or connector 109, which can be
connected to rack supply manifold 101, for example, via a
flexible hose. In an embodiment, the sub-vapor ports (e.g.,
115) and liquid sub-ports (e.g., 111) are facing the frontend
of the rack where the server blades will be inserted. In an
embodiment, these ports or connectors are used for connect-
ing with the corresponding ports or connectors on the server
blades.

In an embodiment, server return manifold 107 includes a
vapor port or connector 113 that can be used to connect with
rack return manifold 103. Server return manifold 107
includes an array of vapor sub-ports or connectors, such as
sub-ports 115. The sub-ports can be used to connect with the
server blades to receive the coolant 1n the form of vapor
from the cooling modules (e.g., cold plates) of the server
blades. In an embodiment, vapor port 113 1s disposed on the
side of the coolant management unit that faces the backend
of the rack, while the sub-ports are disposed on the opposite
side (e.g., the side facing the frontend of the rack). The liquid
sub-ports and vapor sub-ports may be implemented using
blind mated dripless connectors, such that, a server blade
can slide 1mnto and remove from a corresponding server slot
to connect with or disconnect from the coolant management
unit.

In an embodiment, the connection of the vapor port 113
and the main return (1.e., rack return manifold 103) are
through a manual mating connector, for example, using
flexible hoses. In an embodiment, the connection of the
liquad port 109 and the liguid supply (1.e., rack supply
manifold 101) are through a manual mating connector, for
example, using flexible hoses. In addition, in an embodi-
ment, a pressure sensor 125 1s used on the loop between the
main return (1.e., rack return manifold 103) and the vapor
port 113. In an embodiment, a liquid pump 121 1s assembled
between the liquid supply (1.e., rack supply manifold 101)
and the liquid port 109. In an embodiment, the main return
103 and liquid supply 101 are the two units will be added to
the coolant management unit in one design. In an embodi-
ment, these two units are on one side of the coolant
management unit and 1t 1s designed only to be added to the
rack once the coolant management units are populated. In
another embodiment, it can be seen that these two units do
not included as coolant management unait.

In an embodiment, the coolant management unit further
includes a power distribution bus 129, which i1s used for
providing power to the individual blade nodes. In an
embodiment, the power distribution bus 129 includes a main
power connector to receive power a rack power distribution
bus mounted on the rack. Power distribution bus 129 further
includes an array of server power connectors to distribute
the power to the server blades. In an embodiment, a power
sensor 123 annotated as “E” are added on the system as well.
The power sensor 123 1s used to detect whether power has
been receive and suflicient to provide power to other com-
ponents in the server chassis.

In an embodiment, the controller 117 inside the coolant
management unit 1s used for controlling the fluid pump 121
mainly. For example, the controller 117 receives signals
from the pressure sensor 125, power sensor 123 as well as
the leakage sensor 119 to control the operation of the pump
121, including the operating speed as well as on and off of
pump 121. In addition, 1s the coolant management unit
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further includes a communication port coupled with con-
troller 117, which allows controller 117 to communicate
with a rack manage controller (RMC) of the rack, such as,
for example, determining the temperatures of the corre-
sponding server blade.

It should be noted that the current design shows a rear
view ol the coolant management unit, however, the actual
layout may not represent the actual unit corresponding
locations. For example, FIG. 1 only represents the system
schematic design. That 1s, the detailed location of each of the
unit may be different as shown 1 FIG. 1. For example, FIG.
1 shows the return manifold 103 1s above the supply
mamifold, however, the actual product may consider the
return manifold 103 located directly on top of the supply
mamifold 101 from a top view.

In an embodiment, a coolant management unit 1s posi-
tioned on a rear side of the server chassis for connecting a
server chassis for liquid cooling. Further 1n an embodiment,
a coolant management unit includes a server supply mani-
fold 105, a server return manifold 107, a power distribution
bus 129, and a controller 117.

In an embodiment, a server supply manifold 1035 1s
coupled to a rack supply manifold 101 to receive cooling
fluid from a cooling fluid source. For example, the server
supply manifold 1035 is to distribute the cooling fluid to one
or more server blades of the server chassis.

In an embodiment, a server return manifold 107 to be
coupled to a rack return manifold 103. For example, the
server return manifold 107 1s to receive vapor from the one
or more server blades. Further, in an embodiment, the
cooling fluid 1s two-phase cooling fluid to extract heat from
one or more servers and to evaporate into the vapor into the
server return manifold 107. Further, in an embodiment, the
vapor 1s transmitted to an external condenser via the rack
return manifold 103 to be condensed back to a liquid form.
In an embodiment, a power distribution bus 129 1s to
distribute power to the one or more servers.

In an embodiment, a controller 117 to control a fluid pump
121 coupled to the server supply manifold 105 based on one
or more signals received from one or more sensors (e.g., 119,
123, 125). For example, the one or more sensors include a
pressure sensor 125 coupled to the server return manifold
107 to detect the pressure level of the vapor. The sensors
may include a leakage sensor 119 to detect leakage. The
sensors may 1include a power sensor 123 coupled to the
power distribution bus 129. The sensors may further include
one or more temperature sensors to measure corresponding
server temperature.

In an embodiment, the controller 117 1s coupled to a
communication port connected with a rack management
controller (RMC). For example, the RMC receives informa-
tion of the corresponding server temperature from the con-
troller 117.

In an embodiment, the server supply manifold 105
includes a liquid port 109 connected with the rack supply
mamifold 101. In an embodiment, the server supply manmifold
105 includes one or more liquid sub-ports 111 connected
with corresponding liquid ports of the one or more server
blades. In an embodiment, the server return mamfold 107
includes a vapor port 113 connected with the rack return
manifold 103. In an embodiment, the server return manifold
107 includes one or more vapor sub-ports 115 connected
with corresponding vapor ports of the one or more server
blades. In an embodiment, the fluid pump 121 1s connected
to the liquid port 109, and the other end of the fluid pump
loop 1s equipped with a flud connector 127 for connecting
with the rack fluid connectors 133 on the rack supply
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manifold 101. In an embodiment, the pressure sensor 125 1s
connected to the vapor port 133, and the other end of the
fluid pump loop 1s equipped with a vapor connector 131 for
connecting with the rack return manifold 103.

FIG. 2 shows a side view of a coolant management unit
design 200 according to an embodiment of the application.
In particular, FIG. 2 shows the design 200 including the
coolant management unit and 1ts key structural units for
reliability enhancement. In an embodiment, the figure in
FIG. 2 shows that the blocking panels (201, 203, 203) are
used packaged on coolant management unit 207. In an
embodiment, those panels (201, 203, 205) are designed for
preventing impact {from any leaked tluid. For example, since
coolant management unit 207 will be 1nstalled on top of each
other 1n a rack, the impact of the tfluid leakage should be
considered.

In an embodiment, the corresponding panel design
cnables a simple and effective solution for preventing poten-
tial flmd. For example, the blocking panel 1 201 and 111 203
are 1nserted 1nto the blade chassis 209 and panel I 201 1s used
for preventing fluid from the top of systems and blocking
panel II 203 1s used for preventing the internal leaked fluid
traveling outside. That 1s, each of the TPM (e.g., 207)
provides a double protection on any potential leakage. In
addition, there 1s a blocking panel II 203 added to the middle
between the power distribution bus 129 and the lhqud
distribution supply 205. In an embodiment, this design 1s to
ecnable a segregation of the power and liquid flmd. In an
embodiment, there 1s no segregation between the vapor
return manifold 103 and the power distribution bus 129,
since the vapor may not cause damage to the power bus 129
even there 1s a leakage. That 1s, 1t can be seen that the
blocking panel 11 203 are used for preventing a large leakage
such as a liquid splash from the connectors or connections
between the connectors.

It can be seen that the block panels I 201 and III 205 can
be customized for different blade servers and it can be used
to create a fully contained environment of the TPM 207 and
the corresponding blade servers.

In an embodiment, the server return manifold 107 1s on
top of the server supply manifold 105. In an embodiment,
the power distribution bus 129 is positioned below the server
return manifold 107. In an embodiment, the server supply
manifold 105 1s positioned below the power distribution bus
129.

In an embodiment, the coolant management unit 207
includes a first blocking panel 201, a second blocking panel

203 and a third blocking panel 2035 to prevent impact from
leaked fluid. In an embodiment, the first blocking panel 201
1s on the top of the coolant management unit 207. In an
embodiment, the first blocking panel 201 1s 1nserted 1nto the
server chassis 209 to prevent the leaked fluid from the top.
In an embodiment, the second blocking panel 203 1s posi-
tioned between the power distribution bus 129 and the server
supply manifold 105 to prevent a leakage from connectors.
In an embodiment, the third blocking panel 205 1s on the
bottom of the coolant management unit 207. In an embodi-
ment, the third blocking panel 203 1s inserted into the server
chassis 209 to prevent internal leaked fluid traveling outside.

FIG. 3 shows a top view of a rack design 300 according
to certain embodiments of the application. In particular, FIG.
3 shows the design of the TPM 207 1n the rack functioning
with the blade servers. In an embodiment, connections
include the fluid connections, and power connections. The
communication 1s designed using the rack controller 301,
which 1s located 1n the rack. For example, the temperature
sensors such as the ones measuring the chip temperature,
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T _chips 303 are sent to rack controller 301 through the
server BMC. In an embodiment, the rack controller 301
communicates with individual coolant management unit
controller (e.g., 117). In an embodiment, the design 300 1s to
ensure the T_chips 303 can be received by coolant manage-
ment unit 207 1n a certain control strategy design.

Each server blade would include a supply connector to
connect with a corresponding server supply connector on the
server supply manifold of the coolant management unit.
Each server blade would include a return/vapor connector to
connect with a corresponding server return connector on the
server return manifold of the coolant management unit. Each
server blade would include a power interface to connect with
the power distribution bus of the coolant management unit
to receive power. When a server blade 1s inserted mto a
server blade slot of a server chassis, these connectors will
connect with the corresponding connectors of the coolant
management unit, for example, automatically via blind

mated and dripless connections.

In an embodiment, the power distribution bus includes
power connectors 309 to connect with servers 307. In an
embodiment, the server supply manifold includes liquid
connectors 313 to connect with servers 307. In an embodi-
ment, the server return manifold includes vapor connectors
311 to connect with servers 307.

In an embodiment, the liquid supply (1.e., rack supply
mamfold 101) and main return (i.e., rack return manifold
103) are located at the rear side of the TPM 207. These two
units 101, 103 are added to the rack after the TPM 207 1s
added. The connection requires a liquid loop connection
where the pump 1s on, and vapor loop connection where the
vapor pressure 1s on.

In an embodiment, the one or more sensors include one or
more temperature sensors to measure corresponding tem-
perature of the server (e.g., 307a, 3075, 307¢, 307d). In an
embodiment, the controller 117 1s coupled to a communi-
cation port connected with a rack management controller
(RMC) 301. For example, the RMC 301 recerves informa-
tion of the corresponding server temperature from the con-
troller 117.

FIG. 4 shows a rear view of rack mtegration 400 accord-
ing to an embodiment of the application. In particular, FIG.
4 shows a rack level design 400 with several blade servers
installed. In an embodiment, the blade server includes vapor
and liquid connections as well as the power connections. In
addition, the server BMC 411 can communicate with the
RMC 403 for the TPM controller 405 to be able to collect
individual temperature information.

In an embodiment, several TPMs (e.g., 407a, 4075, 407 ¢)
are 1nstalled on the rack 401 and each of the TPM 407 is
serving several blade servers. In an embodiment, the design
400 may be varying, since different TPM 407 can be used for
different groups of servers as well as server configurations,
on a same rack or diflerent racks. Note that again, the terms
of two-phase module or TPM and coolant management unit
are interchangeable terms throughout this application.

FIG. 5 shows a perspective view of a system 500 accord-
ing to an embodiment of the application. In particular, FIG.

5 shows that the rack 505 is populated with several groups
of blade servers (501a, 5015, 501¢) connected with their

respective TPMs (503a, 5035, 503¢). In an embodiment,
cach group of blade servers (501a, 53015, 501c¢) 1s function-

ing with a respective TPM 3503. In an embodiment, the rack

mounted fluid liquid supply and main return are added to the
rear side of the racks once the TPMs (503a, 5035, 503¢) are
populated. In an embodiment, the detailed operation may
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cnable the blade servers (501a, 5015, 501¢) to be nstalled
and uninstalled from the rack 505 without any 1mpact on
other systems.

In addition, a TPM unit 503 can be individually installed
and uninstalled without any impact on the rack liquid supply
and main return, since the connections are through flexible
hoses. In an embodiment, the current design 500 enables an
cilicient control strategy on the fluid system since each of the
individual TPM 503 are separately controlled. In an embodi-
ment, even though multiple TPMs (503a, 5035, 503¢) are
sharing the rack liquid supply and main return mamifolds, the
individual controller (not shown) as well as the correspond-
ing sensors input allows a robust localized control for groups
of blade servers (501a, 5015, 501c¢).

FIG. 6 1s block diagram illustrating an electronic rack
according to one embodiment. Electronic rack 1200 may
represent any of the electronic racks as described throughout
this application. According to one embodiment, electronic
rack 1200 includes, but 1s not limited to, heat exchanger
1211, rack management unit (RMU) 1202, and one or more
server chassis 1203A-1203E (collectively referred to as
server chassis 1203). Server chassis 1203 can be inserted
into an array of server slots (e.g., standard shelves) respec-
tively from frontend 1204 or backend 12035 of electronic
rack 1200. Each server chassis may include one or more
blade slots to receive one or more server blades. Each server
blade represents one or more servers therein. For each of the
server chassis, a TPM module 1s mounted 1n the rear end of
the rack. When a server blade 1s 1nserted from the frontend,
the liqud/vapor connectors and the power connector of the
server blade can connect with the corresponding TPM
module. The TPM module may be coupled to the rack
manifold, for example, via flexible hoses, as described
above.

Note that although there are five server chassis 1203 A-
1203E shown here, more or fewer server chassis may be
maintained within electronic rack 1200. Also note that the
particular positions of heat exchanger 1211, RMU 1202,
and/or server chassis 1203 are shown for the purpose of
illustration only; other arrangements or configurations of
heat exchanger 1211, RMU 1202, and/or server chassis 1203
may also be implemented. In one embodiment, electronic
rack 1200 can be either open to the environment or partially
contained by a rack container, as long as the cooling fans can
generate airflows from the frontend to the backend.

In addition, for at least some of the server chassis 1203,
an optional fan module (not shown) 1s associated with the
server chassis. Each of the fan modules includes one or more
cooling fans. The fan modules may be mounted on the
backend of server chassis 1203 or on the electronic rack to
generate atrflows flowing from frontend 1204, traveling
through the air space of the server chassis 1203, and exiting,
at backend 1205 of electronic rack 1200.

In one embodiment, heat exchanger 1211 may be a
liquid-to-liquad heat exchanger. Heat exchanger 1211
includes a first loop with inlet and outlet ports having a first
pair of liquid connectors coupled to external liquid supply/
return lines 1231-1232 to form a primary loop. The connec-
tors coupled to the external liquid supply/return lines 1231-
1232 may be disposed or mounted on backend 1205 of
clectronic rack 1200. The liquid supply/return lines 1231-
1232, also referred to as room liquid supply/return lines,
may be coupled to an external cooling system.

In addition, heat exchanger 1211 further includes a second
loop with two ports having a second pair of liquid connec-
tors coupled to rack manifold 12235 to form a secondary
loop, which may include a supply manifold (also referred to
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as a rack liquid supply line or rack supply manifold) to
supply cooling liquid to server chassis 1203 and a return
mamnifold (also referred to as a rack liquid return line or rack
return manifold) to return warmer liquid back to heat
exchanger 1211. Note that heat exchanger 1211 can be any
kind of heat exchangers commercially available or custom-
ized ones. Thus, the details of heat exchanger 1211 will not
be described herein.

Each of server chassis 1203 may include one or more
information technology (IT) components (e.g., electronic
devices such as processors, memory, and/or storage
devices). In one embodiment, 1n at least some of the server
chassis 1203, an electronic device may be attached to a cold
plate. The cold plate includes a liquid distribution channel to
receive cooling liquid from the rack liquid supply line of
rack manifold 1225. The cooling liquid performs heat
exchange from the heat generated from the electronic device
attached thereon. The cooling liquid carrying the exchanged
heat 1s returned to the rack liquid return line of rack manifold
1225 and back to heat exchangers 1211.

In another embodiment, some of the server chassis 1203
may include an immersion tank containing immersion cool-
ing liquid therein. The electronic devices of the correspond-
ing server(s) are at least partially submerged into the immer-
sion cooling liquid. The immersion cooling liquid may be
dielectric cooling fluid, which may be circulated between
the immersion tanks and heat exchanger 1211. The cooling
liguid may be a single-phase cooling liquid or two-phase
cooling liquid (also referred to as phase-change cooling
liqguid). The two-phase cooling liquid evaporates from a
liquid form 1nto a vapor form when the temperature of the
cooling liquid 1s above a predetermined temperature thresh-
old (e.g., the boiling point of the cooling liquid). The vapor
flows upstream via the vapor line from the corresponding
server chassis to heat exchanger 1211. Heat exchanger 1211
may include a condenser to condense the vapor from the
vapor form back to the liquid form, where the cooling liquid
1s then supplied back to the server chassis.

Note that some of the server chassis 1203 may be con-
figured with single-phase liquid cooling, while other server
chassis may be configured with two-phase liquid cooling.
Even within a single server chassis, some of the I'T compo-
nents may be configured with single-phase liquid cooling,
while other IT components may be configured with two-
phase liquid cooling. Rack manifold 1225 may include a first
rack manifold for single-phase cooling and a second rack
manifold for two-phase cooling to be coupled to the same or
different server chassis for different types of cooling. Some
of the server chassis 1203 may be configured with regular
liguid and air cooling, while other server chassis may be
configured with immersion cooling.

Some of the I'T components may perform data processing
tasks, where the IT components may include software
installed 1n a machine-readable medium such as a storage
device, loaded 1into a memory, and executed by one or more
processors to perform the data processing tasks. Server
chassis 1203 may include a host server (referred to as a host
node) coupled to one or more compute servers (also referred
to as computing nodes). The host server (having one or more
central processing units or CPUs) typically interfaces with
clients over a network (e.g., Internet) to receive a request for
a particular service such as storage services (e.g., cloud-
based storage services such as backup and/or restoration),
executing an application to perform certain operations (e.g.,
image processing, deep data learning algorithms or model-
ing, etc., as a part of a soltware-as-a-service or SaaS
platform). In response to the request, the host server dis-
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tributes the tasks to one or more of the computing nodes or
compute servers (having one or more graphics/general pro-
cessing units or GPUs) managed by the host server. The
compute servers perform the actual tasks, which may gen-
crate heat during the operations.

Electronic rack 1200 further includes optional RMU 1202
configured to provide and manage power supplied to servers
1203 and heat exchanger 1211. RMU 1202 may be coupled
to a power supply unit (not shown) to manage the power
consumption of the power supply unit. The power supply
unit may include the necessary circuitry (e.g., an alternating,
current (AC) to direct current (DC) or DC to DC power
converter, battery, transformer, or regulator, etc.) to provide
power to at least some of the remaining components of
clectronic rack 1200.

In one embodiment, RMU 1202 includes optional opti-
mization module 1221 and rack management controller
(RMC) 1222. RMC 1222 may 1nclude a monitor to monitor
operating status ol various components within electronic
rack 1200, such as, for example, computing nodes 1203,
heat exchanger 1211, and the fan modules. Specifically, the
monitor receives operating data from various sensors rep-
resenting the operating environments of electronic rack
1200. For example, the monitor may receive operating data
representing temperatures of the processors, cooling liquid,
and airtlows, which may be captured and collected wvia
various temperature sensors. The monitor may also receive
data representing the fan power and pump power generated
by one or more fan modules and liguid pumps, which may
be proportional to their respective speeds. These operating
data are referred to as real-time operating data. Note that the
monitor may be implemented as a separate module within
RMU 1202.

Based on the operating data, optimization module 1221
performs an optimization using a predetermined optimiza-
tion function or optimization model to derive a set of optimal
fan speeds for the fan modules and an optimal pump speed
for a liquid pump, such that the total power consumption of
the liqmud pump and the fan modules reaches minimum,
while the operating data associated with the liquid pump and
cooling fans of the fan modules are within their respective
designed specifications. Once the optimal pump speed and
optimal fan speeds have been determined, RMC 1222 con-
figures the liquid pump and cooling fans of the fan modules
based on the optimal pump speeds and fan speeds.

In the foregoing specification, embodiments of the inven-
tion have been described with reference to specific exem-
plary embodiments thereof. It will be evident that various
modifications may be made thereto without departing from
the broader spirit and scope of the invention as set forth in
the following claims. The specification and drawings are,
accordingly, to be regarded in an illustrative sense rather
than a restrictive sense.

What 1s claimed 1s:

1. A coolant management unit for liqmd cooling, com-
prising;:

a server supply mamiold to be coupled to a rack supply
manifold to receive cooling fluid from a cooling fluid
source, wherein the server supply manifold is to dis-
tribute the cooling tluid to one or more server blades of
a server chassis of an electronic rack, wherein the
coolant management unit 1s positioned on a rear side of
the server chassis:

a server return manifold to be coupled to a rack return
manifold, wherein the server return manifold 1s to
receive vapor from the one or more server blades,
wherein the cooling fluid 1s two-phase cooling fluid to
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extract heat from one or more servers and to evaporate

into the vapor into the server return manifold, wherein

the vapor 1s transmitted to an external condenser via the
rack return manifold to be condensed back to a liquid
form;

a power distribution bus to distribute power to the one or

more servers; and

a controller to control a fluid pump coupled to the server

supply manifold based on one or more signals received

from one or more sensors.

2. The coolant management unit of claim 1, wherein the
one or more sensors 1clude a pressure sensor coupled to the
server return manifold to measure a pressure of vapor.

3. The coolant management unit of claim 2, wherein the
pressure sensor 1s coupled with the server return manmfold
including a vapor connector for connecting with the rack
return manifold.

4. The coolant management unit of claim 1, wherein the
one or more sensors include a leakage sensor to detect
leakage of the cooling fluid.

5. The coolant management unit of claim 1, wherein the
one or more sensors mclude a power sensor coupled to the
power distribution bus to detect power.

6. The coolant management umt of claim 1, further
comprising a communication port to be connected with a
rack management controller (RMC) of the electronic rack,
wherein the controller 1s configured to communicate with
the RMC wvia the communication port.

7. The coolant management unit of claim 6, wherein the
controller receives server temperature information from the
RMC.

8. The coolant management unit of claim 1, wherein the
server supply manifold includes one or more liquid sub-
ports connected with corresponding liquid ports of the one
or more server blades, and wherein the server return mani-
fold includes a vapor port connected with the rack return
mamifold.

9. The coolant management unit of claim 1, wherein the
power distribution bus 1s positioned between the server
return manifold and the server supply manmifold.

10. The coolant management unit of claim 1, further
comprising a first blocking panel, a second blocking panel,
and a third blocking panel to prevent impact from leaked
flud.

11. The coolant management unit of claim 10, wherein the
first blocking panel 1s disposed on the top of the coolant
management unit and inserted into the server chassis to
prevent the leaked fluid from the top.

12. The coolant management unmit of claim 10, wherein the
second blocking panel 1s positioned between the power
distribution bus and the server supply manifold to prevent a
leakage from connectors.

13. The coolant management unit of claim 10, wherein the
third blocking panel 1s on the bottom of the coolant man-
agement unit and inserted into the server chassis to prevent
internal leaked flmd traveling outside.

14. A server chassis of an electronic rack, comprising:

one or more server slots to receive one or more server

blades; and

a coolant management unit for providing liquid cooling to

the server blades, the coolant management unit com-

prising:

a server supply manifold to be coupled to a rack supply
manifold to receive cooling fluid from a cooling tluid
source, wherein the server supply manifold 1s to
distribute the cooling fluid to the one or more server
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blades of the server chassis, wherein the coolant
management unit 1s positioned on a rear side of the
server chassis;

a server return mamifold to be coupled to a rack return
manifold, wherein the server return manifold 1s to
receirve vapor from the one or more server blades,
wherein the cooling fluid 1s two-phase cooling tluid
to extract heat from one or more servers and to
evaporate into the vapor into the server return mani-
fold, wherein the vapor 1s transmitted to an external
condenser via the rack return manifold to be con-
densed back to a liquid form:;

a power distribution bus to distribute power to the one
or more servers; and

a controller to control a flmmd pump coupled to the
server supply manifold based on one or more signals
recerved from one or more sensors.

15. The server chassis of claim 14, wherein the one or
more sensors mclude a pressure sensor coupled to the server
return mamifold.

16. The server chassis of claam 14, wherein the one or
more sensors include a leakage sensor to detect leakage.

17. The server chassis of claam 14, wherein the one or
more sensors 1mclude a power sensor coupled to the power
distribution bus.

18. An electronic rack, comprising;

a plurality of server chassis arranged i1n a stack, each
server chassis having one or more server slots to
recelve one or more server blades; and

a plurality of coolant management units, each correspond-
ing to one of the plurality of server chassis for con-
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necting the server chassis to provide liquid cooling the
one or more server blades of the corresponding server
chassis, each coolant management umt comprising:

a server supply manifold to be coupled to a rack supply

manifold to receive cooling fluid from a cooling fluid
source, wherein the server supply manifold 1s to
distribute the cooling fluid to the one or more server
blades of the server chassis, wherein the coolant
management unit 1s positioned on a rear side of the
server chassis;

a server return manifold to be coupled to a rack return

manifold, wherein the server return manifold 1s to
receive vapor from the one or more server blades,
wherein the cooling fluid 1s two-phase cooling fluid
to extract heat from one or more servers and to
evaporate into the vapor 1nto the server return mani-
told, wherein the vapor 1s transmitted to an external
condenser via the rack return manifold to be con-
densed back to a liquid form:;

a power distribution bus to distribute power to the one

O MOre SCrvers, and

a controller to control a flmmd pump coupled to the

server supply manifold based on one or more signals
received from one or more sensors.

19. The electronic rack of claim 18, wherein the one or
more sensors include a leakage sensor to detect leakage.

20. The electronic rack of claim 18, wherein the one or
more sensors nclude a power sensor coupled to the power
distribution bus.
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