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(57) ABSTRACT

Methods, systems, and devices for memory with fine grain
architectures are described. An apparatus may include a
memory device, a first organic substrate, and a second
organic substrate. The first organic substrate may include a
plurality of first conductive lines arranged with a first pitch
that may power one or more components of the memory
device. The second organic substrate may be coupled with
the memory device and the first organic substrate. The
second organic substrate may include a plurality of second
conductive lines arranged with a second pitch smaller than
the first pitch and may be configured to route signals
between the memory device with a host device.
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Perform a synchromzation procedure to synchronize a |
first clock of a host device associated with a LA channel
with a second clock of a memory device associated with A
the CA channel 1005

Receive, over the CA channel based at least tn part on
performing the synchronization procedure, a cominand
during a frame associated with a frame boundary of the |\
CA channel ~ 1010

Perform, by the memory device, an operation associated
with the command based at least i part on receiving the
command \\ (015

S 1000
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MEMORY WITH FINE GRAIN
ARCHITECTURES

CROSS REFERENC.

L1

The present Application for Patent claims priority to U.S.
Provisional Patent Application No. 63/107,278 by Keeth,
entitled “MEMORY WITH FINE GRAIN ARCHITEC-
TURES,” filed Oct. 29, 2020, assigned to the assignee
hereot and expressly incorporated by reference herein 1n its
entirety.

FIELD OF TECHNOLOGY

The following relates generally to one or more systems
for memory and more specifically to memory with fine grain
architectures.

BACKGROUND

Memory devices are widely used to store information in
various electronic devices such as computers, wireless com-
munication devices, cameras, digital displays, and the like.
Information 1s stored by programing memory cells within a
memory device to various states. For example, binary
memory cells may be programmed to one of two supported
states, often denoted by a logic 1 or a logic 0. In some
examples, a single memory cell may support more than two
states, any one of which may be stored. To access the stored
information, a component may read, or sense, at least one
stored state 1n the memory device. To store imnformation, a
component may write, or program, the state in the memory
device.

Various types of memory devices and memory cells exist,
including magnetic hard disks, random access memory
(RAM), read-only memory (ROM), dynamic RAM
(DRAM), synchronous dynamic RAM (SDRAM), ferro-
clectric RAM (FeRAM), magnetic RAM (MRAM), resistive
RAM (RRAM), flash memory, phase change memory
(PCM), seli-selecting memory, chalcogemde memory tech-
nologies, and others. Memory cells may be volatile or
non-volatile. Non-volatile memory, e.g., FeRAM, may
maintain their stored logic state for extended periods of time
even 1n the absence of an external power source. Volatile
memory devices, e.g., DRAM, may lose their stored state
when disconnected from an external power source.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates an example of a system that supports
memory with fine grain architectures 1n accordance with
examples as disclosed herein.

FIG. 2 1llustrates an example of system that supports
memory with fine grain architectures 1 accordance with
examples as disclosed herein.

FIG. 3 illustrates an example of a memory array that
supports memory with fine grain architectures in accordance
with examples as disclosed herein.

FIG. 4 1llustrates an example of a data channel configu-
ration that supports memory with fine grain architectures in
accordance with examples as disclosed herein.

FIG. 5 illustrates an example of a memory array that
supports memory with fine grain architectures 1n accordance
with examples as disclosed herein.

FIG. 6 1illustrates an example of a memory device that
supports memory with fine grain architectures 1n accordance
with examples as disclosed herein.
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FIG. 7 illustrates an example of a timeline that supports
memory with fine grain architectures in accordance with

examples as disclosed herein.

FIG. 8 illustrates an example of a structure that supports
memory with fine grain architectures 1n accordance with
examples as disclosed herein.

FIG. 9 shows a block diagram of a memory device that
supports memory with fine grain architectures in accordance
with examples as disclosed herein.

FIG. 10 shows a flowchart 1llustrating a method or meth-
ods that support memory with fine grain architectures in
accordance with examples as disclosed herein.

DETAILED DESCRIPTION

Some systems may include a host device coupled with a
memory device by an interposer that routes signals between
the host device and the memory device. In some examples,
the type of interposer used may cause a signal to lose its
strength depending on a distance a channel carrying the
signal 1s routed through the interposer. For example, routing
the signal to a relatively far distance through the interpose
may cause a signal loss as the signal 1s communicated
between the memory device and the host device—e.g., the
signal may degrade more and more the further 1t travels
through the channel routed in the interposer. In such
examples, the system may include additional packaging to
route the signals between the memory device and the host
device to reduce signal loss and the distance the channel 1s
routed through the interposer, but this may increase the
complexity and power consumption of the system. Addi-
tionally or alternatively, the system may include a bufler
between the memory device and the host device. In some
examples, the buller may cause increased power consump-
tion in the system by the components that receirve signals,
store data, and then redrive the signals. Some memory
devices may also include relatively long conductive paths
between various components and cause the system to utilize
additional power to perform operations (e.g., access opera-
tions) over the long conductive paths. For example, the
memory device may consume more power when the dis-
tance between a memory cell of the memory device and an
input/output (I/0) channel 1s relatively large.

Systems, techniques, and devices are described herein for
routing signals between a memory device and host device
utilizing a fine grain architecture. For example, the system
may include a first organic substrate that provides power to
one or more components of the memory device. The system
may also include a second organic substrate that has a finer
pitch than the first organic substrate that routes signals
between the memory device and the host device. The second
organic substrate may have a relatively small signal loss and
decrease the complexity of manufacturing the system. The
system may also include a defined interface (e.g., bump out
or ball-out), that also reduces the complexity of manuiac-
turing the system and decreases the distance of conductive
paths between various components. For example, a distance
between a memory cell of the memory device and an /O
channel may be relatively small, thereby enabling the
memory device to reduce power consumption. In some
examples, the host device may communicate with the
memory device without a bufler (e.g., point to point signal-
ing). By routing signals as described herein, the memory
device may increase data transier rates while reducing the
overall power consumption of the system.

Features of the disclosure are initially described in the
context of systems and dies as described with reference to
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FIG. 1. Features of the disclosure are described in the
context systems, data channel configurations, memory
arrays, memory devices, structures, and devices as described
with reference to FIGS. 2-8. These and other features of the
disclosure are further illustrated by and described with
reference to an apparatus diagram and a flowchart that relate
to memory with fine grain architectures as described with
reterence to FIGS. 9 and 10.

FIG. 1 illustrates an example of a system 100 that
supports memory with fine grain architectures 1n accordance
with examples as disclosed herein. The system 100 may
include a host device 105, a memory device 110, and a
plurality of channels 115 coupling the host device 105 with
the memory device 110. The system 100 may include one or
more memory devices 110, but aspects of the one or more
memory devices 110 may be described 1n the context of a
single memory device (e.g., memory device 110).

The system 100 may include portions of an electronic
device, such as a computing device, a mobile computing
device, a wireless device, a graphics processing device, a
vehicle, or other systems. For example, the system 100 may
illustrate aspects ol a computer, a laptop computer, a tablet
computer, a smartphone, a cellular phone, a wearable device,
an internet-connected device, a vehicle controller, or the
like. The memory device 110 may be a component of the
system operable to store data for one or more other com-
ponents of the system 100.

At least portions of the system 100 may be examples of
the host device 105. The host device 105 may be an example
of a processor or other circuitry within a device that uses
memory to execute processes, such as within a computing
device, a mobile computing device, a wireless device, a
graphics processing device, a computer, a laptop computer,
a tablet computer, a smartphone, a cellular phone, a wearable
device, an internet-connected device, a vehicle controller, a
system on a chip (SoC), or some other stationary or portable
clectronic device, among other examples. In some examples,
the host device 105 may refer to the hardware, firmware,
software, or a combination thereof that implements the
functions of an external memory controller 120. In some
examples, the external memory controller 120 may be
referred to as a host or a host device 105.

A memory device 110 may be an independent device or a
component that 1s operable to provide physical memory
addresses/space that may be used or referenced by the
system 100. In some examples, a memory device 110 may
be configurable to work with one or more different types of
host devices. Signaling between the host device 105 and the
memory device 110 may be operable to support one or more
of: modulation schemes to modulate the signals, various pin
configurations for communicating the signals, various form
tactors for physical packaging of the host device 105 and the
memory device 110, clock signaling and synchromization
between the host device 105 and the memory device 110,
timing conventions, or other factors.

The memory device 110 may be operable to store data for
the components of the host device 105. In some examples,
the memory device 110 may act as a slave-type device to the
host device 105 (e.g., responding to and executing com-
mands provided by the host device 105 through the external
memory controller 120). Such commands may include one
or more of a write command for a write operation, a read
command for a read operation, a refresh command for a
refresh operation, or other commands.

The host device 105 may include one or more of an
external memory controller 120, a processor 125, a basic
input/output system (BIOS) component 130, or other com-
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ponents such as one or more peripheral components or one
or more input/output controllers. The components of host
device 105 may be coupled with one another using a bus
135.

The processor 125 may be operable to provide control or
other functionality for at least portions of the system 100 or
at least portions of the host device 105. The processor 125
may be a general-purpose processor, a digital signal proces-
sor (DSP), an application-specific imtegrated circuit (ASIC),
a field-programmable gate array (FPGA) or other program-
mable logic device, discrete gate or transistor logic, discrete
hardware components, or a combination of these compo-
nents. In such examples, the processor 125 may be an
example of a central processing umit (CPU), a graphics
processing unit (GPU), a general purpose GPU (GPGPU), or
an SoC, among other examples. In some examples, the
external memory controller 120 may be implemented by or
be a part of the processor 125.

The BIOS component 130 may be a software component
that includes a BIOS operated as firmware, which may
initialize and run various hardware components of the
system 100 or the host device 105. The BIOS component
130 may also manage data tlow between the processor 125
and the various components of the system 100 or the host
device 105. The BIOS component 130 may include a
program or soiftware stored in one or more ol read-only
memory (ROM), flash memory, or other non-volatile
memory.

The memory device 110 may include a device memory
controller 155 and one or more memory dies 160 (e.g.,
memory chips) to support a desired capacity or a specified
capacity for data storage. Each memory die 160 may include
a local memory controller 165 (e.g., local memory controller
165-a, local memory controller 165-b, local memory con-
troller 165-A) and a memory array 170 (e.g., memory array
170-a, memory array 170-b, memory array 170-N). A
memory array 170 may be a collection (e.g., one or more
orids, one or more banks, one or more tiles, one or more
sections) of memory cells, with each memory cell being
operable to store at least one bit of data. A memory device
110 including two or more memory dies may be referred to
as a multi-die memory or a multi-die package or a multi-chip
memory or a multi-chip package.

The memory die 160 may be an example of a two-
dimensional (2D) array of memory cells or may be an
example of a three-dimensional (3D) array of memory cells.
A 2D memory die 160 may include a single memory array
170. A 3D memory die 160 may include two or more
memory arrays 170, which may be stacked on top of one
another or positioned next to one another (e.g., relative to a
substrate). In some examples, memory arrays 170 1 a 3D
memory die 160 may be referred to as decks, levels, layers,
or dies. A 3D memory dies 160 may include any quantity of
stacked memory arrays 170 (e.g., two high, three high, four
high, five high, six high, seven high, eight high). In some 3D
memory dies 160, different decks may share at least one
common access line such that some decks may share one or
more of a word line, a digit line, or a plate line.

The device memory controller 155 may include circuits,
logic, or components operable to control operation of the
memory device 110. The device memory controller 155 may
include the hardware, the firmware, or the instructions that
enable the memory device 110 to perform various operations
and may be operable to receive, transmit, or execute com-
mands, data, or control information related to the compo-
nents of the memory device 110. The device memory
controller 155 may be operable to communicate with one or
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more of the external memory controller 120, the one or more
memory dies 160, or the processor 125. In some examples,
the device memory controller 155 may control operation of
the memory device 110 described herein 1n conjunction with
the local memory controller 165 of the memory die 160.

In some examples, the memory device 110 may receive
data or commands or both from the host device 105. For
example, the memory device 110 may receive a write
command 1ndicating that the memory device 110 1s to store
data for the host device 105 or a read command 1ndicating
that the memory device 110 1s to provide data stored in a
memory die 160 to the host device 105.

A local memory controller 165 (e.g., local to a memory
die 160) may include circuits, logic, or components operable
to control operation of the memory die 160. In some
examples, a local memory controller 165 may be operable to
communicate (e.g., recerve or transmit data or commands or
both) with the device memory controller 155. In some
examples, a memory device 110 may not include a device
memory controller 155, and a local memory controller 165,
or the external memory controller 120 may perform various
functions described herein. As such, a local memory con-
troller 165 may be operable to communicate with the device
memory controller 155, with other local memory controllers
1635, or directly with the external memory controller 120, or
the processor 125, or a combination thereof. Examples of
components that may be included in the device memory
controller 155 or the local memory controllers 1635 or both
may include receivers for receiving signals (e.g., from the
external memory controller 120), transmitters for transmit-
ting signals (e.g., to the external memory controller 120),
decoders for decoding or demodulating receirved signals,
encoders for encoding or modulating signals to be transmiut-
ted, or various other circuits or controllers operable for
supporting described operations of the device memory con-
troller 155 or local memory controller 165 or both.

The external memory controller 120 may be operable to
enable communication of one or more of information, data,
or commands between components of the system 100 or the
host device 105 (e.g., the processor 125) and the memory
device 110. The external memory controller 120 may con-
vert or translate communications exchanged between the
components of the host device 105 and the memory device
110. In some examples, the external memory controller 120
or other component of the system 100 or the host device 105,
or its functions described herein, may be implemented by the
processor 125. For example, the external memory controller
120 may be hardware, firmware, or software, or some
combination thereof implemented by the processor 1235 or
other component of the system 100 or the host device 105.
Although the external memory controller 120 1s depicted as
being external to the memory device 110, in some examples,
the external memory controller 120, or 1ts functions
described herein, may be implemented by one or more
components of a memory device 110 (e.g., a device memory
controller 1535, a local memory controller 165) or vice versa.

The components of the host device 105 may exchange
information with the memory device 110 using one or more
channels 115. The channels 115 may be operable to support
communications between the external memory controller
120 and the memory device 110. Each channel 115 may be
examples of transmission mediums that carry mnformation
between the host device 105 and the memory device. Each
channel 115 may include one or more signal paths or
transmission mediums (e.g., conductors) between terminals
associated with the components of system 100. A signal path
may be an example of a conductive path operable to carry a
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signal. For example, a channel 115 may include a first
terminal including one or more pins or pads at the host
device 105 and one or more pins or pads at the memory
device 110. A pin may be an example of a conductive 1input
or output point of a device of the system 100, and a pin may
be operable to act as part of a channel.

Channels 115 (and associated signal paths and terminals)
may be dedicated to communicating one or more types of
information. For example, the channels 115 may include one
or more command and address (CA) channels 186, one or
more clock signal (CK) channels 188, one or more data
(DQ) channels 190, one or more other channels 192, or a
combination thereol. In some examples, signaling may be
communicated over the channels 115 using single data rate
(SDR) signaling or double data rate (DDR) signaling. In
SDR signaling, one modulation symbol (e.g., signal level) of
a signal may be registered for each clock cycle (e.g., on a
rising or falling edge of a clock signal). In DDR signaling,
two modulation symbols (e.g., signal levels) of a signal may
be registered for each clock cycle (e.g., on both a rising edge
and a falling edge of a clock signal). In some examples, the
DQ channels 190 may be coupled with the memory device
via data pins (e.g., DQ pins).

In some examples, CA channels 186 may be operable to
communicate commands between the host device 105 and
the memory device 110 including control information asso-
ciated with the commands (e.g., address information). For
example, commands carried by the CA channel 186 may
include a read command with an address of the desired data.
In some examples, a CA channel 186 may include any
quantity of signal paths to decode one or more of address or
command data (e.g., eight or nine signal paths).

In some examples, clock signal channels 188 may be
operable to communicate one or more clock signals between
the host device 105 and the memory device 110. Each clock
signal may be operable to oscillate between a high state and
a low state, and may support coordination (e.g., in time)
between actions of the host device 105 and the memory
device 110. In some examples, the clock signal may be
single ended. In some examples, the clock signal may
provide a timing reference for command and addressing
operations for the memory device 110, or other system-wide
operations for the memory device 110. A clock signal
therefore may be referred to as a control clock signal, a
command clock signal, or a system clock signal. A system
clock signal may be generated by a system clock, which may
include one or more hardware components (e.g., oscillators,
crystals, logic gates, transistors).

In some examples, data channels 190 may be operable to
communicate one or more ol data or control information
between the host device 105 and the memory device 110.
For example, the data channels 190 may communicate
information (e.g., bi-directional) to be written to the memory
device 110 or information read from the memory device 110.
The channels 115 may include any quantity of signal
paths (including a single signal path). In some examples, a
channel 115 may include multiple individual signal paths.
For example, a channel may be x4 (e.g., including four
signal paths), x8 (e.g., including eight signal paths), x16
(including sixteen signal paths), etc.

In some examples, the one or more other channels 192
may include one or more error detection code (EDC) chan-
nels. The EDC channels may be operable to communicate
error detection signals, such as checksums, to 1mprove
system reliability. An EDC channel may include any quan-
tity of signal paths.
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In some examples, the memory device 110 may be
coupled with the host device 105 through a first organic
substrate. That 1s, the first organic substrate may include the
channels 115. The first organic substrate may be deposited
on a second organic substrate that i1s configured to route
power to the memory device 110. The first organic substrate
may have a finer pitch (e.g., a pitch less than) than the
second organic substrate. The first organic substrate may
have a relatively small signal loss and may thus be used to
configure the host device 105 and memory device 110 to
have a point-to-point connection. That 1s, the memory
device 110 may not include buflers to butler signals received
or transmitted to the host device. Additionally, the memory
device 110 may be coupled with the first organic substrate
through a plurality of interfaces, each intertace having a
defined preconfigured bump-out or ball-out. This point-to-
point connection and the plurality of connections via the
interfaces may reduce power consumption and increase a
rate of data transier between the memory device 110 and the
host device 105. For example, the increased interfaces may
reduce the distance data 1s driven from the memory cell to
an 1nput/output (I/0) area.

FIG. 2 illustrates an example of a system 200 that
supports memory with fine grain architectures 1n accordance
with examples as disclosed herein. The system 200 may be
an example of system 100 as described with reference to
FIG. 1. System 200 may include a host device 205 and a
memory device 210 which may be examples of host device
105 and memory device 110, respectively, as described with
reference to FIG. 1. Host device 205 may be coupled with
the memory device 210 using a substrate 220. The substrate
220 may be coupled with a substrate 215. The memory
device 210 may include an operation layer 2235 and memory
layers 230-a through 230-/. Eight (8) memory layers 230 are
shown 1n FIG. 2 for illustrative purposes only. The memory
device 210 may include any quantity of memory layers 230
including one, two, three, four, five, six, seven, eight, nine,
ten, eleven, twelve, thirteen, fourteen, fifteen, sixteen, sev-
enteen or more layers.

Host device 205 may be configured to communicate
signals, commands, requests, or data to the memory device
210 via the substrate 220 and conductive lines 250 (e.g.,
channels 115 as described with reference to FIG. 1). In some
examples, the host device 205 may be configured to com-
municate directly with a memory cell or memory array of the
memory device 210. That 1s, the system 200 may include
point-to-point connections between the host device 2035 and
the memory layers 230 of the memory device 210 without
the signals been buflered by a bufler layer of the memory
device 210. In such examples, the host device 205 may be
configured to communicate signals along conductive lines
250 directly to a DQ pin of the memory device 210 based on
a memory address associated with the signal. For example,
the host device 205 may communicate a signal to a first DQ
pin based on a first memory address associated with an
access command (e.g., a read, write, or refresh command).
In such examples, by sending a signal directly to the DQ
pins, the host device 205 may eflectively be communicating
directly with the memory cells. By enabling the host device
205 to have a point-to-point connection with the memory
device 210, the overall power consumption of the system
200 may decrease and the performance time of the system
200 may increase. That 1s, the lack of a bufler layer may nid
the system 200 of extraneous drivers and receivers config-
ured to bufler signals between the host device 205 and the
memory device 210 reducing power consumption and
increasing a rate of data transfer.
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Substrate 215 may include conductive line(s) 240 that are
configured to supply power to one or more components of
the memory device 210. The conductive line(s) 240 may be
configured to supply a ground voltage or a voltage with a
magnitude larger than a ground voltage. In some examples,
the substrate 215 may 1nclude pins (e.g., channels or through
silicon-vias (1SVs)) 245 to supply the power from the
conductive line(s) 240 to the memory device 210. That 1s,
although not shown for clarity, the pins 245 extend through
the memory device 210 up to the upper most memory layer,
the memory layer 230-%. The pins 245 may be configured to
supply the power to the memory device 210 straight through
the operation layer 225 and the memory layers 230 (e.g.,
straight-up or perpendicular configuration). That 1s, the pins
245 may be perpendicular to the memory device 210 and be
at a same column position for each memory layer 230 and
thus may provide power to each memory layer 230 at the
same column position.

In some examples, the substrate 215 may be an organic
substrate. In such examples, the substrate 215 may be
manufactured with a pitch constraint that 1s greater than a
pitch constraint of the substrate 220. For example, the
substrate 215 may have a pitch greater than or equal to ten
(10) micrometers (um). Additionally, the substrate 215 may
be manufactured with a line parameter or space parameter
(e.g., a width and pitch of a metal trace) greater than a line
parameter and space parameter of the substrate 220. For
example, the substrate 215 may have a line parameter or a
space parameter greater than or equal to ten (10) um.

Substrate 220 may be coupled with the memory device
210, the host device 205, and the substrate 215. In some
examples, the substrate 220 may include conductive lines
250 to route signals between the memory device 210 and the
host device 205 (e.g., routing commands, requests, or data).
In some examples, the substrate 220 may be a fine pitch
organic substrate. Substrate 220 may be manufactured as a
polyimide spin-on organic polymetric dielectric. That 1s,
substrate 220 may be a polyimide dielectric that 1s deposited
on to the substrate 215 utilizing a spin-on approach. In other
examples, the substrate 220 may be deposited on the sub-
strate 215 utilizing other deposition techniques (e.g., chemi-
cal vapor deposition (CVD), physical vapor deposition
(PVD), or any combination thereof). In either example, the
substrate 220 may be deposited directly on to substrate
215——<¢.g., without ball packaging or other column supports
between the substrate 215 and the substrate 220. In some
examples, the conductive lines 250 may have an impedance
less than an impedance of a conductive line of a silicon
interposer. That 1s, the conductive lines 250 may experience
lower signal loss than conductive lines of a silicon inter-
poser. This may reduce the complexity of manufacturing
conductive lines 2350 to route signals between the host
device 205 and the memory device 210—e.g., this may
reduce the usage of fan out packaging (FOP) 1n the operation
layer 225 that other solutions may use. In some examples,
the substrate 220 may be manufactured with a line param-
eter, space parameter, and a pitch less than the respective
line parameter, space parameter, and pitch of the substrate
215. For example, the line parameter, space parameter, and
pitch of the substrate 220 may be less than or equal to two
(2) um.

Memory device 210 may be configured to store data or
information for host device 205—e.g., the host device 205
may write data to or read data from the memory device 210.
In some examples, the memory device 210 may include an
operation layer 225. For example, the operation layer 225
may be an example of a built-in seli-test (BIST) layer. The
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operation layer 225 may be configured to provide one or
more circuits to operate the memory device 210. For
example, the operation layer 225 may include one or more
seli-test circuits to test aspects of the memory device 210. In
some examples, the operation layer 225 may not have
buflers. That 1s, because the system 200 utilizes a point-to-
point connection, the operation layer 225 may not have
drivers and receivers configured to receive signals from the
host device 205, a bufler, and additional drivers configured
to receive signals from the memory device 210. By utilizing
a point-to-point connection and not buflering signals, the
system 200 may reduce power consumption.

The memory device 210 may also include one or more
memory layers 230. In some instances, the memory layers
230 may be manufactured on top of (e.g., stacked on top of)
the operation layer 225. In some examples, the memory
layers 230 may be examples of memory arrays (e.g.,
memory arrays 170 as described with reference to FIG. 1).
In other examples, the memory layers 230 may be examples
of memory dice (e.g., memory die 160 as described with
reference to FI1G. 165). In either example, the memory layers
230 may include a plurality of memory cells configured to
store data. The memory layers 230 may be coupled with
cach other by TSVs 235 and bond pads. In some examples,
the TSVs 235 may communicate data from the host device
205 and the interface 255 to a memory layer 230 by utilizing
a non-perpendicular signal flow configuration (e.g., a water-
tall configuration). For example, each memory layer 230
may include one or more column positions that are common
to each memory layer 230. In some cases, the memory layer
230-5 may be configured to route data from a TSV 235-q 1n
a first column position to a TSV 235-) at a second column
position down to the interface 255. The configuration of data
transier between the TSVs 235 1n the waterfall configuration
1s described 1n additional detail with reference to FIG. 6.

In some examples, the memory device 210 1s coupled
with the substrate 220 by the interface 255. In some
examples, the interface 255 may have a specific bump out or
ball-out—e.g., the interface 255 may have a pattern of
contacts configured to route the signals from the conductive
lines 250. In some cases, the interface 235 may be config-
ured to route the signals based on channels or routing
patterns of I/O areas located in the memory device 210. The
memory device 210 may 1nclude a plurality of I/O areas such
that a distance between a memory cell in the memory device
210 and an I/O areas of the plurality of I/O areas 1s relatively
small. By having the relatively small distance between the
memory cell and the I/O areas, the memory device 210 may
reduce power consumption associated with driving data
between the I/O areas and the memory cell. Additional
details related to the 1/0 areas and the ball-out or bump-out
(e.g., the pattern) are described with reference to FIGS. 3-5.

FIG. 3 i1llustrates an example of a memory array 300 that
supports memory with fine grain architectures in accordance
with examples as disclosed herein. The memory array 300
may be an example of a memory die 160 described with
reference to FIG. 1. In some cases, the memory array 300
may be referred to as a memory die, an array of memory
cells, a deck of memory cells, or a memory layer 230
described with reference to FIG. 2. The various components
of the memory array 300 may be configured to facilitate high
bandwidth data transfer between a host device (e.g., host
device 105 as described with reference to FIG. 1) and a
memory device (e.g., memory device 210 as described with
retference to FIG. 2) with which the memory array 300 1s
associated.
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The memory array 300 may include a plurality of banks
305 of memory cells (as represented by the white boxes), a
plurality of input/output (I/0) areas 310 (sometimes referred
to as I/O stripes or I/O regions) traversing the memory cells
of the memory array 300, and a plurality of data channels
315 that couple the memory array 300 with the host device.
In some examples, the plurality of data channels 315 may
route through a first organic substrate (e.g., substrate 220 as
described with reference to FIG. 2). The data channels 315

may provide a point-to-point connection between the
memory array 300 and the host device—e.g., there may be
no builering of signals communicated between the memory
array 300 and the host device. Additionally or alternatively,
the host device may directly send the signals to memory
array 300 1n using the point-to-point connection to read data
from or write data to a memory cell of the memory array
300. In some examples, there may be a first I/O area 311 that
extends 1n a first direction and there may be one or more I/0O
areas 310 that extend 1n a second direction of different than
the first direction. In some cases, the first direction 1s
orthogonal to the second direction. The I/O areas 311 and
310 may be devoid of memory cells and may be occupied
with TSVs and/or other conductive paths used to route
signals. For example, the I/O areas 310 and 311 may include
conductive paths for power, for ground, for DQ channels, for
CA channels, and other channels as described 1n FIG. 4 and
other figures. Additional details about layouts of conductive
paths 1n the I/O areas 310 and 311 are described in more
detail with reference to FIG. 5.

Each of the banks 305 of memory cells may include a
plurality of memory cells configured to store data. The
memory cells may be DRAM memory cells, FeRAM
memory cells, or other types of memory cells. At least some,
if not each, of the plurality of I/O areas 310 may include a
plurality of power pins and ground pins configured to couple
the memory cells of the memory array 300 with power and
ground. In some examples, the plurality of ground pins and
power pins may be examples of the ground pins and power
pins as described with reference to FIG. 2 (e.g., the pins
245). The ground and power pins may be supplied by a
voltage provided by a second organic substrate (e.g., sub-
strate 215 as described with reference to FIG. 2).

The memory array 300 may be divided into cell regions
320 associated with different data channels 315. For
example, a single data channel 315 may be configured to
couple a single cell region 320 with the host device. The pins
of the I/0O channel may be configured to couple multiple cell
regions 320 of the memory array 300 to power, ground,
virtual ground, and/or other supporting components.

To provide a high throughput of data (e.g., multiple TB/s)
between a host device (not shown) and the memory array
300, a path length between any given memory cell and the
host mterface may be shortened, as compared to previous
solutions. In addition, shortening the data path between any
grven memory cell and the host device may also reduce the
power consumed during an access operation (e.g., read
operation or write operation) of that given memory cell.
Diflerent architectures and/or strategies may be employed to
reduce the size of the data path. For example, the memory
array 300 may be coupled with the first substrate through a
plurality of interfaces, each interface including multiple I/O
channels and areas. This may reduce the distance between a
grven memory cell and the I/O channels. In such cases, the
memory array 300 may reduce power consumption with the
shorter distance between the memory cell and the I/O
channels as compared with other solutions. The memory
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array 300 may also perform faster accesses (e.g., read, write,
or refresh accesses) on the memory cells given the distance
1s reduced.

In some examples, the memory array 300 may be parti-
tioned 1nto a plurality of cell regions 320. Each cell region
320 may be associated with a data channel 315. Two
different types of cell region 320 are illustrated, as one
example, but the entire memory array 300 may be populated
with any quantity of cell regions 320 having any shape. A
cell region 320 may include a plurality of banks 3035 of
memory cells. There may be any quantity of banks 305 in a
cell region 320. For example, the memory array 300 1llus-
trates a first cell region 320 that may include eight banks 305
and a second cell region 320-a that may include sixteen
banks 305-a.

Other quantities of banks 1n the cell region are possible,
however (e.g., two, three, four, five, s1x, seven, eight, nine,
ten, eleven, twelve, thirteen, fourteen, fifteen, sixteen, sev-
enteen, e1ghteen, nineteen, twenty, twenty-one, twenty-two,
twenty-three, twenty-four, twenty-five, twenty-six, twenty-
seven, twenty-eight, twenty-nine, thirty, thirty-one, thirty-
two, etc.). The size of the cell region 320 may be selected
based on the bandwidth constraints of the host device, the
power usage of the host device or the memory device, the
s1ze of the data channel, the parameters of the substrate used
to couple the memory array 300 with the host device, a data
rate associated with the data channel, other considerations,
or any combination thereol. In some cases, the memory
array 300 may be partitioned such that each cell region 320
may be the same size. In other cases, the memory array 300
may be partitioned such that the memory array 300 may
have cell regions 320 of diflerent sizes.

A data channel 315 (associated with a cell region) may
include a quantity of pins for coupling the memory cells of
the cell region 320 with the host device. At least a portion
of the data channel 315 may comprise channels of the
substrate (e.g., the first organic substrate). The data channel
315 may include a data width specifying how many data pins
325 (sometimes referenced as D(Q pins) are in the data
channel 3135. For example, a data channel may have a
channel width of two data pins (e.g., X2 channel), four data
pins (e.g., X4 channel), eight data pins (e.g., X8 channel),
sixteen data pins (e.g., X16 channel), etc. The data channel
may also include at least one CA pin 330 (sometimes
referred to as a C/A pin). Each memory cell in the cell region
320 may be configured to transfer data to and from the host
device using the data pins 325 and CA pins 330 associated
with the cell region 320. The data channel 315 may also
include a clock pin (e.g., CLK or WCLK) and/or a read
clock pin or a return clock pin (RCLK).

In some cases, the channel width of the data channel 315
may vary based on the parameters of the substrate (e.g., the
organic substrate) used to couple the memory device and the
host device. For example, 1f a first substrate (the fine pitch
organic substrate) having a first line and space parameter 1s
used to couple the memory device and the host device, then
the channel width may be a first width. In another example,
however, 1f a different substrate (e.g., an organic substrate
with a different line and space parameter or pitch) 1s used to
couple the memory device and the host device, then the
channel width may be second width. An I/O interface (not
shown 1n FIG. 3) of the memory array 300 may be config-
ured to support both channel widths. That 1s, the I/O
interface may have a pattern of routes to communicate data
to and from the memory device. In some examples, the first
substrate 1s coupled with the memory device through inter-
taces that mirror the pattern of the I/O interface. In some
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instances, to maintain data bandwidth, data throughput, or
data accessibility, different modulation schemes may be
used to communicate data across channels with different
widths. For example, PAM4 may be used to modulate
signals communicated across an X4 channel and NRZ may
be used to modulate signals communicated across an X8
channel.

The I/O area 310 (e.g., the I/O stripe) may, 1n some cases,
bisect the banks 305 of memory cells in the cell region 320.
In this manner, the data path for any individual memory cell
may be shortened. That 1s, with a plurality of I/O areas 310,
the distance data 1s driven between the memory cell and the
[/O area may be reduced. The I/O areas 310 may be
dispersed across the memory array 300 strategically to
reduce the distances.

FIG. 4 illustrates an example of a data channel configu-
ration 400 that supports memory with fine grain architec-
tures 1n accordance with examples as disclosed herein. For
example, a first data channel configuration 405 illustrates an
independent data channel 410 that services a first cell region
415. A second data channel configuration 420 1illustrates a
data channel pair 425 where data channels for two cell
regions (e.g., second cell region 430 and third cell region
4335) share clock pins, error detection code (EDC) pins, and
spare pins. In some cases, the channel width of the data
channel configurations may be adjustable based at least 1n
part on a parameter associated with a first substrate (e.g., a
substrate 220 as described with reference to FIG. 2) used to
couple a host device (e.g., host device 103 as described with
reference to FIG. 1) with a memory device (e.g., memory
device 210 as described with reference to FIG. 2). For
example, 1I an organic substrate has a first line and space
parameter, the data channel may have a first channel width,
and, 11 the organic substrate has a second line and space
parameter, the data channel may have a second channel
width that 1s larger than the first channel width (e.g., twice

as big).

r

The data channel 410 illustrates a data channel for a
stacked memory device that includes eight layers that has a
channel width of four (e.g., there are four data pins). In other
examples, the channel width may be more than four or less
than four (e.g., eight data pins). Each row of pins 1n the data
channel 410 may be associated with a cell region 1n a
separate layer. The first cell region 415 1llustrates a cell
region of a single layer. As such, the first cell region 415 may
be associated with a single row of the pins of the data
channel 410. The quantity of pins 1n a data channel may be
based on the quantity of layers in the memory device
because a single data channel may be configured to couple
with a given layer.

In some cases, the term data channel may refer to pins
associated with a single cell region of a single layer. The
term data channel may refer to pins associated with multiple
cell regions across multiple layers. In some examples, data
channels may be coupled with a single cell region (e.g.,
without being coupled with another cell region) of any given
layer or memory die. The same may also be true for the data
channel pair 425 of the second data channel configuration
420. The data channel pair 425 shows pins for cell regions
across multiple layers of the memory device. Although data
channel 410 and data channel pair 425 shown may be
associated with cell regions 1n eight layers, any quantity of
layers are possible. For example, the data channel 410 and
data channel pair 425 may be associated with cell regions 1n
one, two, three, four, five, si1x, seven, eight, nine, ten, eleven,
twelve, thirteen, fourteen, fifteen, or sixteen (or more) layers
of the memory device.
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The data channel 410 1includes four data pins (DQO0-D(Q4),
a clock pin (CLK or a WCLK signal), a read clock pin or
return clock pin (RCLK), and a command/address pin (CA).
The data channel 410 may also include an EDC pin and a
spare pin that 1s utilized when another pin 1s defective. In
other cases, the data channel may have a different rank or
different channel width. In such situations, the quantity of
data pins may be different. For example, the data channel
410 may have a channel width of eight and may include
eight data pins. Any quantity of data pins associated with a
region are contemplated by this disclosure. The data channel
410 may include any quantity of C/A pins. For example, the
data channel 410 may include one, two, three, or four C/A
pins. In some cases, the data channel 410 may include an
error correction code (ECC) pin (not shown) for facilitating
error detection and correction procedures. The data channel
410 may also include a data bus imversion (DBI) pin (not
shown) for limiting the quantity of simultaneous transition-
ing signals and bias the state of the transmitted data towards
a preferred level.

The data channel pair 425 may be similarly embodied as
the data channel 410 except that two data channels associ-
ated with two different cell regions may be configured to
share clock pins, EDC pins, and spare pins. As such, in the
data channel pair 425, the clock pins (e.g., CLK, RCLK, or
WCK), EDC pins, and spare pins may be coupled with two
cell regions of the same layer of the memory device, while
the other pins of the data channel pair 425 (e.g., DQ pins,
C/A pins, ECC pins) may be coupled with a single cell
region ol a single layer. For example, the illustrated data
channel pair 425 may have a width of four. As such, four
data pins and one C/A pin (e.g., CHO-Layer0) may be
coupled with the second cell region 430 and four data pins
and one C/A pin (CHS8-LayerOQ) may be coupled with the
third cell region 435.

The data channel pair 425 may reduce the complexity of
a memory device and the power consumption of the memory
device. For example, by sending a single set of clock signals
to two cell regions 1n a layer, 1t may reduce the quantity of
clock components in the memory device and thereby reduce
the amount of power to drive the clock signals. In some
examples, the second cell region 430 and the third cell
region 435 may share the spare pin. In such examples, the
second cell region 430 and the third cell region 435 may
share a logic (e.g., a multiplexer (MUX)) that 1s configured
to communicate with either the second cell region 430 or the
third cell region 435 depending on which cell region 1s
utilizing the spare pin at a given time—=e.g., the MUX may
communicate with the second cell region 430 when the
second cell region 1s utilizing the spare pin.

In some cases, the channel widths of the data channels
may be configurable based on parameters of the substrate
used to couple the host device and the memory device and/or
the type of modulation scheme used to modulate signals
communicated between the host device and the memory
device. Diflerent substrates (e.g., the fine pitch organic
substrate) with diflerent parameters may be able to support
different signal frequencies.

The memory device may be configured to couple with
interfaces depending on the pattern utilized by the interface
to route signals. For example, the terminuses of the channels
410 or 425 may be 1n a first pattern indicating the routing of
the signals to different locations 1n the memory device. In
such cases, the memory device may couple with an interface
that has a second pattern of routing signals that 1s the same
as the first pattern. That 1s, the memory device may be
coupled with a fine pitch organic substrate that 1s manufac-
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tured with a bump-out or a ball-out pattern that i1s the same
as the routing pattern in the channels 410 or 415 (e.g., the
pattern of the I/O areas). Such a configuration may improve
the compatibility between the memory device and the sub-
strate (e.g., the fine pitch organic substrate). For example,
the memory device coupling with interfaces with the same
pattern may enable the memory device to have an increased
quantity of channels 410 or 4235 dispersed throughout the
memory device. In such examples, the distance between the
memory cells and the channels 410 or 425 may be reduced.
That 1s, the average distance data has to be driven between
a memory cell and a channel 410 or 425 may be reduced
compared with previous solutions. The memory device may
consume less power and increase a rate of data transfer to
and from the host device through the fine pitch organic
substrate—e.g., the shorter average distances enable

decrease 1n a ratio of picojoules utilized while transierring a
bit of data.

TABLE 1

Solo Channel Channel Pair

8 DQ pins 16 DQ pins (8 per region)

1 DBI pin 2 DBI pins (1 per region)

1 ECC pin 2 ECC pins (1 per region)

1 CA pin 2 CA pins (1 per region)

1 WCK pin 1 WCK pin (shared by regions)
1 RCK pin 1 RCK pin (shared by regions)
1 EDC pin 1 EDC pin (shared by regions)
1 spare pin 1 spare pin (shared by regions)

Table 1 provides two examples of channel layouts, a first
example showing a channel that supports one region of
memory cells and a second example showing a second
channel that supports two regions of memory cells. The
second example may be an example of a channel pair where
some pins or signals are shared by both regions of memory
cells and some pins or signals are dedicated to a certain
memory region. If a memory device includes 8 regions of
memory cells per memory layer and has a stack that 1s eight
memory layers high, there may be a total of 64 regions of
memory cells in the memory device. In the first example of
a solo channel such a configuration may result in 1920 total
pins or conductive paths in the memory device. In the
second example of a shared channel such a configuration
may result 1n total pins or conductive 1n the memory device.
Thus, the channel pair example may result in fewer con-
ductive paths between the host device and the memory
device. In some cases, 1t may be advantageous to be below
certain pin counts to increase compatibly with some host
devices or mterfaces. Examples of conductive pin quantity
thresholds may include 1,704 conductive paths or 1,624
conductive paths.

FIG. 5 1llustrates an example of a memory array 500 that
supports memory with fine grain architectures in accordance
with examples as disclosed herein. The memory array 500
may be an example of the memory array 170 as described
with reference to FIG. 2 or the memory array 300 described
with reference to FIG. 3. The memory array 500 may
illustrate an example of a physical layout of the conductive
paths within an I/O area while the memory array 300 may
illustrate a more simplified version of the conductive paths
with an IO area. The memory array 500 may be an example
of a memory layer 230 of a memory device as described with
reference to FIG. 2. The memory array 500 may include an
I/O area (e.g., channels, stripes, or iterfaces) 520 and I/O
areas 315. The I/O areas 5135 and 520 may occupy areas of
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memory array 500 that are devoid of memory cells. In some
examples, memory array 500 may also be referred to as
memory die.

In some cases, the memory array 500 may be coupled
with a fine pitch organic substrate (e.g., substrate 220 as
described with reference to FIG. 2). That 1s, the memory
array 300 may receive signals directly from a host device
(e.g., host device 105 as described with reference to FIG. 1)
through the fine pitch organic substrate via conductive lines
(e.g., conductive lines 250 as described with reference to
FIG. 2). The memory array 500 may be coupled with the fine
pitch organic substrate by a first interface (e.g., interface 2355
as described with reference to FIG. 2). The first interface
may have bump-out or ball-out pattern that contacts the
memory array 300. The first interface pattern may be con-
figured to route signals to different regions of the memory
array 3500. In some examples, the pattern contacts may be
positioned below an I/O area 515. That 1s, the pattern of
contacts may be based on the layout (e.g., floorplan) of the
I/O area 515 to route signals from the host device to the
memory cells in the memory array 500. By having the /O
area 315 routing patterns match the bump-out or ball-out of
the interfaces, the compatibility between the memory array
and the fine pitch organic substrate may be increased.

In some examples, a memory array 300 may include a
plurality of regions of memory cells. In some cases, each
region of the plurality of regions of memory cells may
include one or more banks of memory cells (e.g., portions of
memory cells). The memory array 500 may include multiple
I/O areas 515 and 520 that are distributed (e.g., dispersed)
throughout the memory array 500 such that the memory
cells are located relativity near the I/O areas 515 and 520.
For example, the memory array 300 may include an I/O area
520 that extends through the memory array 500 vertically.
The vertical 1/O area 520 may divide the memory array 500
into a first portion and a second portion of memory cells.

In some examples, the memory array 500 may include
multiple I/O areas 515 that extend in a horizontal direction
through the memory array 500. The horizontal I/O area 515
may extend through both the first portion and the second
portion of memory cells. The portion of the horizontal I/0O
area 515 that extends through the first portion (e.g., I/O area
515-a) may 1nclude a plurality of channels. For example, the
I/0 area 515-a may include a first plurality of channels (e.g.,
TSVs 235 or pins 245 as described with reference to FIG. 2)
configured to communicate with an area of memory cells
505 and a second plurality of channels to communicate with
an area ol memory cells 510. In some examples, the area of
memory cells 505 and 510 may be each be examples of a
bank of memory cells. In some example, the first plurality of
channels and the second plurality of channels may share
common channels (e.g., as described with reference to FIG.
4). That 1s, rather than having a single plurality of channels
dedicated exclusively for area of memory cells 505 and 510,
the first plurality and second plurality of channels may share
channels. This may reduce the overall quantity of signals
communicated and channels utilized throughout the memory
die—=e.g., by sharing channels, the total signals utilized may
decrease. For example, channels communicating clock sig-
nals (e.g., WCK, RCK, or CLK (not shown)) and error
detection code (e.g., EDC) signals may be shared. Addition-
ally, the first plurality of channels and the second plurality
of channels may also share a spare channel. In some
examples, the spare channel may share a common logic
(e.g., a multiplexer (MUX)) such that the logic 1s configured
to communicate with either the first plurality of channels or
the second plurality of channels depending on which plu-
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rality 1s utilizing the spare channel at a given time. The
remaining channels (e.g., channels DQO-DQ7, ECC, CA,
and data bus mversion (e.g., DBI)) may be dedicated exclu-
sively to an area of memory cells—e.g., a set of the channels
described (DQO-DQ7, ECC, CA, and DBI) may be exclu-
sive to the area of memory cells 505.

The plurality of channels may be configured to commu-
nicate various types of signals to and from the memory array
500. For example, some channels the plurality of channels
may be configured to communicate a ground signal 5235
(e.g., a ground voltage) and some channels of the plurality
of channels may be configured to communicate a power
signal 530 (e.g., a voltage). The signals 525 and 530 may
originate from an organic substrate (e.g., substrate 215 as
described with reference to FIG. 2). In some examples, the
ground signal 525 may be referred to as a ground channel,
a ground signal path, or a ground conductive path and the
power signal 530 may be referred to as a power channel, a
power signal, or a power conductive path. In some
examples, some channels of the plurality of channels may be
configured to communicate commumication signals 3535
between the host device and memory device. The signals
535 may be routed through a second organic substrate with
a fine pitch (e.g., substrate 220 as described with reference
to FIG. 2). In some examples, the communication signals
535 may be referred to as communication channels, com-
munication signal paths, or communication conductive
paths. Examples of the communication signals 535 may
include DQ) signals, CA signals, DBI signals, ECC signals,
EDC signals, WCK signals, and RCK signals, among other
signals.

In some examples, each row of the plurality of channels
(e.g., the row of channels for the DQO pin) may communi-
cate signals for different layers (e.g., memory layers 230 as
described with reference to FIG. 2) 1n the memory device.
For example, the channel communicating signal 540 may be
a channel communicating with a first layer (e.g., memory
layer 230-a) while the channel communicating signal 545
may be a channel communicating with an eighth layer (e.g.,
memory layer 230-/2). In such examples, the channels com-
municating the signals between signal 340 and 545 may
communicate with a layer between the first layer and the
cighth layer (e.g., memory layers 230-b6 through memory
layers 230-g). In some examples, because of the non-
perpendicular data flow structure, the top-most channel
remains dedicated to that particular level (e.g., the channel
communicating signal 545 may remain dedicated to the
cighth layer, even 11 the channel extends through the remain-
ing layers). Further details of the non-perpendicular data
flow structure (e.g., waterfall structure) and arrangement of
channels throughout the layers 1s described with reference to
FIG. 6.

The memory array 500 may be coupled with the fine pitch
organic substrate through multiple interfaces—e.g., there
may be multiple vertical I/O areas 520 distributed through-
out the memory array 500. Additionally, there may be
multiple I/O areas 3515 dispersed throughout the memory
array 500. This may enable the memory array 500 to have
multiple connection points with the host device, decreasing
the distance data has to be driven to or from a memory cell
based on a received signal. That 1s, in some memory devices
there may be a centralized interface that communicates some
or all of the data from the memory cell. In such examples,
data routed from distant memory cells (e.g., memory cells
far from the iterface) may be driven relatively far increas-
ing the power consumption and reducing the rate of transter
(e.g., it may take additional power and time to drive the data
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from the distant memory cell to the centralized interface). As
described herein, with multiple interfaces and I/O areas
distributed throughout the memory array 500, the distance
data 1s dniven/routed from a given memory cell to the
interface may be relatively small. That 1s, with a dedicated
first plurality of channels for the area of memory cells 505,
data may be quickly driven from the memory cell to the I/O
area 515 as the distance 1s relatively small. For example, the
memory cell may be coupled with a first conductive line
coupling the memory cell with the I/O area 515. Then the
[/O area 3515 may communicate signals to the interface
between the memory array 500 and the host device. The
conductive lines 1n the fine pitch organic substrate may then
transier the data between the interface and the host device.
The decreased distances may decrease power consumption
and 1ncrease a rate of data transier for the memory array 500.

FI1G. 6 1llustrates an example of a memory device 600 that
supports memory with fine grain architectures 1n accordance
with examples as disclosed herein. Memory device 600 may
be an example of memory device 210 as described with
retference to FIG. 2. The memory device 600 may include
memory layers 630 (e.g., memory layers 230 as described
with reference to FIG. 2). The memory device 600 may also
include TSVs 635 and bond pads 6135 coupling the conduc-
tive path between the TSVs 635. Fach memory layer 630
may also include an I/O circuit 605.

In some examples, each memory layer 630 may be
configured to store data for a host device (e.g., a host device
105 as described 1n FIG. 1). Data may be communicated to
and from the memory layers 630 by an I/O circuit 6035 and
TSVs 635. That 1s, each memory layer 630 may have a
region of memory cells coupled with an I/O circuit 605. The
[/O circuit 605 may communicate data to and from the
region ol memory cells. Each I/O circuit 605 may include
drivers, receivers, and other logic to commumnicate with the
host device—e.g., the I/O circuit 605 may utilize drivers to
drive data to the host device and utilize receivers to receive
data from the host device. Because the memory device 600
1s coupled with the host device by a point-to-point connec-
tion, the I/O circuit 605 does not contain any buflers and
communicates directly with the host device. That 1s, the host
device may transmit a signal directly to the I/O circuit 605
to communicate with a memory cell.

In some examples, each 1I/O circuit 605 may also be
coupled with a DQ pin 610 for a given memory layer 630.
For example, the I/O circuit 605-a¢ may be coupled with a
DQO pin 610-a for the memory layer 630-a while 1/O circuit
605-/ may be coupled with a DQO pin 610-/ for the memory
layer 630-/2. The DQ pin 610 may be coupled with additional
TSVs 635 that lead to conductive lines 1n a fine pitch organic
substrate (e.g., substrate 220 as described with reference to
FIG. 2) that couples the memory device 600 with the host
device. In some examples, the I/O circuits 605 may reside 1n
a first column position 620-a. That 1s, each I/O circuit 605
of a given memory layer 630 may be in the same column
position 620-a.

In some examples, the I/O circuits 605 may drive and
receive data or signals through the TSVs 635. The 1/O
circuits may drive and receive the signals and data in
non-perpendicular (e.g., a waterfall) signal flow structure.
For example, the I/O circuit 605-a may drive signals to the
DQ pin 610-a¢ 1n a second column position 620-5. The 1/O
circuit 603-b for the memory layer 630-b may drive a signal
to a first TSV 6335 in the second column position 620-5
extending through the memory layer 630-a—=¢.g., the first
TSV 635 1n the second column position 620-b extending
through the memory layer 630-a may be coupled with an
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output of memory layer 630-b by a bond pad 615. The signal
may then be driven from the first TSV 635 in the second
column position 620-6 to the DQ pin 610-6 1n the third
column position 620-c. A similar method of signal and/or
data transfer may be implemented at each 1/O circuit 605.
For example, the I/O circuit 605-/2 located 1n the first column
position 620-a may eventually drive the signal to the DQ pin
610-/ 1n the minth column position 620-i along the TSVs
635—e¢.g., starting by driving the signal to a second TSV
635 1n the second column position 620-6 extending through
the memory layer 630-g, then to a third TSV 633 1n the third
column position 620-c extending through the memory layer
630-7, so forth until the signal 1s driven to the DQ pin 610-/.
Thus, although the second TSV 633 1s located 1n the second
column position 620-5 above the DQ pin 610-a, the second
TSV 625 may be dedicated to the memory layer 630-~2 and
the DQ pin 610-/%. The 1/O circuits 605 may receive signals
from the host device along the same TSV 635 path the
signals are driven.

In some examples, the TSVS 635 not in the paths to the
DQ pin 610 may remain inactive. For example, TSV 635-b
may remain inactive while signals and data are being driven.
That 1s, the TSV 635-b 1s out of any data or signal path to
a given DQ pin 610 and may thus remain inactive.

By utilizing the waterfall structure for the signal and data
paths through the TSVs, the manufacturing of memory
device 600 may be simplified. That 1s, each I/O circuit 605
and TSV may be manufactured 1n the same column position
620 while still being configured to drive different I/O circuits
605 to different DQ pins 610 at different column positions
620.

FIG. 7 illustrates an example of a timeline 700 that
supports memory with fine grain architectures 1n accordance
with examples as disclosed herein. The timeline 700 shows
events that may occur at a memory device (e.g., a memory
device 210 as described with reference to FIG. 2). The
timeline 700 indicates a timing for performing a traiming
procedure and/or a frame synchronization procedure. During
an active session 715, the memory device may be configured
to 1dentily the beginning of a frame based on a frame clock
without remnitializing a frame training procedure.

The timeline 700 may include a power-up event 705, an
activation time period 710, an active session 715, and a
power-down event 720. When the memory device 1s pow-
ered down (e.g., after a power-down event 720), the memory
device may be communicating little to no information with
a host device (e.g., host device 105 as described with
reference to FIG. 1). As such, frame synchronization may
not be utilized at that time. A power-up event 705, 1s any
event where the memory device begins an active session
715. A power-up event 705 may be transition from an
ofl-state to an active state or from a low-power state to the
active state. The active session 7135 may refer to a period of
time when the memory device i1s servicing the memory
needs of a host device—e.g., performing access operations.
The active session 715 may refer to a continuous period of
time where the memory device 1s operating without inter-
ruption (e.g., without powering down 1n any way).

Before beginning the active session 7135, the memory
device may have to initialize a number of parameters to
provide full functionality to the host device. The memory
device may initialize these parameters during the activation
time period 710. During the activation time period 710, the
memory device may 1mtiate a number of procedures to bring
functionality to the memory device. For example, during the
activation time period 710, the memory device may 1nitiate
an eye synchronization procedure, a frame training proce-
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dure, a frame synchronization procedure, and/or other pro-
cedures, or a combination thereof.

During the activation time period 710, the memory device
may receive a clock of the host device and may determine
a rising or falling edge of a symbol. Once the memory device
has 1dentified a correct timing for the symbols recerved from
the host device, the memory device may initialize a frame
training procedure during the activation time period 710.
That 1s, the memory device may synchronize a clock of the
memory device with the clock of the host device. In some
examples, the clock of the host may be associated with a
specific channel (e.g., channels 115 as described with retf-
erence to FIG. 1). For example, the memory device may
initiate a synchronization procedure for a clock of the host
device associated with the C/A channel. In such examples,
synchromizing the memory clock associated with the CA
channel with the host clock associated with the CA channel
may help facilitate a point-to-point connection between the
memory device and the host device. That 1s, because the
memory device does not include any bufler layers (and does
not bufler any signals), the host device may transmit signals
directly to memory arrays (e.g., memory array 170 as
described with reference to FIG. 1) and memory cells. The
synchronization procedure may improve the efliciency of
such point-to-point connections.

After the activation time period 710 and the synchroni-
zation procedure, the host device may communicate com-
mands to the memory device during the active session
715—e.g., commands to read data from or write data to the
memory cells of the memory device. The memory device
may perform the operation associated with the command
during the active session 7135 based on recerving the com-
mand. In some examples, after executing the command, the
memory device may experience another power-down event
720 and power down. That 1s, the memory device may cycle
through the timeline 700 over time as the host device
services the memory device. In some examples, the host
device may initiate the power down—=e.g., the power-down
event 720 may be a command from the host device. In other
examples, the power-down may occur after a defined time
period of mactivity—e.g., after a duration during which the
host device does not transmit command to the memory
device.

To reduce the quantity of conductive paths between the
host device and a memory device a frame structure for
communicating data and commands may be used. In some
memory systems, a conductive path may be dedicated to a
signal that informs the memory device when a command 1s
being transmitted. In such examples, the memory device
may 1gnore data on certain conductive paths when the enable
signal 1s active. If the enable conductive path, the memory
device may use a different mechanism to synchronize when
commands are being transmitted. In such examples, a pack-
ctized frame structure may be used. In such a structure, a
frame timing (or packet timing) may be synchronized
between the host device and memory device then informa-
tion may be communicated in frames (e.g., packets). In such
examples, the information may not use headers or an enable
signal thereby reducing signaling overhead and reducing a
quantity of conductive paths.

FI1G. 8 illustrates an example of a structure 800 for a frame
training procedure that supports memory with fine grain
architectures in accordance with examples as disclosed
herein. The structure 800 shows two instances (e.g., first
instance 805 and second instances 810) of a training pattern
815. Each instance 805, 810 shows a step in the frame
training procedure.
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The frame training procedure 1s a process by which a
memory device (e.g., a memory device 110 as described
with reference to FIG. 1) identifies a correct frame boundary.
With the frame boundary, the memory device may generate
a frame clock, which 1s used to 1dentily frame boundaries
(1.e., the start and stop of a frame) during an entire active
session. The frame clock may be based on a system clock,
a symbol length, and a frame length. In some cases, the
frame clock 1s a virtual clock that relies on the system clock

for 1ts timing. In other cases, the frame clock 1s a physical
clock that 1s 1nitialized to track the frames.

The training pattern 815 comprises a long train of sym-
bols 820 that are set to predetermined symbol values used to
identify a frame boundary. The training pattern 815 may
comprise a plurality of training frames 825, each training
frame 825 comprising an ordered set of predetermined
symbol values 830. An example of the symbol values may
be a set of logic “1’s followed by a set of logic “0’s, or vice
versa. The training frame 825 may have a frame length that
1s equal to a frame length of the frames transmitted by a host
device (e.g., a host device 105 as described with reference
to FIG. 1) during the active session through a fine pitch
organic substrate (e.g., substrate 220 as described with
reference to FIG. 1). That 1s, a portion of the channe
communicating information between the host device and the
memory device may be routed through a conductive line
(e.g., conductive lines 250 as described with reference to
FIG. 2) 1n the fine pitch organic substrate. Using a plurality
of training frames, the memory device may be configured to
determine a frame boundary 835 and generate a frame clock
that 1s used to 1dentify the beginming of frames (or the end
as the case may be) during the active session. That 1s, the
memory device may be configured to synchronize a clock of
host device associated with CA channel (e.g., channel 186 as
described with reference to FIG. 1) with a clock of the
memory device associated with the CA channel. In some
examples, the CA channel may be the conductive line routed
through the fine pitch organic substrate (e.g., conductive
lines 250 as described with reference to FIG. 2). Addition-
ally, the fine pitch organic substrate may be coupled with an
organic substrate (e.g., substrate 215 as described with
reference to FIG. 2).

During the activation time period and as part of a frame
training procedure, a host device may transmit a message to
the memory device. In some examples, the host device may
include the training pattern 813 to the memory device 1n the
message. The memory device may determine when the
training pattern i1s being transmaitted so that it may be ready
to mitialize the frame training procedure.

The host device may transmit the message to include an
ordered set of symbols of a training frame of the training
pattern that the memory device may i1dentity. Additionally,
the training pattern may include a set of training frames that
cach comprise an ordered set of symbol values. As shown 1n
the first mstance, 805, upon receiving the training pattern
815, the memory device may identily a symbol of the
training pattern as a first frame boundary estimate 840.
Using the first frame boundary estimate and/or a known
frame length, the memory device may generate a first frame
estimate 845. The first frame estimate 845 may include a
number of symbols of the training pattern 815 equal to the
frame length of a training frame 8235. The memory device
may 1dentily the ordered set of symbols of the first frame
estimate 845. The memory device may compare the ordered
set of symbols of the first frame estimate 845 to the ordered
set of predetermined symbol values 830.
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If the ordered set of symbols of the first frame estimate
845 matches the ordered set of predetermined symbol values
830, the memory device may identily the rising edge of the
symbol that comprises the first frame boundary estimate 840
as the frame boundary. If the sets do not match, the memory
device may perform a second frame boundary estimate 850
and a second frame estimate 855 as shown 1in the second
instance 810. The memory device may then repeat the same
process of comparing the set of symbol values 1n the second
frame estimate 855 to the ordered set of predetermined
symbol values 830. This process may continue unftil a
correct frame boundary 1s found.

In some cases, the difference between the first frame
boundary estimate 840 and the second frame boundary
estimate 850 may be one symbol. In such cases, the memory
device may slip the boundary estimate one symbol upon
determining that the frame boundary 1s not correct. In other
cases, the memory device may select the second frame
boundary estimate 830 based on a predetermined symbol
distance (e.g., one, two, three, four, five, six symbols, etc.).
In some cases, the memory device may select the second
frame boundary estimate based on the ordered set of symbol
values found in the first frame estimate 845. For example, 1T
the memory device knows that the predetermined set of
symbol values 1s 111000 and the set of symbol values of the
first frame estimate 843 1s 001110, the memory device may

identily the third symbol of the first frame estimate 845 as
the second frame boundary estimate 850.

Once the memory device identifies the correct frame
boundary, the memory device may generate a frame clock
based on the frame synchronization process. The frame
clock may indicate the beginming of a new frame through the
active session. Using the frame clock, the memory device
and the host device may not use headers to indicate the
location of frames, thereby freeing up more symbols for
substantive data. In some cases, the frame boundary may be
aligned with a rising edge of a first symbol (or a first symbol
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period) 1n the frame. As such, the frame clock may also be
aligned with a rising edge of the symbol period of the frame.

After the synchronization process, the memory device
may receive a command during a frame associated with the
frame boundary identified by the memory device. The
memory device may receive the command from the host
device over the CA channel. In some examples, the frame
may include a quantity of unit intervals—e.g., sixteen-unit
intervals. The frame associated with the CA channel may
have a diflerent unit of intervals than a unit of intervals for
a second frame associated with a data channel between the
memory device and the host device. That 1s, the memory
device may perform a separate synchronization process to
find a frame boundary associated with the data channels. In
some 1nstances, the unit of intervals for frame associated
with the data channel may be twice as large as the unit of
intervals for the frame associated with the command
packet—e.g., a 2:1 command to data packet ratio. For
example, the data frame may contain 32 bytes of information
at four (4) nanosecond data frames while the command
frame may include 16 bits at two (2) nanosecond command
frames.

In some instances, the frame boundaries associated with
the CA channel may be the same for independent, shared, or
concurrent CA channels. That 1s, the memory device may be
coupled with a plurality of CA channels and the packetized
protocol as described herein may be same across the plu-
rality of CA channels, whether the channels are independent,
concurrent, or shared.

In some examples, the following tables (e.g., Table 2 and
Table 3) may 1llustrate the various command the memory
device may receive from the host device during a given
frame boundary. Table 2 may illustrate the information
transmitted during the first eight (8) unit intervals while
Table 3 may 1llustrate the information transmitted during the
second eight (8) unit intervals of the frame boundary:

TABLE 2

UIl UI2 UI3 Ul4 UI5 Ul6 UI7

V V A% V
BA3 BA2 BAI BAU
V V V V
V V V V

UI9

v
RA12
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OP5
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BA3
BA3
BA3
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BA2
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BA2
BA2
BA2
BA2
BA2
BA2

UIl2

BAIl
M1
BAI
BAIl
BAI
BAIl
BAI
BAIl

UIl3

BAO
MO
BAO
BAO
BAO
BAO
BAU
BAUO

Ull4

RA7Y
RAO

OPO

< <

mhmhmh%mh<<<

UI15

PAR
PAR
PAR
PAR
PAR
PAR
PAR
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Command UIR UI9 UI10 UII1 UIL2
WR A% CAS CA4 CA3 CA?Z2
WRA A% CA5 CA4 CA3 CA?Z?
RD A% CAS CA4 CA3 CA?Z2
RDA A% CA5 CA4 CA3 CA?

TABLE 3-continued

In such examples, a first three-unit nterval (UIO-UI2)
may supply a voltage to the memory device according to a
voltage associated with a given command——e.g., a NOP (no
operation command) may be associated with a low, low, low
voltage. A next four-unit interval (UI3-UI6) may be associ-
ated with a bank or memory address 1n the memory device.
An eighth unit interval (UI7) may be associated with any
additional voltages associated with the given command or an
operation code—e.g., the NOP command may not be asso-
ciated with additional voltages. A subsequent seven-unit
interval (UI8-UI4) may be associated with row addresses or
column address. In the MRS command (mode register set
command), these unit intervals may be associated with
additional operation codes or indications for the memory
device. A final unit interval (UI15) may be associated with
a parity bit—e.g., error correction code to ensure the trans-
mission of the command was proper. A “V” may indicate
there was no signal or data communicated during that unait
interval for the given command.

In some examples, the memory device may receive a NOP
command—e.g., a no operation command associated with a
debugging or other rest operation. The memory device may
also receive an ACTO command—e.g., an activate 0 com-
mand configured to activate a first portion of rows in the
memory device. The memory device may also receive an
ACT1 command—e.g., an activate 1 command configured
to activate a second portion of rows 1n the memory device.
In some cases, the memory device may receive a REF
command—e.g., a refresh command configured to memory
cells of memory cells 1n the memory device. In some
instances, the memory device may recetve a REFPB com-
mand—e.g., a refresh command configured to refresh banks
of memory cells 1n the memory device. In some examples,
the memory device may receive an MRS command—e.g., a
mode register set command to set a mode register 1n the
memory device to a specific value. In some cases, the
memory device may receive a PRE command—e.g., a
precharge command for specific banks in the memory
device. In some instances, the memory device may receive
a PREA command—e.g., a precharge command for some or
all banks 1n the memory device. In some examples, the
memory device may receive a WR command—e.g., a write
command. In some 1instances, the memory device may
receive a WRA command—e.g., a write command including,
a precharge operation as well. In some examples, the
memory device may receive a RD command—e.g., a read
command. In some instances, the memory device may
receive an RDA command—e.g., a read command including
a precharge operation as well.

FIG. 9 shows a block diagram 900 of a memory device
920 that supports memory with fine grain architectures 1n
accordance with examples as disclosed herein. The memory
device 920 may be an example of aspects of a memory
device as described with reference to FIGS. 1 through 8. The
memory device 920, or various components thereof, may be
an example ol means for performing various aspects of
memory with fine grain architectures as described herein.
For example, the memory device 920 may include a syn-
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operation component 935, an identifier component 940, a
receiver component 945, or any combination thereof. Each
of these components may communicate, directly or indi-
rectly, with one another (e.g., via one or more buses).

In some examples, the memory device 920 1s coupled
with a first organic substrate with a first pitch. In some
examples, the first organic substrate 1s coupled with a second
organic substrate with a second pitch larger than the first
pitch. In some examples, a portion of a CA channel 1s routed
through a conductive line 1n the first organic substrate.

The synchromization component 925 may be configured
as or otherwise support a means for performing a synchro-
nization procedure to synchronize a first clock of a host
device associated with the CA channel with a second clock
of a memory device associated with the CA channel. In some
examples, to support performing the synchronization pro-
cedure, the synchronization component 925 may be config-
ured as or otherwise support a means for synchronizing the
second clock the memory device with the first frame bound-
ary based at least in part on determining the first frame
boundary.

The receiver component 930 may be configured as or
otherwise support a means for receiving, over the CA
channel based at least 1n part on performing the synchroni-
zation procedure, a command during a frame associated with
a frame boundary of the CA channel. The operation com-
ponent 935 may be configured as or otherwise support a
means for performing, by the memory device, an operation
associated with the command based at least in part on
receiving the command.

In some examples, the identifier component 940 may be
configured as or otherwise support a means for identifying
the frame boundary of the frame using the second clock
based at least in part on performing the synchronization
procedure, where receiving the command 1s based at least in
part on 1dentifying the frame boundary.

In some cases, to support performing the synchronization
procedure, the receiver component 945 may be configured
as or otherwise support a means for receiving, from the host
device, a signal including a training pattern of data. In some
instances, to support performing the synchronization proce-
dure, the 1dentifier component 940 may be configured as or
otherwise support a means for determining a first frame
boundary of a first frame of the signal based at least 1n part
on the training pattern of data included in the signal, the
frame 1ncluding more than one symbol.

In some examples, the receiver component 945 may be
configured as or otherwise support a means for receiving,
from the host device, a message indicating an ordered set of
symbol values of a training frame of the training pattern of
data, where determining the first frame boundary 1s based at
least 1n part on rece1ving the message. In some examples, the
training pattern of data recerved by the recerver component
945 includes a set of training frames that each include an
ordered set of symbol values. In some cases, the command
received by the recerver component 9435 does not include a
header. In some examples, the frame received by the
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receiver component 943 includes a quantity of unit intervals.
In some 1nstances, the quantity of unit intervals received by
the recerver component 945 includes sixteen-unit intervals.
In some examples, the frame associated with the CA channel
includes a first quantity of unit intervals. In some cases, a
second frame associated with a data channel between the
memory device and the host device includes a second
quantity of unit intervals. In some instances, the second
quantity of unit intervals of the second frame associated with
the data channel 1s twice as large as the first quantity of unit
intervals of the frame associated with the CA channel.

FI1G. 10 shows a flowchart illustrating a method 1000 that
supports memory with fine grain architectures in accordance
with examples as disclosed herein. The operations of method
1000 may be mmplemented by a memory device or its
components as described herein. For example, the opera-
tions of method 1000 may be performed by a memory device
as described with reference to FIGS. 1 through 9. In some
examples, a memory device may execute a set ol istruc-
tions to control the functional elements of the device to
perform the described functions. Additionally or alterna-
tively, the memory device may perform aspects of the
described functions using special-purpose hardware.

At 1005, the method may 1nclude performing a synchro-
nization procedure to synchromize a first clock of a host
device associated with a CA channel with a second clock of
a memory device associated with the CA channel. The
operations of 1005 may be performed in accordance with
examples as disclosed herein. In some examples, aspects of
the operations of 1005 may be performed by a synchroni-
zation component 925 as described with reference to FIG. 9.

At 1010, the method may include receiving, over the CA
channel based at least 1 part on performing the synchroni-
zation procedure, a command during a frame associated with
a frame boundary of the CA channel. The operations o1 1010
may be performed in accordance with examples as disclosed
herein. In some examples, aspects of the operations of 1010
may be performed by a receiver component 930 as described
with reference to FIG. 9.

At 1015, the method may include performing, by the
memory device, an operation associated with the command
based at least 1n part on receiving the command. The
operations of 1015 may be performed in accordance with
examples as disclosed herein. In some examples, aspects of
the operations of 1015 may be performed by an operation
component 935 as described with reference to FIG. 9.

In some examples, an apparatus as described herein may
perform a method or methods, such as the method 1000. The
apparatus may include, features, circuitry, logic, means, or
istructions (e.g., a non-transitory computer-readable
medium storing instructions executable by a processor) for
performing a synchronization procedure to synchronize a
first clock of a host device associated with a CA channel
with a second clock of a memory device associated with the
CA channel, receiving, over the CA channel based at least 1in
part on performing the synchromization procedure, a com-
mand during a frame associated with a frame boundary of
the CA channel, and performing, by the memory device, an
operation associated with the command based at least 1n part
on receiving the command.

Some cases of the method 1000 and the apparatus
described herein may further include operations, features,
circuitry, logic, means, or instructions for identifying the
frame boundary of the frame using the second clock based
at least 1n part on performing the synchromzation procedure,
where receiving the command may be based at least in part
on 1dentifying the frame boundary.
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In some instances of the method 1000 and the apparatus
described herein, the memory device may be coupled with
a 1irst organic substrate with a first pitch, the first organic
substrate may be coupled with a second organic substrate
with a second pitch larger than the first pitch, and a portion
of the CA channel may be routed through a conductive line
in the first organic substrate.

In some examples of the method 1000 and the apparatus
described herein, performing the synchronization procedure
may include operations, features, circuitry, logic, means, or
instructions for receiving, from the host device, a signal
including a training pattern of data, determining a first frame
boundary of a first frame of the signal based at least in part
on the training pattern of data included in the signal, the
frame 1ncluding more than one symbol, and synchronizing
the second clock the memory device with the first frame
boundary based at least 1n part on determining the first frame
boundary.

Some cases ol the method 1000 and the apparatus
described herein may further include operations, features,
circuitry, logic, means, or instructions for receiving, from
the host device, a message indicating an ordered set of
symbol values of a training frame of the training pattern of
data, where determining the first frame boundary may be
based at least in part on receiving the message.

In some instances of the method 1000 and the apparatus
described herein, the training pattern of data includes a set
of training frames that each include an ordered set of symbol
values.

In some examples of the method 1000 and the apparatus
described herein, the command does not include a header.

In some cases of the method 1000 and the apparatus
described herein, the frame includes a quantity of umnit
intervals.

In some 1nstances of the method 1000 and the apparatus
described herein, the quantity of unit intervals includes
sixteen unit intervals.

In some examples of the method 1000 and the apparatus
described herein, the frame associated with the CA channel
includes a first quantity of unit intervals and a second frame
associated with a data channel between the memory device
and the host device includes a second quantity of unit
intervals.

In some cases of the method 1000 and the apparatus
described herein, the second quantity of unit intervals of the
second frame associated with the data channel may be twice
as large as the first quantity of unit intervals of the frame
associated with the CA channel.

It should be noted that the methods described herein
describe possible implementations, and that the operations
and the steps may be rearranged or otherwise modified and
that other implementations are possible. Further, portions
from two or more of the methods may be combined.

An apparatus 1s described. The apparatus may include a
memory device, a first organic substrate including a plurality
of first conductive lines arranged with a first pitch, the
plurality of first conductive lines configured to power one or
more components of the memory device, and a second
organic substrate coupled with the memory device and the
first organic substrate, the second organic substrate includ-
ing a plurality of second conductive lines arranged with a
second pitch smaller than the first pitch, where the plurality
of second conductive lines routed through the second
organic substrate are configured to couple the memory
device with a host device.

In some examples of the apparatus, the first pitch of the
first organic substrate includes may be greater than or equal
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to ten micrometers and the second pitch of the second
organic substrate may be less than or equal to two microm-
eters.

In some instances of the apparatus, the first organic
substrate includes one or more of a first line parameter or a
first space parameter that may be greater than or equal to ten
micrometers and the second organic substrate includes one
or more of a second line or a second space parameter that
may be less than or equal to two micrometers.

In some cases of the apparatus, the memory device
includes a plurality of memory arrays that include a first
memory array and a second memory array stacked on the
first memory array, one or more column positions may be
common to each memory array of the plurality of memory
arrays, the first memory array includes a first I/O circuit
coupled with a first TSV, the first I/O circuit positioned at a
first column position and the first TSV positioned at a second
column position, the first memory array including a con-
ductive path configured to route a second TSV of the first
memory array at a third column position to a third TSV of
the second memory array positioned at the second column
position, and the second memory array including a second
I/0 circuit coupled with the third TSV, the second 1/O circuit
positioned at the first column position and the second TSV
positioned at the second column position.

In some examples of the apparatus, the first memory array
includes a fourth TSV at a fourth column position, the
second memory array includes a fifth TSV at the fourth
column position, the fifth TSV coupled with the fourth TSV
at the fourth column position, the fourth TSV and the fifth
TSV may be configured to transfer power to the {irst
memory array and the second memory array, the first TSV
configured to communicate data between the first memory
array and the host device, and the second TSV and the third
TSV may be configured to communicate data between the
second memory array and the host device.

In some instances of the apparatus, the memory device
includes a plurality of memory arrays that include a first
memory array and a second memory array stacked on the
first memory array, one or more column positions may be
common to each memory array of the plurality of memory
arrays and each memory array of the plurality of memory
arrays may be configured to route signals from a first TSV
at a first column position to a second TSV at a second
column position.

In some cases of the apparatus, the memory device
includes a first memory array including one or more memory
cells, a first I/O area extending 1n a first direction through the
first memory array and dividing the first memory array into
a first portion and a second portion, and one or more second
[/O areas extending a second direction through the first
memory array, each of the one or more second 1/O areas
extending through the first portion and the second portion,
and wherein the first I/O area and the one or more second I/O
areas occupy an area of the first memory array that 1s devoid
of memory cells.

In some examples of the apparatus, an I/O area of the one
or more second I/0O areas includes a plurality of channels
configured to communicate information between a region of
memory cells of the first memory array and the host device,
the region of memory cells including one or more banks of
memory cells positioned near the 1/0O area that includes the
plurality of channels.

In some 1instances of the apparatus, the one or more
second I/O areas may be distributed throughout the first
memory array to be near a plurality of regions of the first
memory array.
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In some cases of the apparatus, an interface between the
second organic substrate and the memory device, the inter-
face including a pattern of contacts configured to route
signals to different regions of the memory device, where at
least some of the pattern of contacts may be positioned
beneath the one or more second I/O areas.

In some examples of the apparatus, the memory device
includes a plurality of channels configured to commumnicate
information between a region of memory cells of a first
memory array and the host device, the region of memory
cells mcluding one or more banks of memory cells posi-
tioned near an I/O area of the first memory array that
includes the plurality of channels.

In some cases of the apparatus, the plurality of channels
includes one or more channels configured to communicate
data between the region of memory cells and the host device,
a command/address channel configured to communicate
commands and address information from the host device to
the first memory array, and one or more other channels.

In some 1instances of the apparatus, a channel of the
plurality of channels includes a third conductive line cou-
pling a memory cell in the region of memory cells with a first
interface 1n the first memory array, a fourth conductive line
coupling the first interface in the first memory array with a
second interface of the memory device, the fourth conduc-
tive line passing through one or more additional layers of the
memory device, and the plurality of second conductive lines
coupling the second interface of the memory device with the
host device.

In some examples of the apparatus, the memory device
includes a plurality of channels configured to commumnicate
information between a first region of memory cells of a first
memory array and the host device and a second region of
memory cells of the first memory array and the host device,
the first region of memory cells and the second region of
memory cells including one or more banks of memory cells
positioned near an 1/O area of the first memory array that
includes the plurality of channels.

In some instances of the apparatus, the plurality of chan-
nels includes a first set of channels dedicated to the first
region of memory cells, a second set of channels dedicated
to the second region of memory cells, and a third set of
channels shared by the first region of memory cells and the
second region of memory cells.

In some cases of the apparatus, the memory device
includes a layer including one or more circuits to operate the
memory device, a first memory array including one or more
memory cells, and a second memory array including one or
more memory cells.

In some instances of the apparatus, the one or more
circuits of the layer include seli-test circuits to test one or
more aspects ol the first memory array or the second
memory array.

In some cases of the apparatus, the one or more circuits
in the layer may be not configured to builer signals com-
municated over the plurality of second conductive lines.

In some examples of the apparatus, a second conductive
line of the plurality of second conductive lines includes a
portion of a point-to-point connection between the host
device and a memory cell of the memory device.

In some cases of the apparatus, a second conductive line
of the plurality of second conductive lines may have a first
impedance that may be less than a second impedance than a
conductive line of a silicon interposer.

Another apparatus i1s described. The apparatus may
include a memory device, a first organic substrate including
a first conductive line with a first pitch, the first organic




US 11,869,622 B2

29

substrate 1ncluding a plane for powering one or more
components of the memory device, a second organic sub-
strate coupled with the first organic substrate and including
a second conductive line with a second pitch smaller than the
first pitch, the second conductive line routed through the
second organic substrate couples the memory device with a
host device, the memory device 1s coupled with the second
organic substrate, and a controller associated with the
memory device and configured to cause the apparatus to
perform a synchronization procedure to synchronize a first
clock of the host device associated with a CA channel with
a second clock of the memory device associated with the CA
channel, receive, over the CA channel based at least 1n part
on performing the synchronization procedure, a command
during a frame associated with a frame boundary of the CA
channel, and perform, by the memory device, an operation
associated with the command based at least in part on
receiving the command.

Information and signals described herein may be repre-
sented using any of a varniety of different technologies and
techniques. For example, data, instructions, commands,
information, signals, bits, symbols, and chips that may be
referenced throughout the above description may be repre-
sented by voltages, currents, electromagnetic waves, mag-
netic fields or particles, optical fields or particles, or any
combination thereof. Some drawings may illustrate signals
as a single signal, however, the signal may represent a bus
of signals, where the bus may have a variety of bit widths.

The terms “electronic communication,” “conductive con-
tact,” “connected,” and “coupled” may refer to a relationship
between components that supports the flow of signals
between the components. Components are considered in
clectronic communication with (or 1mn conductive contact
with or connected with or coupled with) one another 11 there
1s any conductive path between the components that can, at
any time, support the tlow of signals between the compo-
nents. At any given time, the conductive path between
components that are 1n electronic communication with each
other (or 1 conductive contact with or connected with or
coupled with) may be an open circuit or a closed circuit
based on the operation of the device that includes the
connected components. The conductive path between con-
nected components may be a direct conductive path between
the components or the conductive path between connected
components may be an indirect conductive path that may
include mtermediate components, such as switches, transis-
tors, or other components. In some examples, the tlow of
signals between the connected components may be inter-
rupted for a time, for example, using one or more nterme-
diate components such as switches or transistors.

The term “coupling” refers to condition of moving from
an open-circuit relationship between components in which
signals are not presently capable of being communicated
between the components over a conductive path to a closed-
circuit relationship between components in which signals
are capable of being communicated between components
over the conductive path. When a component, such as a
controller, couples other components together, the compo-
nent 1mtiates a change that allows signals to flow between
the other components over a conductive path that previously
did not permit signals to flow.

The term “isolated” refers to a relationship between
components 1n which signals are not presently capable of
flowing between the components. Components are 1solated
from each other 11 there 1s an open circuit between them. For
example, two components separated by a switch that is
positioned between the components are 1solated from each
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other when the switch 1s open. When a controller 1solates
two components, the controller aflects a change that pre-
vents signals from tlowing between the components using a
conductive path that previously permitted signals to flow.

The term “layer” or “level” used herein refers to a stratum
or sheet of a geometrical structure (e.g., relative to a
substrate). Each layer or level may have three dimensions
(e.g., height, width, and depth) and may cover at least a
portion of a surface. For example, a layer or level may be a
three dimensional structure where two dimensions are
greater than a third, e.g., a thin-film. Layers or levels may
include different elements, components, and/or materials. In
some examples, one layer or level may be composed of two
or more sublayers or sublevels.

As used herein, the term “substantially” means that the
modified characteristic (e.g., a verb or adjective modified by
the term substantially) need not be absolute but 1s close
enough to achieve the advantages of the characteristic.

The devices discussed herein, including a memory array,
may be formed on a semiconductor substrate, such as
silicon, germanium, silicon-germanium alloy, gallium
arsenide, galllum nitride, etc. In some examples, the sub-
strate 15 a semiconductor waler. In other examples, the
substrate may be a silicon-on-insulator (SOI) substrate, such
as silicon-on-glass (SOG) or silicon-on-sapphire (SOP), or
epitaxial layers of semiconductor materials on another sub-
strate. The conductivity of the substrate, or sub-regions of
the substrate, may be controlled through doping using vari-
ous chemical species including, but not limited to, phospho-
rous, boron, or arsenic. Doping may be performed during the
initial formation or growth of the substrate, by 1on-1implan-
tation, or by any other doping means.

A switching component or a transistor discussed herein
may represent a field-eflect transistor (FET) and comprise a
three terminal device including a source, drain, and gate.
The terminals may be connected to other electronic elements
through conductive materials, e.g., metals. The source and
drain may be conductive and may comprise a heavily-doped.,
¢.g., degenerate, semiconductor region. The source and
drain may be separated by a lightly-doped semiconductor
region or channel. If the channel 1s n-type (1.e., majority
carriers are electrons), then the FET may be referred to as a
n-type FET. If the channel 1s p-type (1.e., majority carriers
are holes), then the FET may be referred to as a p-type FET.
The channel may be capped by an insulating gate oxide. The
channel conductivity may be controlled by applying a volt-
age to the gate. For example, applying a positive voltage or
negative voltage to an n-type FET or a p-type FET, respec-
tively, may result in the channel becoming conductive. A
transistor may be “on” or “activated” when a voltage greater
than or equal to the transistor’s threshold voltage 1s applied
to the transistor gate. The transistor may be “ofl” or “deac-
tivated” when a voltage less than the transistor’s threshold
voltage 1s applied to the transistor gate.

The description set forth herein, in connection with the
appended drawings, describes example configurations and
does not represent all the examples that may be implemented
or that are within the scope of the claims. The term “exem-
plary” used herein means “serving as an example, instance,
or 1llustration,” and not “preferred” or “advantageous over
other examples.” The detailed description includes specific
details to providing an understanding of the described tech-
niques. These techniques, however, may be practiced with-
out these specific details. In some instances, well-known
structures and devices are shown in block diagram form to
avoild obscuring the concepts of the described examples.
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In the appended figures, similar components or features
may have the same reference label. Further, various com-
ponents of the same type may be distinguished by following
the reference label by a dash and a second label that
distinguishes among the similar components. If just the first 5
reference label 1s used 1n the specification, the description 1s
applicable to any one of the similar components having the
same lirst reference label 1rrespective of the second refer-
ence label.

The functions described herein may be implemented in 10
hardware, software executed by a processor, firmware, or
any combination thereof. If 1mplemented 1n software
executed by a processor, the functions may be stored on or
transmitted over as one or more instructions or code on a
computer-readable medium. Other examples and implemen- 15
tations are within the scope of the disclosure and appended
claims. For example, due to the nature of software, functions
described herein can be 1mplemented using software
executed by a processor, hardware, firmware, hardwiring, or
combinations of any of these. Features implementing func- 20
tions may also be physically located at various positions,
including being distributed such that portions of functions
are 1implemented at different physical locations.

For example, the various illustrative blocks and modules
described 1 connection with the disclosure herein may be 25
implemented or performed with a general-purpose proces-
sor, a DSP, an ASIC, an FPGA or other programmable logic
device, discrete gate or transistor logic, discrete hardware
components, or any combination thereol designed to per-
form the functions described herein. A general-purpose 30
processor may be a microprocessor, but in the alternative,
the processor may be any processor, controller, microcon-
troller, or state machine. A processor may also be 1mple-
mented as a combination of computing devices (e.g., a
combination of a DSP and a microprocessor, multiple micro- 35
Processors, one or more microprocessors in conjunction
with a DSP core, or any other such configuration).

As used herein, including 1n the claims, “or” as used 1n a
list of 1items (for example, a list of 1tems prefaced by a phrase
such as “at least one of” or “one or more of”) indicates an 40

inclusive list such that, for example, a list of at least one of
A, B, or Cmeans A or B or C or AB or AC or BC or ABC

(1.e., A and B and C). Also, as used herein, the phrase “based
on” shall not be construed as a reference to a closed set of
conditions. For example, an exemplary step that 1s described 45
as “based on condition A” may be based on both a condition
A and a condition B without departing from the scope of the
present disclosure. In other words, as used herein, the phrase
“based on” shall be construed 1n the same manner as the
phrase “based at least 1n part on.” 50
Computer-readable media includes both non-transitory
computer storage media and communication media includ-
ing any medium that facilitates transfer of a computer
program {rom one place to another. A non-transitory storage
medium may be any available medium that can be accessed 55
by a general purpose or special purpose computer. By way
of example, and not limitation, non-transitory computer-
readable media can comprise RAM, ROM, electrically eras-
able programmable read-only memory (EEPROM), com-
pact disk (CD) ROM or other optical disk storage, magnetic 60
disk storage or other magnetic storage devices, or any other
non-transitory medium that can be used to carry or store
desired program code means 1n the form of instructions or
data structures and that can be accessed by a general-
purpose or special-purpose computer, or a general-purpose 65
or special-purpose processor. Also, any connection 1s prop-
erly termed a computer-readable medium. For example, 1f
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the software 1s transmitted from a website, server, or other
remote source using a coaxial cable, fiber optic cable,
twisted pair, digital subscriber line (DSL), or wireless tech-
nologies such as infrared, radio, and microwave, then the
coaxial cable, fiber optic cable, twisted pair, digital sub-
scriber line (DSL), or wireless technologies such as infrared,
radio, and microwave are included in the definition of
medium. Disk and disc, as used herein, include CD, laser
disc, optical disc, digital versatile disc (DVD), floppy disk
and Blu-ray disc where disks usually reproduce data mag-
netically, while discs reproduce data optically with lasers.
Combinations of the above are also included within the
scope of computer-readable media.

The description herein 1s provided to enable a person
skilled 1n the art to make or use the disclosure. Various
modifications to the disclosure will be apparent to those
skilled 1n the art, and the generic principles defined herein
may be applied to other vanations without departing from
the scope of the disclosure. Thus, the disclosure i1s not
limited to the examples and designs described herein, but 1s
to be accorded the broadest scope consistent with the
principles and novel features disclosed herein.

What 1s claimed 1s:

1. An apparatus, comprising;:

a memory device, wherein the memory device comprises

a plurality of memory arrays that include a first
memory array and a second memory array stacked on
the first memory array, one or more column positions
are common to each memory array of the plurality of
memory arrays;

a first organic substrate comprising a plurality of first
conductive lines arranged with a first pitch, the plural-
ity of first conductive lines configured to power one or
more components of the memory device; and

a second organic substrate coupled with the memory
device and the first organic substrate, the second
organic substrate comprising a plurality of second
conductive lines arranged with a second pitch smaller
than the first pitch, wherein the plurality of second
conductive lines routed through the second organic
substrate are configured to couple the memory device
with a host device.

2. The apparatus of claim 1, wherein:

the first pitch of the first organic substrate 1s greater than
or equal to ten micrometers; and

the second pitch of the second organic substrate 1s less
than or equal to two micrometers.

3. The apparatus of claim 1, wherein:

the first organic substrate includes one or more of a first
line parameter or a first space parameter that is greater
than or equal to ten micrometers; and

the second organic substrate includes one or more of a
second line or a second space parameter that 1s less than
or equal to two micrometers.

4. The apparatus of claim 1, wherein:

the first memory array includes a first input/output (I/0)
circuit coupled with a first through-silicon via (TSV),
the first I/O circuit positioned at a first column position
and the first TSV positioned at a second column posi-
tion;

the first memory array including a conductive path con-
figured to route a second TSV of the first memory array
at a third column position to a third TSV of the second
memory array positioned at the second column posi-
tion; and

the second memory array including a second I/O circuit
coupled with the third TSV, the second I/O circuit
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positioned at the first column position and the second
TSV positioned at the second column position.

5. The apparatus of claim 4, wherein:

the first memory array includes a fourth TSV at a fourth
column position;

the second memory array includes a fifth TSV at the
fourth column position, the fifth TSV coupled with the
fourth TSV at the fourth column position;

the fourth TSV and the fifth TSV are configured to
transier power to the first memory array and the second
memory array;

the first TSV configured to communicate data between the
first memory array and the host device; and

the second TSV and the third TSV are configured to
communicate data between the second memory array
and the host device.

6. The apparatus of claim 1, wherein:

cach memory array of the plurality of memory arrays 1s
configured to route signals from a first through-silicon
via (ISV) at a first column position to a second TSV at
a second column position.

7. The apparatus of claim 1, wherein the memory device

COmMprises:

the first memory array comprising:
one or more memory cells;

a first mput/output (I/O) area extending in a first
direction through the first memory array and dividing,
the first memory array into a first portion and a
second portion; and

one or more second I/O areas extending a second
direction through the first memory array, each of the
one or more second I/0 areas extending through the
first portion and the second portion;

wherein the first I/O area and the one or more second
I/0 areas occupy an area of the first memory array
that 1s devoid of memory cells.

8. The apparatus of claim 7, wherein an I/O area of the one
or more second I/0O areas comprises a plurality of channels
configured to communicate information between a region of
memory cells of the first memory array and the host device,
the region of memory cells comprising one or more banks of
memory cells positioned near the I/O area that includes the
plurality of channels.

9. The apparatus of claim 7, wherein the one or more
second 1/0 areas are distributed throughout the first memory
array to be near a plurality of regions of the first memory
array.

10. The apparatus of claim 7, further comprising:

an 1nterface between the second organic substrate and the
memory device, the iterface comprising a pattern of
contacts configured to route signals to diflerent regions
of the memory device, wherein at least some of the
pattern of contacts are positioned beneath the one or
more second I/O areas.

11. The apparatus of claim 1, wherein the memory device

COmMprises:

a plurality of channels configured to communicate infor-
mation between a region of memory cells of the first
memory array and the host device, the region of
memory cells comprising one or more banks of
memory cells positioned near an 1/0 area of the first
memory array that includes the plurality of channels.

12. The apparatus of claim 11, wherein the plurality of

channels comprises:
one or more channels configured to communicate data
between the region of memory cells and the host
device,
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a command/address channel configured to communicate
commands and address information from the host
device to the first memory array, and

one or more other channels.

d 13. The apparatus of claim 11, wherein a channel of the
plurality of channels comprises:

a third conductive line coupling a memory cell 1n the
region of memory cells with a first intertace 1n the first
memory array;

a fourth conductive line coupling the first interface 1n the
first memory array with a second interface of the
memory device, the fourth conductive line passing
through one or more additional layers of the memory
device; and

the plurality of second conductive lines coupling the
second interface of the memory device with the host
device.

14. The apparatus of claim 1, wherein the memory device

COmMprises:

a plurality of channels configured to communicate infor-
mation between a first region of memory cells of the
first memory array and the host device and a second
region of memory cells of the first memory array and
the host device, the first region of memory cells and the
second region of memory cells comprising one or more
banks of memory cells positioned near an I/O area of
the first memory array that includes the plurality of
channels.

15. The apparatus of claim 14, wherein the plurality of

channels comprises:

a first set of channels dedicated to the first region of
memory cells;

a second set of channels dedicated to the second region of
memory cells; and

a third set of channels shared by the first region of
memory cells and the second region of memory cells.

16. The apparatus of claim 1, wherein the memory device
40 COMPrises:

a layer comprising one or more circuits to operate the

memory device;

the first memory array comprising one or more memory
cells; and

the second memory array comprising one oOr more
memory cells.

17. The apparatus of claim 16, wherein the one or more
circuits of the layer comprise seli-test circuits to test one or
more aspects ol the first memory array or the second
memory array.

18. The apparatus of claim 16, wherein the one or more
circuits 1n the layer are not configured to bufler signals
communicated over the plurality of second conductive lines.

19. The apparatus of claim 1, wherein a second conduc-
tive line of the plurality of second conductive lines com-
prises a portion of a point-to-point connection between the
host device and a memory cell of the memory device.

20. The apparatus of claim 1, wherein a second conduc-
0 tive line of the plurality of second conductive lines has a first

impedance that 1s less than a second impedance than a
conductive line of a silicon interposer.

21. A method, comprising:

performing a synchronization procedure to synchronize a
first clock of a host device associated with a command/
address (CA) channel with a second clock of a memory
device associated with the CA channel;
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receiving, over the CA channel based at least 1n part on
performing the synchronization procedure, a command
during a frame associated with a frame boundary of the
CA channel; and

performing, by the memory device, an operation associ-
ated with the command based at least in part on
receiving the command.

22. The method of claim 21, further comprising:

identifying the frame boundary of the frame using the

second clock based at least 1n part on performing the
synchronization procedure, wherein receiving the com-
mand 1s based at least 1n part on identifying the frame
boundary.

23. The method of claim 21, wherein:

the memory device 1s coupled with a first organic sub-

strate with a first pitch;

the first organic substrate 1s coupled with a second organic

substrate with a second pitch larger than the first pitch;
and

a portion of the CA channel 1s routed through a conductive

line in the first organic substrate.

24. The method of claim 21, wheremn performing the
synchronization procedure comprises:

receiving, from the host device, a signal comprising a

training pattern of data;

determining a first frame boundary of a first frame of the

signal based at least in part on the training pattern of
data included 1n the signal, the frame comprising more
than one symbol; and

synchronizing the second clock the memory device with

the first frame boundary based at least in part on
determining the first frame boundary.

25. The method of claim 24, further comprising:

receiving, from the host device, a message indicating an

ordered set of symbol values of a training frame of the
training pattern of data, wherein determining the first
frame boundary 1s based at least 1n part on receiving the
message.

26. The method of claim 24, wherein the training pattern
of data comprises a set of training frames that each comprise
an ordered set of symbol values.

27. The method of claim 21, wherein the command does
not include a header.
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28. The method of claim 21, wherein the frame comprises
a quantity of unit intervals.
29. The method of claim 28, wherein the quantity of unit

intervals comprises sixteen unit intervals.
30. The method of claim 21, wherein:
the frame associated with the CA channel comprises a first
quantity of unit intervals; and
a second frame associated with a data channel between
the memory device and the host device comprises a

second quantity of unit intervals.

31. The method of claim 30, wherein the second quantity
of unit intervals of the second frame associated with the data
channel 1s twice as large as the first quantity of unit intervals
of the frame associated with the CA channel.

32. An apparatus, comprising:

a memory device;

a 1irst organic substrate comprising a first conductive line

with a first pitch, the first organic substrate comprising
a plane for powering one or more components of the
memory device;

a second organic substrate coupled with the first organic

substrate and comprising a second conductive line with
a second pitch smaller than the first pitch, the second
conductive line routed through the second organic
substrate couples the memory device with a host
device, the memory device 1s coupled with the second
organic substrate; and

a controller associated with the memory device and

configured to cause the apparatus to:

perform a synchronization procedure to synchronize a
first clock of the host device associated with a
command/address (CA) channel with a second clock
of the memory device associated with the CA chan-
nel;

receive, over the CA channel based at least i part on
performing the synchronization procedure, a com-
mand during a frame associated with a frame bound-
ary of the CA channel; and

perform, by the memory device, an operation associ-
ated with the command based at least 1n part on
receiving the command.
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