12 United States Patent

Patnaik

US011854319B2

(10) Patent No.: US 11,854,319 B2
45) Date of Patent: *Dec. 26, 2023

(54) SELF-DRIVING VEHICLES AND WEIGH
STATION OPERATION

(71) Applicant: WAYMO LLC, Mountain View, CA
(US)

(72) Inventor: Vijaysai Patnaik, San Francisco, CA
(US)

(73) Assignee: Waymo LLC, Mountain View, CA
(US)

*3)  Notice: Subject to any disclaimer, the term of this
] y
patent 1s extended or adjusted under 35

U.S.C. 154(b) by 59 days.

This patent 1s subject to a terminal dis-
claimer.

(21) Appl. No.: 17/581,217
(22) Filed: Jan. 21, 2022

(65) Prior Publication Data
US 2022/0207936 Al Jun. 30, 2022

Related U.S. Application Data

(63) Continuation of application No. 16/715,395, filed on
Dec. 16, 2019, now Pat. No. 11,263,338.

(51) Int. CL

(38) Field of Classification Search
CpPC ... GO7C 5/0841; GO7C 5/008; GO7C 35/02;
GO7C 5/0825; GO1G 19/022; GO1G
19/02;

(Continued)
(56) References Cited

U.S. PATENT DOCUMENTS

5,815,071 A 9/1998 Doyle
6,477,452 B2 11/2002 Good

(Continued)

FOREIGN PATENT DOCUMENTS

EP 3142078 Al 3/2017
WO 2013169738 A1 11/2013

Primary Examiner — lTyler D Paige

(74) Attorney, Agent, or Firm — Botus Churchill IP Law
LLP

(57) ABSTRACT

The technology involves operation of a seli-driving truck or
other cargo vehicle when 1t 1s being 1spected at a weigh
station. This may include determining whether a weigh
station 1s open for 1nspection. Once at the weigh station, the
vehicle may follow 1nstructions of an mspection officer or
autonomous 1nspection system. The vehicle may perform
predefined actions or operations so that various vehicle
systems and safety issues can be evaluated, such as the
brakes, lights, tires, connections between the tractor and
trailer, exposed fuel tanks, leaks, etc. A visual inspection

GO7C 5/06 (2006.01) may be performed to ensure the load is secured, vehicle and
GO01G 19/02 (2006.01) cargo documents meet certain criteria, and the carrier’s
(Continued) safety record meets any requirements. In addition, the weigh
(52) U.S. CL station 1tself may be operated 1n a partly or fully autonomous
CPC ......... G07C 5/0841 (2013.01); GOIG 19/022 mode when dealing with autonomous and manually driven
(2013.01); GO5SD 1/0212 (2013.01); vehicles.
(Continued) 20 Claims, 16 Drawing Sheets
140 110
102 E
112
™ 11%0 104 114
S .
4 Fﬂ _r’fﬂ R
= (O
N "
X — y
"

11z -




US 11,854,319 B2

Page 2
(51) Int. Cl. 9,176,076 B2  11/2015 Roop
GO05D 1/02 (2020.01) 10,108,967 B1  10/2018 Harter et al.
G07C 5/00 (2006.01) ﬁgggﬁj gg* %8% Eﬁmaii PO GO1G 19/02
a ,, ,, atnaik et al.
GO7C /02 (2006.01) 2001/0010028 Al 7/2001 Thibault
(52) U.S. CL 2002/0016655 Al 2/2002 Joao
CPC ........... G05D 10276 (2013.01); GO7C 5/008 2002/0173887 Al 11/2002 Flick
(2013.01); GO7C 5/02 (2013.01); GO7C 2006/0173721 Al 82006 Grege
5/0825 (2013.01) 2007/0038351 Al* 2/2007 Larschan ............. G06Q 10/06
(58) Field of Classification Search 701/33.4
CPC oo GO5D 1/0212: GO5D 1/0276: B64U 2012/0139696 AL™ 62012 McQuade ............ G‘”g’ 455350§
2101/30; B60OW 50/0205; B6OW 2015/0170521 Al 6/2015 McQuade et al.
2050/021; B60OW 50/04; B60OW 2300/14; 2017/0103265 A1 4/2017 Channah et al.
B60W 2556/10; B6OW 2556/50; B60W 2019/0066401 Al 2/2019 Seaman et al.
60/0025; B64C 39/024 2019/0227570 Al 7/2019 Miller et al.
S PO e e e e 701/24 2019/0228595 Al 7/2019 Mallela et al.
See application file for complete search history. 2019/0235504 Al 8/2019 Carter et al.
2019/0318311 A1* 10/2019 Chen ......cc...... G06Q 10/0838
(56) References Cited 2020/0254619 A 8/2020 Grundfest et .‘:11
2021/0080960 Al 3/2021 Ganesh et al.
U.S. PATENT DOCUMENTS 2021/0197852 Al 7/2021 Fairfield et al.

6,980,093 B2
8,295,433 B2

12/2005 Owursler et al.
10/2012 Linev

* cited by examiner



U.S. Patent Dec. 26, 2023 Sheet 1 of 16 US 11,854,319 B2

—_—— o

a
=
.
-
-
- -F-F
-
-_ﬂ-

112 7

100
102
Fig. 1B

Fig. 1A
1127



U.S. Patent Dec. 26, 2023

Fig. 1C

160

158z

-]

5 6 b - } -.1‘"-'..
:]- '\.\1
w
*
.H.\-
e

Sheet 2 of 16

US 11,854,319 B2




US 11,854,319 B2

Sheet 3 of 16

Dec. 26, 2023

U.S. Patent

b ol b w w b w w b w

e o

WBISAS UoHeIILNWILIC)

gy gy gy gyl g oo Soopu oSS gl Sl gl oo

PR S S SR S S SN S S S S S S S S T

. . . -
\\\ H HE -t . ! - . - ! Y
. ? G, -
0€Z o’ T e
e - .
T
-
1111111111111111111111111111111111111111111111111111111111111111111111111111111111 ..,..__.,
4444444444444444444444444444444444444444444444444444444444444444444444444444444444444444 " - s
et
e Sa41] / S{9ayM e
- d ) . d ‘-
_ UI215AQ UO1IAa3dia3 |-
8CL ISAS Loy d |-
bl
T
- 3uBu3) WaISAS Jamod
\\ . . L T R e e e e e
ll.l-..lul-l.-l. .............................................
. . . F
...... , waisAs Suiuonisod u
g d Hilla H ... . - e L l. nils : - .' O by - . “
“
. e e lmnononsneomsnmonsnon s oo A A S OK_ comu.m..u.cwg SUGQ ‘
* h h 0] " 0] " ] ) ] ] L
| > H
L
- ._"
, 3I2IYaA 1§ 084e) |
1 . .3 . . F
4 . . . 9
} . b : ; . :
3 - L
. . . . . 5 F
- WaisAs uonesiaen | *
. 4
L \ & o | U T
1 W R T
. g g gt g g N N g g gt Py g N g g gt gt Ry N N g gt g Bt gt N N Ny g g gt g gt gt s N g g g gt Pt gt s N N g g gt Pt gt s et Ny T g gt gt gt Pt gt g s g gt g s Por s s o J Ty
. i .-I.;._:.
3 ..f..r..: .
] -— “H
F . .
i ...-...l....l.u.f.l..l.nl.-. o
F
]
F
............................................ 4
"
e & . . . Ly “.
P -] . B~ E% ... ...
. . .
.._....._ n F ) . " - - . - . - . - " .
| . . . — e
: - i : m:ﬁum “.U:h“.mg— T i S
. - 1 . - -
- Rl ; R L Sy
........................................................................... 1 '
: -~ WON
F
F
F
rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr 1
' .
: 1 . .
_ , JOWBIA |
PR a 3
o . o iy J J 1 "
. » " S
. 1.1.-..1... F Y x  evierdr v sesircirvir il ol vl sirciscir e it oircircircircireir it oie ol cirsireireiririr e lr ol sirsireirsirirsirdr e sirsireireirirsir il sirirerelrirsir el sirlreirelr il el T .
: L i e e e e e e s e e e e e e e e e o  nmn s 3 —
pppppppppppppppppppppppppppppppppppppppp bbbttt bbb bbbt bbbt bbbttt bbbt bbbt ittt ettt
.. I . L L . . . A T
- - ! : Az . . . . ; I o
- _ | 1 2 TSN ] S1A0SS3I04 “
. b ]
vicZ - N 4 V4
s)asinaq Sunndwon
S S 0 0 O St S o ! i L T o « B ' o h .//..
L]
. . . o . . . el o
WSISAS LUONLIRRI90 4414
\ " .
NHN -.j.-ll. - -
. ol
L, . . ]}
m . =



US 11,854,319 B2

Sheet 4 of 16

Dec. 26, 2023

U.S. Patent

B
" i
. . . . - .
L
. L -
T, ......_..-1.... .....................................................................................
- N
. L e - -
. ’.J‘.
P A S S S S S S S S S S S U S S S S B S S D S S S S S S i S B i S B S S S S S S S ) ?..:.
A -
. -.r.r -
e g

b e e e e e e e e e e e e e e o s s s s s s e e e e e e e e e s e e e s e e s e e s e e e s e e e s e e s e s e s e s e s s s s i s s e i s e e e s e e s i s s s i i e e i s

-
o
T u-..,,..,..
-
- L]
- Tom L
- LY
N o o fr S gy A W G Wi Y GI S S A W Y UR S ORI S A U U SR A SR S A U AR S U S U YR YRR S ORI YO YO G W A UR Y I S U AR YRR SR U AU G SR YU Y g A U YRR YGRS QPR Y UR S R Y S AR G SR TR A S N U A R AU S . ~ -
e -
. . a . .
.. -
o -

SE07 %y UOoIRIUSWNI0( w
e A .,.Qm_mw._au.. uw Gms_mmu

N T il A T Al Pl Tl T Tl Tl Tyl T Tl Tyl Dol Tl Tl DAl i Tl DAl Tl Tl DAl DAl Tl Tl Tl TAp il Tl DAl Tipt Tl Tl Tipl Tl Tl DAl Tip Tl DAl Tl Tl Tl Tl Pl Tl Tl A il Tl DAl Tiph Tl Tipd il T Tl Tk

e — o A -

(s10suss) WaIsSAS UIUOINSOd

- . . PUN R Sp U SR S SN RSP SR SR SR SR RSP SR SR SR SR UR UPF SR SR UR SF RN UP SR SR SR P RN SP SR GR SN P UR UPF SR SR UR SPUR UPI SR SR UR SP U P SR SR UR SP UR P SR SR UR SR UR P SR SR UR SP UR SP SR SR URN SP UR SR SR UR UR SR UR SR SR SR SR SR UR U
——— . . d L R b b h o b A b h o b A b a b b A b a b e
T o . . .
\... wg. . g —
-
-




US 11,854,319 B2

Sheet 5 of 16

Dec. 26, 2023

L L o oo

L N L L L N a E  E E EL S

o WaISAS UoneUNWWO)

sioyeads |-

.

e LW3ISAS UOISSILISURL} b

5341l / sjasym _ . N S
Q7E ... ” induy 48

P ”Am:_mamm ) WIISAS JaMmOd 23Bjioluf 485N a HEC

_ 58071 % UCHRIUBWNIOQ |
Wa1sAS uonesiaen | m Lt “

74— BI2IY3A R 081e)

R twa1sAs Suneusic

P Ewwm>m UORBIBIBIDY fomrmmndd

o Wa1SAS UONRID}RIA(] (s)aa1n0Q Sunndwio) |

U.S. Patent




U.S. Patent

408

400

Fig. 4A

- —————

!
]
|
|
b
L

Dec. 26, 2023

u
' ]
B
B
-, .
N
. -
1- I'|. ‘
- L]
N
. -
. -
. B
. T
. .k f ‘f'
. .
g .
. . i
I- .r *\‘- '..f 'f
. . - .
- ' .
- .I .l 1\\' ‘ ‘ 1
. " e ] ] _-,E' ]
- ." - u f
. . ' - L] u u :
L . '. . [ ‘.:_-\.
. ' " B B a .
. . ' r . [ . .
. . . - Jom
. - . . . - - . -
- . ' N . . B o
. - . 0 r . - - . ' - -
- ' ' . . - - " - - . .
.- . - . - - - . N
- . . . . . . . . - .
- - - ' . - - - . B B - -
' . ' r . N ' - . B '
. . - . . - . - - N L] . .
- . - - - - . " - -
- . . . ' . N M . . 1 - .
. ' . . . r . . N ] ]
- - - . . . . . - . . . . - .
B . . . ' . N B ' B B - - -
. .o . . ' . . . N N ] - .
. . . . . . . . . . 1
- - - . ' . . " . . . - - -
. ] . . . ' ' . . N ] ] . .
. B ' . - . - ' . . . r . . B
. - - - o ' N . . N N L] - -
N . - ' B . - . B
B B - B . . ' . . . . B
. - - - - . . . . . - -
. B - . - - - ' . . ' . B B
. - . . . . . . . . .
. - N " " . . . . . . " "
. . - - - . . . . " -
. . B - .. . . ' . . . B
. . - - ' . . . . . "
. . . " - - . . . - . . .
' . . . - - . ' - ' B 1
' r . - P . . . . . . " .
. . - . . . . -
. . . B - - . - - - - - . . .
. . . . " . . . N L]
. ' . B N . - . . . . - .
' . . - - - - .. ' » - - . . . .
. ' - . - . . - - . . . .
. ' " e - . . . L] - . . Y '
. ' . . . . . ' . .
. . . u . . . - . LI - - . .
. . ' - . . - . [ - . . .
Lt . ) . . - . - .2 m T - ..
. . . ' . . . . N ] - "
L T ) ' ", " . . 4 = W B oy ' - Lt -
-, L . . . -, . = F 5 ® F wW A 5 F 3 8 F W F u % » F g R FWA r o« -, - .o
- - ' " L] - 4 = [ ] LI [ ] ' m 4 4 =m = = - - = [ ] L] - - -
Ta T. - . ' e "a * [ L N A T R DL T T A R D L D AL T A D R L A T. T. . )
' . . r - - -’ 1 4 & & W § B F 4% & 4 W §y P L ] '
T T, . . ', - PR 2 % od W F * 4 AR S moR 4 R F R F oA’ a2 RN . . )
. -, . . - - 4 - * % L W 1 F pr " A R T = 4 1 W 7 Fr m W oL % B rw 4w 4" . .
- - - . . PR F " K B T B ¥ ® M B F R F Fp R N OB F WM 2 E W R o4 - - .
.. . - . - ' . om A y 4 y @ ;3 W A N N y 4 5 W F N AN F T .
L] - . = r n ] I & m =1 n L b ¥ om - = rFr = L]
. - - - - - - 4 F % w1 & B F x5 % p 0 4" W n P 3 0N . . .
N . ' . . ¥ B a f § @ m 4 o4 X r § ¥ p & B & F B K B % E N ' .
. T . . .. s B 4 I B B A Y a P 0@ 4 W Fow L T
bl . - ) T T B T ] W w1 4 4 o F > mw &+ =5 & xr & ¥ b x = u
. .. T T ', [ T ] n A u ¥ @ § m m & Py N & b o4 n A a N g & - b
. " -, - - + B F R KR OF = F W E K @ , E 2 E F R & 4% F , W FoNN &K o
. - - - F 4 B A4 4 F & B 5 % 4 W B & F 4 &k 4 W F s I g =B g L]
- . . - " s h A% 2 & kK W ox N « h A 4 A & d gy L & W FA & & f A % 4 b F
. - - = s, &+ &+ @® F¥ » 1 § ¥® B ®§ F §®§ " ® " ®m = I & ¥ 1 HH» E T & ®W F ®§E == E2 T EHE FF F &2 = =EH =" = § =®B
" . . =, m % o n'a o w Jd oy W LI A " LI T LI B A B - 4 m 4w oA g
', L L 4 W * = | I | ] n | ] + w 4 ' L L | 4 & 4 L I | ] L 4 ‘s & + 1 L]
. . - F & &K x b 4 = F o R " o s F e [ [ Y A = [ ] n d m F m a b & = F
. '_ 'I b 'I. x L | | 3 .J u xr u ] ] E IIIIII § 4 - ®E J1 = X ] ] u F ® > W r & 4 =& N -] ] a ’ k)
- - F & I B H ¥ N F h = r & &% 4 W T i T # W h F & B b & F W% F & I & K & % F 3 F | ]
b - - P AN f W B g 5 g K A R = r u f W = L ¥ p T F R A& 5 & , L I A K ® 3y ®E y, W 4
- LT mr = T B F R [ ] - r - 4 [ ] "= m ®m - ®m r = " 2 = m 4 m s om = = & F [ ]
. . : L L T D T T T B T B T BRI AR T I R R R S R T R I T T T N A
. B & 4 § ¢ § N B 4 B B ¥ . A B . O Wk = f§ N o F % ok F W ¥ f %o d B O =
. . a " o ™ F m B n " g 4 W I w B . T A W F @ " & L 4 %N 4 W A oa n
- r n & m @& F vy roao o L r r & rFr mw r o 4 B2 = ¥ r W F Fr w X m 4 ]
. & ¥ £E = 8 & F § Fr §g " 1T X R} F B M W E R F & ¥ L 5 WAy T -
- L L N T ] 4 W A KR = B 5 B A § " sy W F L BN w B g B3 F § EH 4, # F W 4 j 4 3 = L]
. » B F m & 4 % A i § g T g # g L g 1 4 W & g 1 g F 1 F & L . ]
=, s b o L & o L 5 & 3d = P > BE ¥ L g 4 2 ¥ &S % ¥4 = A B » L o & o 2 K L ¥ L F un 4 u
llllllllllllllllllllllllllllllllllllllllllllllll
T. L L 5 B F A a4 L JF K B Ny _F L L T ) = &K J L & i % F % A h ¥ 5 T 4 % F L L]
i & L ] * =+ 4w 1 B 2 1 L ] » % 4 h 1 p ¥ * * kh A = & B A Fr 4 mn 1
By oy & am n - o -, i B oty ¥ LN A vogfgrl . ¥ ol & oy

Sheet 6 of 16

- - - n -
" . . L] L]
n n . . Ll
- - . - n
. [ " "
. . r »
- - - - - -
. 3 Ll Ll
- L]
- - - -
n . Ll Ll
- - -
» N . .
. 3
Ll - .
" [ .
. -
- =
"
1
Ll
[ [

US 11,854,319 B2

+—— —— S [ EE L o o I ] —— " 1




US 11,854,319 B2

Sheet 7 of 16

Dec. 26, 2023

U.S. Patent

[

a -
. .
.._\l\...t“q.J
kT r .
a T, T
T - T
.|n._...|..|..l._ —.u
- - . r .
. b w Yo
- - ..
. L L -
SRR
+ SR e,
[ a1
- 1 [ -
- PR -...l.,. ru
T Wl
L' ..‘ J.. l‘
an - F -
- - ' -
R
C L DR
l._ |a. ...-. .|.
T -
P
- L T
[ o -
A V.o e
e e ]
- r"a -
. .__......n...____.....
.....__... r k. oy
‘l.—.l.r‘.-.l. I‘
L at ..-.“.. e,
._..-.._.-.-......ll.-..
. i.i...li-. ...__i
[ LRI AP I
- B *
- ' - ...-...... |
¥ ._.-....-L..q.__._-- -
DR | L -’
1.|._..-.-...--. -..11
.-.._....—...,..._-_ .
. g " a - "g
LI | .r et a"
__“..-..-l-...-uv.._.-.-
.“._.n..".i l“ :
B . . - - -
L I
et et at
..l.ll 1.|-.- " I.. -.1
-.___..-n_....____. .
LI ¥ ¥
.._..n.-._-....._..__.-.-_..
e i T
LA IR T |
.1|._. .H........-........
.._.-.u......_..-__........
L R R Ta
LI | L N ]
Fu- F . F |
Sl LT kg *
"a, . "1 » P
Lh L, ok .
S m .k .
P I A R,
._.....__-..1...-. n.-
P T T L
B TN IR
.|.-.-..__.__..-___....
PR T D
P
-.-“..-....-.“4..._
...__1 ! ru . P
._..._...-...-__-...-...-...
A ™
P PR m s
...... L S
R BRI IO
L] ' .
.__..1..-....."__._”_. -.-__.
.. . l..-...-.-.__r.....___ ..
e T " = '
- -.-..._“. ..1.” ul....
.. . ' .
ot —wud —a — = e — - . . - - . S - ....___....11...1..
TS TASA | T ey
- . - - - . - F T » F]
. . l_‘. —1_.! - b .o f | 1 - r - - . Nt - n . - - I .
" - - - . . L} -
R N N WAL
ey .

o e R R W
..f.J.-.f. _.“._P..__ ._F___.n.n. .__u_._..um_..ww.. l./
. nﬂ.r. h_._. A, L

-
ey

s e R I D I Tt 1l
" u...f .._r-f. 5 ....r oy ,......._r.”..._”...-,..“...-..‘”.-u.._.,...,.,.......“”. “..”...“,u.h...,n..h...”.._”....”.....,...._...,-...q...“.....:..._,___.-.“.-
3 i.W-l“ \_ﬁ- = ) g i . Airu? n..F.qI. - I e R B T e e BN i

. u s X . . A . L RIS - - L LI e i o RS o

1
.".
L]
.
L]
»
"
L]
"
.
L]
-
L]
.k
"
L]
.
"
-
L]
-k
L]
[
L]
b
1
L)
v
N L
-
et amn
T a e a
-
Ill--l

- »
. -
e M M R
- - - [
e e T e .
] , . 13 e, .
- L - - _-__'...-.1 - -
. . » an . r R
. . a Tel e - aTe AT
k b - . - .
- . . r a1 [ Pl Bl
h - - . at a v ¥
L. . A " . PR '
. . - N
- - . a
- 'l L) - A L- - L] -
4 » - . . »
- - a ' a -
. v . h a” . r .
- 4 - - - s om
- - ] - 3 U -
- ) ) -y .k
- - " . -
r X r r
- 1 . - . b
a b 2 - L I lI-. - -
- * - . .1....;1....____. L
- Lo - 4 .. - 5
T - - a LI L]
. . - - - N
- - -- -y M . - -
2l r - - - - . F
. - . - -
r r.on - » .
P - - - -
- . - e a
- PR N . -
. - . . . .
Lo oa roa M 4k -
N - a -
-, » . FLEERCIE
= .|._-.|.-.|-... - ..1._
- a - - - - a
- - - - & 1] L
' e - - - ]
L - [ R | -
4 = m . -
. " . -
. a -
N - .
T, .
r
n .!l...__.
. L ek
" L r
a'm
\. T
-



U.S. Patent Dec. 26, 2023 Sheet 8 of 16 US 11,854,319 B2

A o
8 g LY
8 LN
: o .
‘ P mi '1; f’.'*
‘ | .,-*’f L0 -': a |

%

200

Fig. 5



US 11,854,319 B2

Sheet 9 of 16

Dec. 26, 2023

U.S. Patent

_——

e ————

B S g

[——1

- o . - | " " . » - a

. - ar

r ] -
r - - 1 . W "
a LI .
N - -k 3
- - ]
a | ) * Fl -
't ' i - P
. - I ¥

a
L r
E -
.ll
. L] L]
r Ll

- .

L
T

- - \ .t L .k - i - - Nt .o .. * a o -

L r .
r v ' ‘ r - r r [T '
§ at A . - » - - N a1
2T, 1 ot - N -

o '

N . . - .
- ] r ¥ - a2 . 4 i .
'] | a = - r T - el 1

f . . .

¥SOIY uo11R1S Y3Iom

g "3



US 11,854,319 B2

Sheet 10 of 16

Dec. 26, 2023

U.S. Patent

L e B . igiigh Sgfigfy Figpfgl Tpfpfy g lpfigfiy  SFgfigfh
L ik ) T il ) T L L L L3 L L
- -a - C - - - 4 n 1 1
- - - - - & - M i -
L] L] ' L] L] L] L] L] L] L]
- - . L] , , [ ] L] L] L]
a . - - - - - - a -




US 11,854,319 B2

Sheet 11 of 16

Dec. 26, 2023

U.S. Patent

Vi 814



US 11,854,319 B2

Sheet 12 of 16

. drdr dr ol ol kil iiikiiiiiihriikriirrF i bl -
dr dr B o dr br Jr br o br o dr o br b B b Jr B b B b e 0 e o 0r e e 0 e O e O O e O B e O e e 0 e e 0 i 0r 0 e 0
. dr b dr b b dr b b S b b S b S S b S S b e W b S W b e W b b W i .

drd dr o dr ol kil iiikiiiiiihrihr i iiikiiiiiihrirhiiiririiiriiiiiririir ik
dr o dr o Jdr o dr o br o Jr o r o br o Jr o br B o Jr b o dr B b B b B B 0 o 0r O B 0 e dr 0 0 O e 0 B b B 0 0r 0 br Br 0 o 0r 0 e O 0 e O e O 0 e 0r B br B e 0r B e e 0 e 0r 0 0r 0 0r 0 e 0r 0 0 0 0 0 0 B .

2

A e

Dec. 26, 2023

Q
L)
™~

e S S e e

e
‘-'

Framea"d ”
o

=

g/ 'S

U.S. Patent



U.S. Patent Dec. 26, 2023 Sheet 13 of 16 US 11,854,319 B2

o0

Fig. 8A



US 11,854,319 B2

Sheet 14 of 16

Aejdsiq ) | woyshs o8es015 | 208

=
lllll

P I R R R R R R L R N R L S R R R R R S R S SR S R R R G R R G R R S S R R S R S R R S R R R R R R R S R R R S e e g
T g g g g g g g g g g g g g g g g g i g T g T T T g g g g g gl g T g g T T T T g g T T T T T g T righ Tt hgr rigF righ g g

(s)40s532044d

HIOMISN

LIOIJRISHIOAA 1SISSY 210U13Y

s o o o o o s

Dec. 26, 2023

U.S. Patent

OfHYSA
N
e1eq ejeQ )
AIOWDON | AJOWIBIN
. e, M./-.i -
m _. N
(5)105532044 | - ﬁ (s)40ss3204d | [ .. | _*_
— — — - vis visg
snduion) UoIIels Y3Isp axAag suindwon
....................... 208
G 068
mom ag ‘314



US 11,854,319 B2

Sheet 15 of 16

Dec. 26, 2023

U.S. Patent

apow -
SUIALIP Snowiouolne Ajjn} ayi Ul UoIIels Yydiam ayl 1edap 01 WS1SAS SBIALIP ayl duisne) \ ,,,u 716
LUOoNels Ydiom sy pedap 01 uoiiels ysiom syl 1e uoilezuoyine suiAigosy PERN . TI6
VO eUlIo4ul _umpm.wmscw(._ apiaosd Jo ,,,,, -
uol10. pue wWJojiad 03 9jdiYysaA syl 3uisned Joylia '1Sanbad panialdad 2yl 01 9SU0dsads uj .o Uib
061e0 By} JO Bj0IYSA 8U) JO BUo
1sesj Je buiprebas uojjejuswinoop buipiaosd (A) 10 ‘obied sy} jo snjels e Yosyo |
0} AioBew Buipircld (A1) ‘JusuodLuod SJOIYSA S} JO SMIE]S B 3oayo o) ejep boj |
buipiacid (i11) ‘'obieo Jo snjels e HHosyo o} uoieisdo ue bBulwioped (i) ‘Jusuodwod |
3I0IUSA B JO Shiels e Yoayo 0} uoiesado ue buitiopad (1) JO 8U0 jses) je N 206
Op 0} uonels ybiom oy} je 1senbal e ‘'siossenold aiow 10 auo 9yl Aq ‘Butaieosy | _
UOIRWHOJUL JOSUDS PAAIDDaS 3] uo 1ed uj 1seaf 18 paseq apow Sulalip snowouojne |
AlINn} 943 Ut UOIIR1S YFIam 343 01 BALIP 0] BJ21YDA 343 JO walsAs SuiaLIp e Zuisne)) x N, 906
IOIYDA SU1 JO uoivadsuy 10} usdo St Uo1IR1S YIvm € 18yl SUIIRIa(g g ,,. P06
a2iYydA Byl JO W33SAS uondadsiad e o4} UOIIRWIOLUL J05UBS SUIAIBI8Y C - 06 006

6 814



US 11,854,319 B2

Sheet 16 of 16

Dec. 26, 2023

U.S. Patent

uonoadsul passed sey siysa obied oy jey; buiuiieep uodn
uoiels ybiam ayj pedap 0] oppiyaa 0b1ed syj 0} UOHINIISUI U JO 8ouensst buisnen

TN, TI0T

A

UO1}BUWLIOJUI PaAI20al ay} Uo paseq
uonoadsul passed sey ajoiyan obied syl jeyl ‘WwalsAs [0ju09 ayl Ag ‘buuiwisia(g

N

v
" 010T

A

1sanbal ayy
0} asuodsal Ul 3oIyaA obied syl Wwoll uoljeuwnojul ‘'Wa)sAs [041U00 ayl Ag ‘Buiniosy

.,,,/,.,,,,:\\ S00T

A

‘0b1ed sy} o
SI0IUBA B} 0 su0 Jses| je Buipiebal uonejuswnoop spinoid (A) 1o ‘obies ayj jo sniels
B 3oayo 0} Alabew spinoid (A1) Jusuoduliod 9|21UsA ayl JO sniels B yoayo 0] rlep boj
apianoid (i) ‘obies jo snjels e )oayod 0] uonelsado ue wiouad (i) ‘tuauodwiod afoIysA
B JO SNiels e 3082 0] uoijerado ue wioiad (1) Jo auo 1sesl je op 0} UohoNsuUl Jo
puewLLIOD e bulpnioul 1sanbal ayy ‘ooiysa obied ay} 0] 1senbai e Jo asuenssi buisnen

g ,,,,,/,., v @OO._“

A

apow BuiALIp showouoine ue ui bunjesado
9]01ysA obled ay) ‘uoiels ybiam syl JO LoI1B20] 1S4l B 1E 92IYaA 0bies e Bulaiedsy

e /._/, ~ 00T

A

boI3els ysiam ayl JO sniels uoildadsul ue ‘uoilels Yysiam ayl Jo WBISAS |041uod e Ag ‘Suipincig




US 11,854,319 B2

1

SELF-DRIVING VEHICLES AND WEIGH
STATION OPERATION

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of U.S. application Ser.
No. 16/7135,393, filed Dec. 16, 2019, the entire disclosure of
which 1s incorporated by reference herein.

BACKGROUND

Autonomous vehicles, such as vehicles that do not require
a human dniver, can be used to aid in the transport of
trailered (e.g., towed) cargo, such as freight, livestock or
other 1tems from one location to another. Such vehicles may
operate 1n a fully autonomous mode or a partially autono-
mous mode where a person may provide some driving input.
These types of vehicles may be subject to ispection at
welgh stations where various aspects of the vehicle and its
cargo are checked, along with driver documentation. Weigh
stations are often located along state and federal highways.
However, without a human driver, it may be very diflicult to
properly inspect a self-driving cargo truck.

BRIEF SUMMARY

Aspects of the technology relate to self-driving cargo
trucks and similar vehicles (SDVs) and, in particular, how
welgh stations can handle such vehicles, especially when
there 1s no driver present. For instance, in addition to
welghing the vehicle, a safety mspection may be performed
which evaluates the brakes, lights, tires, connections
between the tractor and trailer (e.g., electrical and pneumatic
connections, and whether the kingpin 1s properly locked),
exposed fuel tanks, leaks, etc. A visual mspection may be
performed to ensure the load 1s secured, vehicle documents
are up to date (e.g., bill of lading), the driver’s documents
(e.g., CDL, medical test info, hours of service) are satisfac-
tory, and the carrier’s safety record meets any requirements.
While an SDV may not have a driver whose documents need
to be checked, there may be additional requirements to be
satisfied before the vehicle 1s permitted back on the road. In
addition, while existing weigh stations may be manually
operated, 1n accordance with aspects of the technology the
weigh station itself may be operated in a partly or fully
autonomous mode, which can further complicate the vehicle
check process for an SDYV,

According to one aspect, a method of operating a seli-
driving cargo vehicle 1n a fully autonomous driving mode 1s
provided. The method comprises receiving, by one or more
processors of the vehicle, sensor information from a per-
ception system of the vehicle; determiming that a weigh
station 1s open for mspection of the vehicle; causing, by the
one or more processors, a driving system of the vehicle to
drive to the weigh station in the fully autonomous driving
mode based at least 1n part on the received sensor informa-
tion; recerving, by the one or more processors, a request at
the weigh station to do at least one of (1) performing an
operation to check a status of a vehicle component, (11)
performing an operation to check a status of cargo, (111)
providing log data to check a status of the vehicle compo-
nent, (1v) providing imagery to check a status of the cargo,
or (v) providing documentation regarding at least one of the
vehicle or the cargo; 1n response to the received request, the
one or more processors either causing the vehicle to perform
an action or provide requested information; the one or more
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processors receiving authorization at the weigh station to
depart the weigh station; and 1n response to the authoriza-
tion, the one or more processors causing the driving system
of the vehicle to depart the weigh station in the fully
autonomous driving mode.

In one example, receiving the request at the weigh station
includes receiving a command or instruction from an 1nspec-
tion oflicer at the weigh station. Here, the method may
turther include using one or more sensors of the perception
system to i1dentily the command or instruction; and com-
paring, by the one or more processors, the 1dentified com-
mand or 1nstruction against a stored set of commands and
instructions; wherein causing the vehicle to perform the
action or provide the requested information i1s done 1n
response to the comparing.

In another example, the method further comprises authen-
ticating the request prior to causing the vehicle to perform
the action or provide the requested information. In a further
example, performing an operation to check the status of a
vehicle component 1includes at least one of flashing lights of
the vehicle, honking a horn of the vehicle, revving an engine
of the vehicle, performing a driving maneuver, or perform-
ing a braking operation. In yet another example, the docu-
mentation 1s physical documentation. Here, providing the
documentation includes opening a storage unit on the
vehicle to enable access from an authorized entity at the
weigh station. Alternatively, the documentation may be
clectronic documentation stored 1n memory of the vehicle.
In this case, providing the documentation includes transmiut-
ting the documentation to an authorized weigh station device
via a wireless or wired link.

In another example, determining that the weigh station 1s

open for mspection of the vehicle includes at least one of:
receiving a notification from a remote assistance service;
sending a query requesting a status for one or more weigh
stations along a planned route of the vehicle; or recerving a
communication from the weigh station that the weigh station
1S open.

Upon determining that the weigh station 1s open for
inspection of the vehicle, the method may also include
scheduling an inspection time at the weigh station prior to
arrival of the vehicle. Determining that the weigh station 1s
open for ispection of the vehicle may include receiving
information indicating at least one of a type of mspection to
be conducted, a number of lanes available for inspection, or
an expected wait time for ispection.

According to another aspect, a method of operating a
weigh station for inspecting vehicles 1s provided. The
method comprises providing, by a control system of the
welgh station, an inspection status of the weigh station;
receiving a cargo vehicle at a first location of the weigh
station, the cargo vehicle operating in an autonomous driv-
ing mode; causing 1ssuance of a request to the cargo vehicle,
the request including a command or mstruction to do at least
one of (1) perform an operation to check a status of a vehicle
component, (11) perform an operation to check a status of
cargo, (111) provide log data to check a status of the vehicle
component, (1v) provide 1magery to check a status of the
cargo, or (v) provide documentation regarding at least one of
the vehicle or the cargo; receiving, by the control system,
information from the cargo vehicle in response to the
request; determining, by the control system, that the cargo
vehicle has passed inspection based on the received infor-
mation; and causing 1ssuance ol an istruction to the cargo
vehicle to depart the weigh station upon determining that the
cargo vehicle has passed inspection.
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In one example, the method further comprises deploying
a drone or other device to 1mspect one or more components
ol the cargo vehicle or to inspect the cargo for load secure-
ment. Determining that the cargo vehicle has passed 1nspec-
tion based on the received information may include com-
paring the received information against one or more baseline
requirements. Causing 1ssuance of the request may include
instructing an mspection oflicer to provide the command or
instruction to the cargo vehicle. Alternatively or addition-
ally, causing 1ssuance of the request may include the control
system transmitting the request to the cargo vehicle.

In a further example, providing the inspection status of the
weigh station includes broadcasting, by the control system,
status information indicating at least one of a type of
inspection to be conducted, a number of lanes available for
ispection, or an expected wait time for inspection.

And 1n accordance with another aspect, a vehicle 1s
provided that 1s configured to operate 1n a fully autonomous
driving mode. The vehicle comprises a driving system, a
perception system, a positioning system and a control sys-
tem. The driving system includes a steering subsystem, an
acceleration subsystem and a deceleration subsystem to
control driving of the vehicle 1n the autonomous driving
mode. The perception system 1ncluding one or more sensors
configured to detect objects 1n an environment external to
the vehicle. The positioning system 1s configured to deter-
mine a current position of the vehicle. And the control
system 1ncludes one or more processors. The control system
1s operatively coupled to the driving system, the perception
system and the positioning system. The control system 1s
configured to: receive sensor information from the percep-
tion system of the vehicle; determining that a weigh station
1s open for inspection of the vehicle; cause the drniving
system to drive to the weigh station 1n the fully autonomous
driving mode based at least 1n part on the received sensor
information; receive a request at the weigh station to do at
least one of (1) perform an operation to check a status of a
vehicle component, (1) perform an operation to check a
status of cargo, (111) provide log data to check a status of the
vehicle component, (1v) provide imagery to check a status of
the cargo, or (v) provide documentation regarding at least
one of the vehicle or the cargo; 1n response to the received
request, either cause the vehicle to perform an action or
provide requested imformation; receive authorization at the
weigh station to depart the weigh station; and 1n response to
the authorization, cause the driving system to depart the
weigh station 1in the fully autonomous driving mode.

In one example, the request includes a command or
instruction from an inspection oflicer at the weigh station.
Here, the control system 1s further configured to: use one or
more sensors of the perception system to 1dentify the com-
mand or mstruction; and compare the identified command or
instruction against a stored set of commands and 1nstruc-
tions. Causing the vehicle to perform the action or provide
the requested information here 1s done in response to the
comparison of the command or instruction against the stored
set of commands and 1nstructions.

In another example, the control system 1s further config-
ured to authenticate the request prior to causing the vehicle
to perform the action or provide the requested information.
And 1n a further example, a determination that the weigh
station 1s open for ispection of the vehicle includes recep-
tion of information indicating at least one of a type of
ispection to be conducted, a number of lanes available for

ispection, or an expected wait time for inspection.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A-B illustrates an example cargo vehicle arrange-
ment for use with aspects of the technology.
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FIG. 1C illustrates an example passenger vehicle arrange-
ment for use with aspects of the technology.

FIGS. 2A-B are functional diagrams ol an example trac-
tor-trailer vehicle i accordance with aspects of the disclo-
sure.

FIG. 3 1s a function diagram of an example passenger
vehicle 1n accordance with aspects of the disclosure.

FIGS. 4A-B illustrate example sensor fields of view for
use with aspects of the technology.

FIG. 5 illustrates an example scenario 1n accordance with
aspects of the disclosure.

FIGS. 6 A-B illustrate example weigh station scenarios in
accordance with aspects of the disclosure.

FIGS. 7A-B illustrate example 1nspection scenarios in
accordance with aspects of the disclosure.

FIGS. 8A-B illustrate an example arrangement 1n accor-
dance with aspects of the technology.

FIG. 9 illustrates an example method of operating a
vehicle 1n accordance with aspects of the technology.

FIG. 10 illustrates an example method of operating a
weigh station facility 1n accordance with aspects of the
technology.

DETAILED DESCRIPTION

The technology relates to operation of an SDV when it
will be inspected at a weigh station. This can include
determining whether an upcoming weigh station 1s open for
inspection and whether the vehicle will take an action prior
to arriving at the weigh station. Once at the weigh station,
the vehicle may follow 1nstructions of an 1mspection oflicer.
The vehicle may also perform one or more predefined
actions or operations, for instance when the weigh station
facility 1s operating in an autonomous mode without an
inspection officer present. While many of the examples
presented below 1nvolve commercial cargo vehicles, aspects
of the technology may be employed with other types of
vehicles.

Example Vehicle Systems

FIGS. 1A-B illustrates an example cargo vehicle 100,
such as a tractor-trailer truck, and FIG. 1B illustrates an
example passenger vehicle 150, such as a minivan. The
cargo vehicle 100 may include, e.g., a single, double or triple
trailer, or may be another medium or heavy duty truck such
as 1n commercial weight classes 4 through 8. As shown, the
truck includes a tractor unit 102 and a single cargo unit or
trailer 104. The trailer 104 may be fully enclosed, open such
as a tlat bed, or partially open depending on the freight or
other type of cargo (e.g., livestock) to be transported. The
tractor unit 102 includes the engine and steering systems
(not shown) and a cab 106 for a driver and any passengers.
In a fully autonomous arrangement, the cab 106 may not be
equipped with seats or manual driving components, since no
person may be necessary.

The trailer 104 1includes a hitching point 108, known as a
kingpin. The kingpin 1s configured to pivotally attach to the
tractor unit. In particular, the kingpin attaches to a trailer
coupling, known as a fifth-wheel 109, that 1s mounted
rearward of the cab. Sensor units may be deployed along the
tractor unit 102 and/or the trailer 104. The sensor units are
used to detect information about the surroundings around the
cargo vehicle 100. For instance, as shown the tractor unit
102 may include a roof-mounted sensor assembly 110 and
one or more side sensor assemblies 112, and the trailer 104
may employ one or more sensor assemblies 114, for example
mounted on the left and/or right sides of the trailer 104. In
some examples, the tractor unit 102 and trailer 104 also may
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include other various sensors for obtaining information
about the tractor unit 102’s and/or trailer 104°s 1nterior
spaces, including the cargo hold of the trailer.

Similarly, the passenger vehicle 150 may include various
sensors for obtaining information about the vehicle’s exter-

nal environment. For instance, a roof-top housing 152 may
include a lidar sensor as well as various cameras and/or radar
units. Housing 154, located at the front end of vehicle 150,
and housings 156a, 1565 on the driver’s and passenger’s
sides of the vehicle may each incorporate a lidar sensor
and/or other sensors such as cameras and radar. For
example, housing 156 may be located 1in front of the
driver’s side door along a quarterpanel of the vehicle. As
shown, the passenger vehicle 150 also includes housings
1584, 1585 for radar units, lidar and/or cameras also located
towards the rear roof portion of the vehicle. Additional lidar,
radar units and/or cameras (not shown) may be located at
other places along the vehicle 100. For instance, arrow 160
indicates that a sensor unit may be positioned along the read
of the vehicle 150, such as on or adjacent to the bumper. In
some examples, the passenger vehicle 150 also may include
various sensors for obtaining information about the vehicle
150’°s 1nterior spaces.

While certain aspects of the disclosure may be particu-
larly useful in connection with specific types of vehicles, the
vehicle may be any type of vehicle including, but not limited
to, cars, trucks, motorcycles, buses, recreational vehicles,
etc.

FIG. 2A illustrates a block diagram 200 with various
components and systems of a cargo vehicle (e.g., as shown
in FIGS. 1A-B), such as a truck, farm equipment or con-
struction equipment, configured to operate i a fully or
semi-autonomous mode of operation. By way of example,
there are diflerent degrees of autonomy that may occur for
a vehicle operating 1n a partially or fully autonomous driving
mode. The U.S. National Highway Traflic Safety Adminis-
tration and the Society of Automotive Engineers have iden-
tified different levels to indicate how much, or how little, the
vehicle controls the driving. For instance, Level 0 has no
automation and the driver makes all driving-related deci-
sions. The lowest semi-autonomous mode, Level 1, includes
some drive assistance such as cruise control. Level 2 has
partial automation of certain driving operations, while Level
3 mvolves conditional automation that can enable a person
in the driver’s seat to take control as warranted. In contrast,
Level 4 1s a high automation level where the vehicle 1s able
to drive without assistance in select conditions. And Level 3
1s a fully autonomous mode 1 which the vehicle 1s able to
drive without assistance in all situations. The architectures,
components, systems and methods described herein can
function 1n any of the semi or fully-autonomous modes, e.g.,
Levels 1-5, which are referred to herein as “autonomous”
driving modes. Thus, reference to an autonomous driving
mode includes both partial and full autonomy.

As shown 1n the block diagram of FIG. 2A, the vehicle
includes a control system of one or more computing devices,
such as computing devices 202 containing one or more
processors 204, memory 206 and other components typi-
cally present 1n general purpose computing devices. The
control system may constitute an electronic control unit
(ECU) of a tractor unit or other computing system of the
vehicle. The memory 206 stores imnformation accessible by
the one or more processors 204, including instructions 208
and data 210 that may be executed or otherwise used by the
processor 204. The memory 206 may be of any type capable
of storing information accessible by the processor, including
a computing device-readable medium. The memory 1s a
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non-transitory medium such as a hard-drive, memory card,
optical disk, solid-state, tape memory, or the like. Systems
may 1nclude diflerent combinations of the {foregoing,
whereby different portions of the instructions and data are
stored on different types of media.

The instructions 208 may be any set of istructions to be
executed directly (such as machine code) or indirectly (such
as scripts) by the processor. For example, the instructions
may be stored as computing device code on the computing
device-readable medium. In that regard, the terms “instruc-
tions” and “programs” may be used interchangeably herein.
The 1nstructions may be stored in object code format for
direct processing by the processor, or 1n any other computing
device language including scripts or collections of indepen-
dent source code modules that are interpreted on demand or
compiled in advance. The data 210 may be retrieved, stored
or modified by one or more processors 204 in accordance
with the 1nstructions 208. In one example, some or all of the
memory 206 may be an event data recorder or other secure
data storage system configured to store vehicle diagnostics
and/or detected sensor data, which may be on board the
vehicle or remote, depending on the implementation. As
illustrated 1n FIG. 2A, the data may include documentation,
logs or other information about the cargo (e.g., cargo type,
total weight, perishability, etc.) and/or the vehicle (e.g.,
unloaded weight, trip and/or total mileage, planned route,
component status, etc.).

The one or more processor 204 may be any conventional
processors, such as commercially available CPUs. Alterna-
tively, the one or more processors may be a dedicated device
such as an ASIC or other hardware-based processor.
Although FIG. 2A functionally illustrates the processor(s),
memory, and other elements of computing devices 202 as
being within the same block, such devices may actually
include multiple processors, computing devices, or memo-
ries that may or may not be stored within the same physical
housing. Similarly, the memory 206 may be a hard drive or
other storage media located in a housing different from that
of the processor(s) 204. Accordingly, references to a pro-
cessor or computing device will be understood to include
references to a collection of processors or computing
devices or memories that may or may not operate in parallel.

In one example, the computing devices 202 may form an
autonomous driving computing system incorporated into
vehicle 100. The autonomous driving computing system
may capable of communicating with various components of
the vehicle. For example, returning to FIG. 2A, the com-
puting devices 202 may be 1n communication with various
systems of the vehicle, including a driving system including
a deceleration system 212 (for controlling braking of the
vehicle), acceleration system 214 (for controlling accelera-
tion of the vehicle), steering system 216 (for controlling the
orientation of the wheels and direction of the vehicle),
signaling system 218 (for controlling turn signals), naviga-
tion system 220 (for navigating the vehicle to a location or
around objects) and a positioning system 222 (for determin-
ing the position of the vehicle).

The computing devices 202 are also operatively coupled
to a perception system 224 (for detecting objects in the
vehicle’s environment), a power system 226 (for example, a
battery and/or gas or diesel powered engine) and a trans-
mission system 230 1 order to control the movement, speed,
etc., of the vehicle in accordance with the instructions 208
of memory 206 1n an autonomous driving mode which does
not require or need continuous or periodic mmput from a
passenger of the vehicle. Some or all of the wheels/tires 228
are coupled to the transmission system 230, and the com-
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puting devices 202 may be able to receive information about
tire pressure, balance and other factors that may impact
driving 1n an autonomous mode.

The computing devices 202 may control the direction and
speed of the vehicle by controlling various components. By
way ol example, computing devices 202 may navigate the
vehicle to a destination location completely autonomously
using data from the map information and navigation system
220. Computing devices 202 may use the positioning system
222 to determine the vehicle’s location and the perception
system 224 to detect and respond to objects when needed to
reach the location safely. In order to do so, computing
devices 202 may cause the vehicle to accelerate (e.g., by
increasing fuel or other energy provided to the engine by
acceleration system 214), decelerate (e.g., by decreasing the
fuel supplied to the engine, changing gears, and/or by
applying brakes by deceleration system 212), change direc-
tion (e.g., by turning the front or other wheels of vehicle 100
by steering system 216), and signal such changes (e.g., by
lighting turn signals of signaling system 218). Thus, the
acceleration system 214 and deceleration system 212 may be
a part of a drivetrain or other transmission system 230 that
includes various components between an engine of the
vehicle and the wheels of the vehicle. Again, by controlling
these systems, computing devices 202 may also control the
transmission system 230 of the vehicle 1n order to maneuver
the vehicle autonomously.

As an example, computing devices 202 may interact with
deceleration system 212 and acceleration system 214 1n
order to control the speed of the vehicle. Similarly, steering
system 216 may be used by computing devices 202 1n order
to control the direction of vehicle. For example, 11 the
vehicle 1s configured for use on a road, such as a tractor-
trailer truck or a construction vehicle, the steering system
216 may include components to control the angle of wheels
of the tractor unit 102 to turn the vehicle. Signaling system
218 may be used by computing devices 202 i order to
signal the vehicle’s intent to other drivers or vehicles, for
example, by lighting turn signals or brake lights when
needed.

Navigation system 220 may be used by computing
devices 202 1n order to determine and follow a route to a
location. In this regard, the navigation system 220 and/or
memory 206 may store map information, e.g., highly
detailed maps that computing devices 202 can use to navi-
gate or control the vehicle. As an example, these maps may
identify the shape and elevation of roadways, lane markers,
intersections, crosswalks, speed limits, traflic signal lights,
buildings, signs, real time traflic information, vegetation, or
other such objects and information. The lane markers may
include features such as solid or broken double or single lane
lines, solid or broken lane lines, reflectors, etc. A given lane
may be associated with left and right lane lines or other lane
markers that define the boundary of the lane. Thus, most
lanes may be bounded by a left edge of one lane line and a
right edge of another lane line.

The perception system 224 also includes sensors for
detecting objects external to the vehicle. The detected
objects may be other vehicles, obstacles i the roadway,
traflic signals, signs, trees, etc. For example, the perception
system 224 may include one or more lidar sensors, sonar
devices, radar units, cameras (e.g., optical and/or infrared),
acoustic sensors, inertial sensors (e.g., gyroscopes or accel-
erometers), and/or any other detection devices that record
data which may be processed by computing devices 202.
The sensors of the perception system 224 may detect objects
and their characteristics such as location, orientation, size,
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shape, type (for instance, vehicle, pedestrian, bicyclist, etc.),
heading, and speed of movement, etc. The raw data from the
sensors and/or the alorementioned characteristics can sent
for further processing to the computing devices 202 peri-
odically and continuously as 1t 1s generated by the percep-
tion system 224. Computing devices 202 may use the
positioning system 222 to determine the vehicle’s location
and perception system 224 to detect and respond to objects
when needed to reach the location safely. In addition, the
computing devices 202 may perform calibration of 1ndi-
vidual sensors, all sensors 1n a particular sensor assembly, or
between sensors 1n diflerent sensor assemblies.

As 1indicated 1n FIG. 2A, the sensors of the perception
system 224 may be incorporated mto one or more sensor
assemblies 232. In one example, the sensor assemblies 232
may be arranged as sensor towers integrated into the side-
view mirrors on the truck, farm equipment, construction
equipment or the like. Sensor assemblies 232 may also be
positioned at different locations on the tractor unit 102 or on
the trailer 104 (see FIGS. 1A-B), or along different portions
of passenger vehicle 150 (see FIG. 1C). The computing
devices 202 may communicate with the sensor assemblies
located on both the tractor unit 102 and the trailer 104 or
distributed along the passenger vehicle 150. Each assembly
may have one or more types of sensors such as those
described above.

Also shown 1n FIG. 2A 1s a communication system 234
and a coupling system 236 for connectivity between the
tractor unit and the trailer. The coupling system 236 includes
a fifth-wheel at the tractor unit and a kingpin at the trailer.
The communication system 234 may include one or more
wireless network connections to facilitate communication
with other computing devices, such as passenger computing
devices within the vehicle, and computing devices external
to the vehicle, such as 1 another nearby vehicle on the
roadway or at a remote network. The network connections
may include short range communication protocols such as
Bluetooth™, Bluetooth low energy (LE), cellular connec-
tions, as well as various configurations and protocols includ-
ing the Internet, World Wide Web, intranets, virtual private
networks, wide area networks, local networks, private net-
works using communication protocols proprietary to one or
more companies, Ethernet, WiF1 and HTTP, and various
combinations of the foregoing.

FIG. 2B 1illustrates a block diagram 240 of an example
trailer. As shown, the system includes an ECU 242 of one or
more computing devices, such as computing devices con-
taining one or more processors 244, memory 246 and other
components typically present in general purpose computing
devices. The memory 246 stores information accessible by
the one or more processors 244, including instructions 248
and data 250 that may be executed or otherwise used by the
processor(s) 244. The descriptions of the processors,
memory, mstructions and data from FIG. 2A apply to these
elements of FIG. 2B. As illustrated 1in FIG. 2B, the data 250
may include documentation, logs or other information about
the cargo (e.g., cargo type, total weight, perishability, etc.)
and/or the trailer (e.g., unloaded weight, dimensions, trip
and/or total mileage, component status, etc.).

The ECU 242 i1s configured to receive mformation and
control signals from the trailer unit. The on-board processors
244 of the ECU 242 may communicate with various systems
of the ftrailer, including a deceleration system 232 (for

il

controlling braking of the trailer), signaling system 254 (for
controlling turn signals), and a positioming system 256 (for
determining the position of the trailer). The ECU 242 may

also be operatively coupled to a perception system 258 (for
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detecting objects 1n the trailer’s environment) and a power
system 260 (for example, a battery power supply) to provide
power to local components. Some or all of the wheels/tires
262 of the trailer may be coupled to the deceleration system
252, and the processors 244 may be able to receive inifor-
mation about tire pressure, balance, wheel speed and other
tactors that may impact driving 1n an autonomous mode, and
to relay that information to the processing system of the
tractor unit. The deceleration system 252, signaling system
254, positioning system 236, perception system 258, power
system 260 and wheels/tires 262 may operate 1n a manner
such as described above with regard to FIG. 2A. For
instance, the perception system 258, 1f employed as part of
the trailer, may include at least one sensor assembly 264
having one or more lidar sensors, sonar devices, radar units,
cameras, 1nertial sensors, and/or any other detection devices
that record data which may be processed by the ECU 242 or
by the processors 204 of the tractor unit.

The trailer may also include a set of landing gear 266, as
well as a coupling system 268. The landing gear 266 provide
a support structure for the trailer when decoupled from the
tractor unit. The coupling system 268, which may be a part
of coupling system 236 of the tractor unit, provides connec-
tivity between the trailer and the tractor unit. The coupling
system 268 may include a connection section 270 to provide
backward compatibility with legacy trailer units that may or
may not be capable of operating 1n an autonomous mode.
The coupling system 1ncludes a kingpin 272 configured for
enhanced connectivity with the fifth-wheel of an autono-
mous-capable tractor unit.

FI1G. 3 illustrates a block diagram 300 of various systems
ol a passenger vehicle. As shown, the system 1ncludes one
or more computing devices 302, such as computing devices
containing one or more processors 304, memory 306 and
other components typically present in general purpose com-
puting devices. The memory 306 stores information acces-
sible by the one or more processors 304, including instruc-
tions 308 and data 310 that may be executed or otherwise
used by the processor(s) 304. The descriptions of the pro-
cessors, memory, instructions and data from FIG. 2A apply
to these elements of FIG. 3.

As with the computing devices 202 of FIG. 2A, the
computing devices 302 of FIG. 3 may control computing
devices of an autonomous driving computing system or
incorporated ito a passenger vehicle. The autonomous
driving computing system may be capable of communicat-
ing with various components of the vehicle in order to
control the movement of the passenger vehicle according to
primary vehicle control code of memory 306. For example,
computing devices 302 may be in communication with
various, such as deceleration system 312, acceleration sys-
tem 314, steering system 316, signaling system 318, navi-
gation system 320, positioning system 322, perception sys-
tem 324, power system 326 (e.g., the vehicle’s engine or
motor), transmission system 330 in order to control the
movement, speed, etc. of the 1n accordance with the 1nstruc-
tions 208 of memory 306. The wheels/tires 328 may be
controlled directly by the computing devices 302 or indi-
rectly via these other systems. These components and sub-
systems may operate as described above with regard to FIG.
2A. For mstance, the perception system 324 also includes
one or more sensors 332 for detecting objects external to the
vehicle. The sensors 332 may be incorporated into one or
more sensor assemblies as discussed above.

Computing devices 202 may include all of the compo-
nents normally used 1n connection with a computing device
such as the processor and memory described above as well
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as a user interface subsystem 334. The user interface sub-
system 334 may include one or more user inputs 336 (e.g.,
a mouse, keyboard, touch screen and/or microphone) and
various electronic displays 338 (e.g., a monitor having a
screen or any other electrical device that 1s operable to
display information). In this regard, an internal electronic
display may be located within a cabin of the passenger
vehicle (not shown) and may be used by computing devices
302 to provide information to passengers within the vehicle.
Output devices, such as speaker(s) 340 may also be located
within the passenger vehicle.

The passenger vehicle also includes a communication
system 342, which may be similar to the communication
system 234 of FIG. 2A. For instance, the communication
system 342 may also include one or more wireless network
connections to facilitate communication with other comput-
ing devices, such as passenger computing devices within the
vehicle, and computing devices external to the vehicle, such
as 1n another nearby vehicle on the roadway, or a remote
server system. The network connections may include short
range communication protocols such as Bluetooth™, Blu-
ctooth low energy (LE), cellular connections, as well as
various configurations and protocols including the Internet,
World Wide Web, intranets, virtual private networks, wide
area networks, local networks, private networks using com-
munication protocols proprietary to one or more companies,
Ethernet, WiF1 and HT TP, and various combinations of the
foregoing.

Example Implementations

In view of the structures and configurations described
above and 1llustrated 1n the figures, various implementations
will now be described.

In order to detect the environment and conditions around
the vehicle, both while driving 1n an autonomous mode and
when at a weigh station, different types of sensors and
layouts may be employed. Examples of these were discussed
above with regard to FIGS. 1-3. The field of view for each
sensor can depend on the sensor placement on a particular
vehicle. In one scenario, the information from one or more
different kinds of sensors may be employed so that the
tractor-trailer or passenger vehicle may operate 1 an
autonomous mode. Each sensor may have a diflerent range,
resolution and/or field of view (FOV).

For instance, the sensors may include a long range FOV
lidar and a short range FOV lidar. In one example, the long
range lidar may have a range exceeding 50-250 meters,
while the short range lidar has a range no greater than 1-50
meters. Alternatively, the short range lidar may generally
cover up to 10-15 meters from the vehicle while the long
range lidar may cover a range exceeding 100 meters. In
another example, the long range 1s between 10-200 meters,
while the short range has a range of 0-20 meters. In a further
example, the long range exceeds 80 meters while the short
range 1s below 50 meters. Intermediate ranges of between,
¢.g., 10-100 meters can be covered by one or both of the long
range and short range lidars, or by a medium range lidar that
may also be included 1n the sensor system. In addition to or
in place of these lidars, a set of cameras (e.g., optical and/or
infrared) may be arranged, for instance to provide forward,
side and rear-facing imagery i and around the vehicle,
including in the immediate vicinity of the vehicle (e.g.,
within less than 2-3 meters around the vehicle). Similarly, a
set of radar sensors may also be arranged to provide forward,
side and rear-facing data.

FIGS. 4A-B illustrate example sensor configurations and
fields of view on a cargo vehicle. In particular, FIG. 4A
presents one configuration 400 of lidar, camera and radar
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sensors. In this figure, one or more lidar units may be located
in sensor housing 402. In particular, sensor housings 402
may be located on eirther side of the tractor unit cab, for
instance tegrated into a side view mirror assembly. In one
scenar1o, long range lidars may be located along a top or
upper area of the sensor housings 402. For instance, this
portion of the housing 402 may be located closest to the top
of the truck cab or roof of the vehicle. This placement allows
the long range lidar to see over the hood of the vehicle. And
short range lidars may be located along a bottom area of the
sensor housings 402, closer to the ground, and opposite the
long range lidars 1n the housings. This allows the short range
lidars to cover areas immediately adjacent to the cab (e.g.,
up to 1-4 meters from the vehicle). This would allow the
perception system to determine whether an object such as
another vehicle, pedestrian, bicyclist, etc., 1s next to the front
ol the vehicle and take that information into account when
determining how to drive or turn 1n view of an aberrant
condition.

As 1llustrated 1n FIG. 4A, the long range lidars on the left
and right sides of the tractor unit have fields of view 404.
These encompass significant areas along the sides and front
of the vehicle. As shown, there 1s an overlap region 406 of
their fields of view 1n front of the vehicle. A space 1s shown
between regions 404 and 406 for clarity; however in actu-
ality there would desirably be overlapping coverage. The
short range lidars on the left and right sides have smaller
ficlds of view 408. The overlap region 406 provides the
perception system with additional or information about a
very important region that 1s directly 1n front of the tractor
unit. This redundancy also has a safety aspect. Should one
of the long range lidar sensors suller degradation 1n perfor-
mance, the redundancy would still allow for operation in an
autonomous mode.

FIG. 4B illustrates coverage 410 for either (or both) of
radar and camera sensors on both sides of a tractor-trailer.
Here, there may be multiple radar and/or camera sensors 1n
cach of the sensor housings 412. As shown, there may be
sensors with side and rear fields of view 414 and sensors
with forward facing fields of view 416. The sensors may be
arranged so that the side and rear fields of view 414 overlap,
and the side fields of view may overlap with the forward
facing fields of view 416. As with the long range lidars
discussed above, the forward facing fields of view 416 also
have an overlap region 418. This overlap region provides
similar redundancy to the overlap region 406, and has the
same benefits should one sensor suller degradation in per-
formance.

While not 1llustrated 1n FIGS. 4A-4B, other sensors may
be positioned 1n different locations to obtain information
regarding other areas around the vehicle, such as along the
rear or underneath the vehicle.

Example Scenarios

For situations in which the self-drniving vehicle 1s fully
autonomous without a driver being present, 1t 1s important
that the system not only determine whether the vehicle needs
to pull into a weigh station for inspection, but what 1s
required of the vehicle during inspection.

The vehicle may know about the location of a weigh
station based on detailed maps stored onboard or ofiboard
(e.g., received from the vehicle’s support service, another
remote assistance service or third party). Alternatively, the
vehicle may receive a notification via an app or other service
(such as the remote assistance service), from another vehicle
along the roadway, or via a broadcast from the weigh station
itself. In one scenario, even before the vehicle departs, 1t
could send a query to the weigh stations on the planned route
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or a central service or database that manages weigh station
information. In response, the vehicle can be iformed about
the status of each weigh station and determine whether 1t
needs to stop for mspection or not. Depending on whether
the vehicle needs to stop at a particular weigh station, the
vehicle’s control system (e.g., an onboard planner module)
can make adjustments to one or more of the route, speed,
travel lanes and/or other aspects of the planned trip. Thus,
instead of waiting until the vehicle 1s near a weigh station,
it can plan ahead before the trip even begins.

The vehicle may also determine the location of a weigh
station based on information detected by its perception
system. For example, the vehicle may detect the presence
and/or status of a weigh station by detecting one or more
signs indicating that a weigh station 1s present, or i1t’s status
(e.g. open/closed). The detection can be performed alterna-
tively or 1n addition to using maps, apps or other a priori
information about the presence of a weigh station along the
route. In the example 500 of FIG. 5, the vehicle 1s notified
that the weigh station 1s open and 1t should pull m for
inspection. As shown, the nofification may be done by
detecting signage 502 that has a visual indicator (e.g., text,
bar code, QR code, symbols, etc.) that the station 1s open.
Alternatively or additionally, a signal transmitted via WikF1
or other wireless communication link 504 may indicate the
weigh station status. For instance, the signal may inform
approaching trucks the type(s) of inspection to be conducted
at the weigh station. It may also indicate the number of lanes
available for inspection, whether other trucks are already
queued up and how long the expected wait will be. The
dotted arrow 506 shows that the truck will enter the weigh
station.

In one scenario, the truck or other vehicle may schedule
a time for mspection based on 1ts planned route, traffic and
weather conditions, the current schedule at the facility, etc.
This may be arranged directly between the vehicle and the
welgh station, or via a remote assistance service or other
central management system. In this case, the control system
of the vehicle, such as a planner module, may modily certain
aspects of the trip to avoid delays at the weigh station, such
as by changing speed and/or legs of the route.

FIG. 6A 1illustrates a first example 600 of the vehicle
arriving at a weigh station. Upon arrival at the weigh station,
the vehicle may follow a particular ispection process. For
instance, using the onboard detailed maps and/or real-time
perception mnformation from its sensors, the vehicle may
select or otherwise proceed along a particular lane at the
welgh station. As noted above, the vehicle mspection may
include evaluating both the vehicle itself and the cargo.

In this example, the vehicle may proceed along a path 602
to enter various mspection points. This may include stopping
in area 604 to check the brakes and/or weigh the vehicle. The
vehicle may then proceed through area 606, where visual
and other mspections are performed. By way of example, an
inspection oflicer may go under or around the cab and trailer
to mspect various components for safety. This can include
evaluating whether there 1s suflicient tread on the tires,
whether the tires are underpressurized or flat, and whether
there 1s any damage to the tires or rims (e.g., cracks). Visual
ispection may also reveal whether any fluid 1s leaking (e.g.,
oil, tuel, antifreeze). It can also show whether any external
fuel tanks are properly secured, whether the kingpin 1is
properly locked, and whether there 1s any damage to springs
or shocks. Driving and other active operations may be
required to evaluate the brakes, lights, signals and/or other
components.
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The vehicle may use its perception system (e.g., lidar,
cameras, radar and/or acoustical sensors) to interpret the
ispection officer’s commands. For instance, via object
recognition (e.g., using machine learning), a standardized set
of hand signals, movements, body language and/or verbal
commands can be detected and 1dentified by the system. The
oflicer may also hold up specific signs or use information
transmitted from a portable computer device (e.g., tablet PC
or wearable computer). In one scenario, mformation asso-
ciated with the set (e.g., 1mages, audio files, classified
objects) may be stored mn memory of the vehicle and
compared against the information received from the percep-
tion system. Should the signal, sign, command or other
information be confusing or inconsistent with the abilities of
the autonomous vehicle, the vehicle may request clarifica-
tion from the oflicer or from a remote assistance service. For
instance, the vehicle may emait visual or audible information
requesting the oflicer repeat or clarity a command. Or the
vehicle may transmit information to the remote assistance
service regarding the received command and request that the
service 1nterpret the command and/or how the vehicle
should respond.

In this example where an 1nspection oflicer 1s standing or
walking near the vehicle, autonomous vehicle can clearly
communicate to the oflicer (e.g., via an external visual
display and/or an audible announcement) that 1t 1s stopped
and will not move until it receives instruction to do so.
Unlike a cargo truck operated 1n a manual mode by a driver,
it may not be possible for the autonomous vehicle to shut
down all of its systems as the oflicer 1s inspecting 1t. This 1s
because 1n many instances the sensor suite and other systems
may need to be operational during the inspection. So there
can also be alternative ways to enable the oflicer to do the
same 1nspection.

FIG. 6B 1llustrates another example 630, in which some
or all of the inspection 1s performed either under the super-
vision of a human inspection oflicer or autonomously. Here,
the vehicle may follow a preplanned or dynamic route 6352
at the weigh station under the direction of an inspection
oflicer or a computer system of the control center 654. In one
example, the officer may remotely manage the inspection
from the control center 654. Similar to FIG. 6A, the vehicle
may stop 1n area 656 to check the brakes and/or weigh the
vehicle. The vehicle may first or subsequently proceed
through area 658, where visual and other inspections are
performed. Cameras, lidar, thermal 1imagers and/or other
sensors 660 may be positioned at various locations around
the weigh station facility. Some or all of the nspection
information may be relayed to the control center 654 and/or
the vehicle via wireless transmaitters or transceivers 662. In
this example, the control center 654 has a transceiver 664 to
provide instructions to the vehicle and/or to the various
ispection elements, including, e.g., a drone or other robot
666.

For mstance, as 1llustrated 1n the example 700 of FIG. 7A,
drone 666 or another device may inspect different parts of
the vehicle, including the tires, cargo straps or other fasten-
ers, interior of the trailer, etc., with optical or infrared
cameras, lidar and/or other sensors. For instance, the weigh
station may employ a fixed or portable thermal 1maging
system that can check tires and brakes and flag any 1ssues for
oflicers. For lights inspection, the oflicer or control system
could require the vehicle to flash selected lights to demon-
strate that they are working properly. In one aspect, an
ispection procedure may be pre-programmed into the
onboard computer, for instance stored in data 210 of
memory 206. By way of example, when the inspecting

10

15

20

25

30

35

40

45

50

55

60

65

14

oflicer imtiates the mspection procedure, the vehicle would
g0 through a pre-configured sequence of moves, e.g., flash-
ing lights, wipers, driving 1n a certain loop or other pattern,
ctc. In some instances, a remote assistance truck support
team can coordinate with the vehicle’s onboard system for
flashing lights on the truck and performing other requested
operations.

As shown 1n the example 750 of FIG. 7B, the weigh
station may use portable or fixed sensors 752 to detect the
lights. In other examples, the vehicle may be required to
perform particular operations while stationary or moving,
including revving the engine, performing driving maneuvers
(e.g., FIG. 8, backing up, etc.), actuating the brakes and the
like.

Alternatively or additionally, the vehicle may provide log
data to the weigh station that corresponds to the particular
actions or tests. The log data may be acquired or stored by
an electronic logging device (ELD), or by other onboard
systems such as the vehicle’s perception, braking, steering,
signaling, positioning and/or navigation systems. For
instance, braking operations over the past 1 hour, 1 day, 1
week, etc., may be shared to show that the vehicle’s brakes
have been working in accordance with any requirements
(e.g., decelerating X mph 1 Y distance). Tire pressure
information from the onboard TPMS module(s) can also be
shared. The weigh station facility may compare the tested
maneuvers/operations with the log data to validate the logs
and to ensure that the vehicle’s systems are 1n proper
working order. The logs could also be shared to show the
oflicer that the onboard systems are working as intended
(e.g., show the results of actual braking vs what was
commanded by the onboard self-driving system).

In addition to evaluating the truck’s components, the
oflicer or autonomous system at the weigh station may
ispect the cargo and check for load securement. Here, for
instance, prior to dispatch of the truck or other vehicle,
images could be taken of the inside of the trailer to show the
cargo and its placement. These 1images can be shared with
the officer. Alternately or additionally, a wireless camera
mounted on the inside of the trailer can provide a live feed
to the oflicer, for instance to compare against the pre-trip
imagery. Furthermore, the vehicle may be requested to
perform certain driving maneuvers at the weigh station to
ensure that the cargo 1s secure. Image analysis may be
performed 1n real time at the weigh station to confirm that
the cargo 1s secure.

Besides the logs and imagery, other information may also
be shared with the human oflice or an automated system at
the weigh station. By way of example, vehicle documenta-
tion including bills of lading could be secured in a box
attached to the outside of the cab and can be accessed via an
clectronic code. The oflicer at the weigh station can obtain
the code by contacting a truck support team for the vehicle,
such as 1ts remote assistance service, or some other authen-
tication process may occur that authorizes the particular
oflice. Here, the vehicle may receive approval from 1ts
remote support team and automatically unlock the secure
box.

In another scenario, physical documents could be avoided
and electronic documentation (and logs) can be provided to
the oflice or the automated system at the weigh station. For
instance, the oflicer may use a contactless near field com-
munication (NFC) technology on his/her portable device
(e.g., tablet PC or wearable computer) to engage with the
vehicle and obtain the necessary imnformation. Bluetooth™,
WiF1 or another wireless link could be used as well. Alter-
natively, a hardwired connection may be made between the
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oflicer’s device and the vehicle to download the necessary
information. Here, the device may be plugged into an
external port, e.g., via a USB-C or other cabled connection.
Any of these approaches may be used with two-factor
authentication and encryption to make the shared informa-
tion as secure as possible.

In some instances, the vehicle may not satisiy all of the
checks at the weigh station. For instance, tire tread depth or
tire pressurization may not meet a threshold level, or one or
more lights may need replacing. As such, the vehicle may
not be cleared to proceed along its planned route 1n an
autonomous mode. In this case, the vehicle may be required
to have tow truck take the vehicle to a service center. Or the
vehicle may only be authorized to proceed along the route
with a human driver. In these situations, the vehicle may
need to wait at the weigh station while a driver or tow truck
1s dispatched to the location. If the repair 1s straightforward
(e.g., tire pressure or something minor), then the tow service
or other roadside assistance service could handle it at the
weigh station location. Or, alternatively, the mspection ofli-
cer or other personnel at the weigh station may be granted
permission to perform the repair. According to one aspect of
the technology, a remote assistance service may maintain a
database of all reasons that autonomous vehicles of a tleet
have failed inspection. The system can then make such
reasons part of the pre-trip checklist for the vehicles. It may
also 1nvolve other actions to 1improve current processes to
reduce the likelihood of inspection failure.

The vehicle’s on-board control system may communicate
with remote assistance, an nspection oflicer or the mspec-
tion station control center, as well as with service personnel
and human drivers or passengers ol the vehicle. One
example of this 1s shown 1n FIGS. 8A and 8B. In particular,
FIGS. 8A and 8B are pictorial and functional diagrams,
respectively, of an example arrangement 800 that includes a
plurality of computing devices 802, 804, 806, 808 and a
storage system 810 connected via a network 812. System
800 also includes vehicles 814 and 816, which may be
configured the same as or similarly to vehicles 100 and 150
of FIGS. 1A-B and 1C. Vehicle 814 and/or vehicles 816 may
be part of a fleet of vehicles. Although only a few vehicles
and computing devices are depicted for stmplicity, a typical
arrangement may include significantly more.

As shown 1 FIG. 8B, each of computing devices 802,
804, 806 and 808 may include one or more processors,
memory, data and istructions. Such processors, memories,
data and instructions may be configured similarly to the ones
described above with regard to FIG. 2A. The various com-
puting devices and vehicles may communication via one or
more networks, such as network 812. The network 812, and
intervening nodes, may include various configurations and
protocols including short range communication protocols
such as Bluetooth™, Bluetooth LE, the Internet, World Wide
Web, intranets, virtual private networks, wide area networks,
local networks, private networks using communication pro-
tocols proprietary to one or more companies, Ethernet, WikF1
and HTTP, and various combinations of the foregoing. Such
communication may be facilitated by any device capable of
transmitting data to and from other computing devices, such
as modems and wireless interfaces. Alternatively or in
addition, the vehicles may be able to communicate directly
with any of devices 802, 804, 806 and/or 808.

In one example, computing device 802 may include one
or more server computing devices having a plurality of
computing devices, e.g., a load balanced server farm, that
exchange information with different nodes of a network for
the purpose of receiving, processing and transmitting the
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data to and from other computing devices. For instance,
computing device 802 may include one or more server
computing devices that are capable of communicating with
the computing devices of vehicles 814 and/or 816, as well as
computing devices 804, 806 and 808 via the network 812.
For example, vehicles 814 and/or 816 may be a part of a tleet
of vehicles that can be dispatched by a server computing
device to various locations. In this regard, the computing
device 802 may function as a dispatching server computing
system which can be used to dispatch vehicles to different
locations 1n order to pick up and deliver cargo and/or to pick
up and drop off passengers. In addition, vehicles 814 and/or
816 may also directly or indirectly with other fleet vehicles,
service vehicles, and the like. In addition, server computing
device 802 may use network 812 to transmit and present
information to a user of one of the other computing devices
or a passenger of a vehicle. In this regard, computing devices
804, 806 and 808 may be considered client computing

devices.
As shown 1n FIG. 8A, computing devices 804, 806 and

808 may be computing devices itended for use by respec-
tive users 818, and have all of the components normally used
in connection with a personal computing device including a
one or more processors (e.g., a central processing unit
(CPU)), memory (e.g., RAM and internal hard drives)
storing data and instructions, a display (e.g., a monitor
having a screen, a touch-screen, a projector, a television, or
other device such as a smart watch display that 1s operable
to display information), and user mput devices (e.g., a
mouse, keyboard, touchscreen or microphone). The com-
puting devices may also include a camera for recording
video streams, speakers, a network interface device, and all
of the components used for connecting these elements to one
another.

Although these computing devices may each comprise a
tull-sized personal computing device, they may alternatively
comprise mobile computing devices capable of wirelessly
exchanging data with a server over a network such as the
Internet. By way of example only, computing device 808
may be mobile phones or devices such as a wireless-enabled
PDA, a tablet PC, a wearable computing device (e.g., a
smartwatch), or a netbook that 1s capable of obtaining
information via the Internet or other networks. Computing
device 808 may be employed, e.g., by an mnspection oflicer
at the weigh station. Computing device 806 may be a weigh
station control computer, which may be able to operate the
weigh station 1 a semi or fully autonomous inspection
mode.

In some examples, computing device 804 may be a
remote assistance workstation used by an administrator or
operator to communicate with vehicles 814 and/or 816.
Although only a single remote assistance workstation 804 1s
shown 1n FIGS. 8A-8B, any number of such workstations
may be included 1 a given system. Moreover, although
workstation 804 1s depicted as a desktop-type computer, this
device may include various types ol personal computing
devices such as laptops, netbooks, tablet computers, etc.

Storage system 810 can be of any type of computerized
storage capable of storing information accessible by the
server computing devices 702, such as a hard-drive, memory
card, ROM, RAM, DVD, CD-ROM, flash drive and/or tape
drive. In addition, storage system 710 may include a dis-
tributed storage system where data 1s stored on a plurality of
different storage devices which may be physically located at
the same or different geographic locations. Storage system
810 may be connected to the computing devices via the
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network 812 as shown in FIGS. 8A-8B, and/or may be
directly connected to or incorporated into any of the com-
puting devices.

Storage system 810 may store various types ol informa-
tion. For instance, the storage system 810 may also store
autonomous vehicle control software which 1s to be used by
vehicles, such as vehicles 814 or 816, to operate such
vehicles 1n an autonomous driving mode. Alternatively or
additionally, storage system 810 may maintain various types
of mformation regarding the vehicles and their cargo,
including bills of lading and other documentation, logs, etc.
This information may be retrieved or otherwise accessed by
a server computing device, such as one or more server
computing devices 802, in order to perform some or all of
the features described herein.

As discussed above, the self-driving vehicle may com-
municate with remote assistance in order to interpret imnspec-
tion oflicer commands or other signals. For instance, should
the vehicle be unable to determine what to do, 1t may send
a query and/or data to remote assistance. The query may
include a request for support. The data may include raw
and/or processed sensor data, vehicle log data and the like.
For instance, 1t may include one or more still images, video
and/or an audio segment(s) associated with the mspection
oflicer’s command, body language, displayed signage etc.

In response, the remote assistance service can provide
support to the vehicle, e.g., to interpret signals, cues or
commands from the mspection oflicer. The storage system
810 may maintain a database of information associated with
a standardized set of signals (e.g., 1images, audio files,
classified objects). This mformation can be used remotely,
¢.g., by remote assistance computer 804 or server 802 to
perform oflboard analysis by comparing the signal(s) against
information received from the perception system. Here,
upon 1dentification of the particular signal, the remote assis-
tance service or server may instruct the vehicle what action
or operation to perform 1n response to the 1dentified signal.

In a situation where there are passengers, the vehicle or
remote assistance may communicate directly or indirectly
with the passengers’ client computing device. Here, for
example, mnformation may be provided to the passengers
regarding the current situation, actions being taken or to be
taken 1n response to the situation, etc.

FI1G. 9 1llustrates an example 900 of a method of operating
a vehicle 1 a fully autonomous driving mode 1n view of the
above. At block 902, one or more processors of the vehicle
receive sensor iformation from a perception system of the
vehicle. At block 904, a determination 1s made that a weigh
station 1s open for mspection of the vehicle. At block 906,
the one or more processors cause a driving system of the
vehicle to drive to the weigh station 1n the fully autonomous
driving mode based at least 1n part on the received sensor
information. At block 908, the one or more processors
receive a request at the weigh station to do at least one of (1)
performing an operation to check a status of a vehicle
component, (11) performing an operation to check a status of
cargo, (111) providing log data to check a status of the vehicle
component, (1v) providing imagery to check a status of the
cargo, or (v) providing documentation regarding at least one
of the vehicle or the cargo. At block 910, 1n response to the
received request, the one or more processors either cause the
vehicle to perform an action or to provide requested 1nfor-
mation. At block 912, the one or more processors receive
authorization at the weigh station to depart the weigh station.
And at block 914, in response to the authorization, the one
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or more processors cause the driving system of the vehicle
to depart the weigh station in the fully autonomous driving
mode.

FIG. 10 1illustrates an example 1000 of a method of
operating a weigh station 1 view of the above. At block
1002, a control system of the weigh station provides an
inspection status of the weigh station. At block 1004, a cargo
vehicle 1s recetved at a first location of the weigh station, in
which the cargo vehicle operates 1n an autonomous driving
mode. At block 1006, the method includes causing 1ssuance
of a request to the cargo vehicle, in which the request
includes a command or instruction to do at least one of (1)
perform an operation to check a status of a vehicle compo-
nent, (11) perform an operation to check a status of cargo, (111)
provide log data to check a status of the vehicle component,
(1v) provide imagery to check a status of the cargo, or (v)
provide documentation regarding at least one of the vehicle
or the cargo. At block 1008, the control system receives
information from the cargo vehicle 1n response to the
request. At block 1010, the control system determines that
the cargo vehicle has passed inspection based on the
received 1nformation. And at block 1012, the method
includes 1ssuing an instruction to the cargo vehicle to depart
the weigh station upon determining that the cargo vehicle
has passed 1nspection.

Unless otherwise stated, the {foregoing alternative
examples are not mutually exclusive, but may be imple-
mented 1 various combinations to achieve unique advan-
tages. As these and other variations and combinations of the
features discussed above can be utilized without departing
from the subject matter defined by the claims, the foregoing
description of the embodiments should be taken by way of
illustration rather than by way of limitation of the subject
matter defined by the claims. In addition, the provision of the
examples described herein, as well as clauses phrased as
“such as,” “including’™ and the like, should not be interpreted
as limiting the subject matter of the claims to the specific
examples; rather, the examples are intended to illustrate only
one ol many possible embodiments. Further, the same
reference numbers 1n different drawings can i1dentify the
same or similar elements. The processes or other operations
may be performed 1n a different order or simultaneously,
unless expressly indicated otherwise herein.

The mvention claimed 1s:
1. A method of operating a cargo vehicle 1n an autono-
mous driving mode, the method comprising:

determining an operational status of whether a weigh
station 1s open for vehicle mspections;

adjusting, by one or more processors of a control system
of the vehicle based on upon the determined status of
the weigh station, at least one of a planned route, speed
or travel lane for a trip of the vehicle 1n the autonomous
mode;

causing, by the one or more processors, a driving system
of the vehicle to drive to the weigh station in the
autonomous driving mode in accordance with the
adjusting;

recerving, by the one or more processors, a request from
the weigh station; and

in response to the received request, the one or more
Processors:
causing the vehicle to perform an operation, wherein

the operation 1includes checking a status of a vehicle
component or checking a status of cargo; and
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providing information associated with the trip, the

information including at least one of log data about
the vehicle component or documentation regarding
the vehicle or the cargo.

2. The method of claim 1, further comprising, upon
determining the operational status that the weigh station 1s
open for vehicle inspection, the one or more processors
scheduling a time for inspection of the vehicle.

3. The method of claim 2, wherein scheduling the time for
ispection of the vehicle 1s performed by the one or more
processors based on a planned route of the vehicle, a traflic
condition, a weather condition, or a schedule at the weigh
station.

4. The method of claim 2, wherein scheduling the time for
inspection of the vehicle by the one or more processors 1s
arranged via a direct communication with the weigh station.

5. The method of claim 2, wherein scheduling the time for
inspection of the vehicle by the one or more processors 1s
arranged via a communication with a central management
system associated with the vehicle.

6. The method of claam 1, further comprising, upon
receiving authorization to depart the weigh station, the one
or more processors causing the driving system of the vehicle
to depart the weigh station in the autonomous driving mode.

7. The method of claim 1, further comprising, prior to
arrival at the weigh station, capturing 1imagery using one or
more sensors of a perception system of the vehicle, and
providing the imagery when checking the status of the cargo.

8. The method of claim 1, wherein determining the
operational status that the weigh station 1s open for vehicle
inspection mcludes at least one of:

receiving, by the one or more processors, a notification

from a remote assistance service;

sending, by the one or more processors, a query request-

ing a status for one or more weigh stations along a
planned route of the vehicle; or

receiving, by the one or more processors, a communica-

tion from the weigh station that the weigh station 1s
open.

9. The method of claim 1, wherein the documentation
includes a bill of lading.

10. The method of claim 1, wherein determiming the
operational status of whether the weigh station 1s open for
vehicle inspections 1s part of a pre-trip checklist performed
by the one or more processors prior to initiating the trip in
the autonomous mode.

11. A method of operating a cargo vehicle 1n an autono-
mous driving mode, the method comprising;

causing, by one or more processors of a control system of

the vehicle 1 response to an indication that a weigh
station 1s open for instruction, a driving system of the
vehicle to drive to the weigh station 1n the autonomous
driving mode;

receiving, by the one or more processors, a request from

the weigh station to do at least one of (1) performing an
operation to check a status of a vehicle component, (11)
performing an operation to check a status of cargo, (111)
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providing log data to check a status of the vehicle
component, (1v) providing imagery to check a status of
the cargo, or (v) providing documentation regarding at
least one of the vehicle or the cargo;

interpreting, by the one or more processors, the received

request from the weigh station; and

upon interpreting the received request, the one or more

processors either:

causing the vehicle to perform the operation to check
the status of the vehicle component,

causing the vehicle to perform the operation to check
the status of cargo,

providing the log data to check the status of the vehicle
component,

providing the imagery to check the status of the cargo,
or

causing the documentation to be provided regarding at
least one of the vehicle or the cargo.

12. The method of claim 11, wherein receiving the request
includes detecting a command at the weigh station using one
or more sensors of a perception system of the vehicle.

13. The method of claim 12, wherein detecting the com-
mand using the one or more sensors includes detecting
information provided by an inspection oflicer at the weigh
station.

14. The method of claim 12, wherein detecting the com-
mand includes perceiving, by the one or more sensors: (1) at
least one hand signal by an inspection oflicer, (1) one or
more movements of the inspection oflicer, (111) body lan-
guage of the mspection oflicer, (1v) one or more verbal
commands by the inspection oflicer, (v) signage, or (vi)
information received from a computing device at the weigh
station.

15. The method of claim 12, further comprising the
vehicle requesting clarification of the request.

16. The method of claim 15, wherein requesting clarifi-
cation includes the vehicle emitting either visual or audible
information that requests repetition of the request.

17. The method of claim 11, wherein providing the log
data or providing the imagery includes establishing a wire-
less communication link with a device at the weigh station.

18. The method of claim 11, wherein providing the log
data or providing the imagery includes transmitting the log
data or the imagery via a hardwired connection to a com-
munication device at the weigh station.

19. The method of claim 11, further comprising, upon not
satistying all checks at the weigh station, either:

adjusting, by the one or more processors, a trip plan of the

vehicle;

adjusting a driving mode of the vehicle from the autono-

mous driving mode to a different mode; or
communicating with a support entity, by the one or more
processors, to request assistance.

20. The method of claim 19, wherein communicating with
the support entity further includes notifying a passenger of
the vehicle about a current status of the vehicle.
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