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LOCATION-BASED VIRTUAL AVATARS

PRIORITY

This patent application 1s a continuation of claims the
benelit of priority of U.S. patent application Ser. No. 15/628,
408, filed on Jun. 20, 2017, which claims the benefit of
priority to U.S. Provisional Patent Application Ser. No.
62/491,115, filed on Apr. 27, 20177, which are hereby 1ncor-

porated by reference herein in their entirety.

BACKGROUND

The popularity of electronic messaging, particularly
istant messaging, continues to grow. Users increasingly
share media content items such as electronic 1mages and
videos with each other, retlecting a global demand to com-
municate more visually. Similarly, users increasingly seek to
customize the media content items they share with others,
providing challenges to social networking systems seeking,
to generate custom media content for their members.
Embodiments of the present disclosure address these and
other 1ssues.

BRIEF DESCRIPTION OF THE DRAWINGS

In the drawings, which are not necessarily drawn to scale,
like numerals may describe similar components in different
views. Like numerals having different letter suflixes may
represent different instances of similar components. Some
embodiments are illustrated by way of example, and not
limitation, in the figures of the accompanying drawings in
which:

FIG. 1 1s a block diagram showing an example messaging
system for exchanging data (e.g., messages and associated
content) over a network.

FIG. 2 1s block diagram illustrating further details regard-
Ing a messaging system, according to exemplary embodi-
ments.

FI1G. 3 1s a schematic diagram 1llustrating data which may
be stored in the database of the messaging server system,
according to various exemplary embodiments.

FI1G. 4 15 a flow diagram of an exemplary process accord-
ing to various aspects of the disclosure.

FIGS. 5A-5D are screenshots illustrating the aspects of
the method described 1n FIG. 4.

FIG. 6 1s a block diagram illustrating a representative
software architecture, which may be used in conjunction
with various hardware architectures herein described.

FIG. 7 1s a block diagram illustrating components of a
machine, according to some exemplary embodiments, able
to read instructions from a machine-readable medium (e.g.,
a machine-readable storage medium) and perform any one
or more ol the methodologies discussed herein.

DETAILED DESCRIPTION

The description that follows includes systems, methods,
techniques, instruction sequences, and computing machine
program products that embody illustrative embodiments of
the disclosure. In the following description, for the purposes
of explanation, numerous specific details are set forth in
order to provide an understanding of various embodiments
of the inventive subject matter. It will be evident, however,
to those skilled 1n the art, that embodiments of the inventive
subject matter may be practiced without these specific
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details. In general, well-known 1nstruction instances, proto-
cols, structures, and techniques are not necessarily shown 1n
detail.

Among other things, embodiments of the present disclo-
sure 1mprove the functionality of electronic messaging and
imaging software and systems by determining the current
activities of users based on location sensor information from
the users” computing devices and generating customized
media content 1tems based on their activities. The media
content can be generated for a variety of topics and shared
with other users. For example, media content (e.g., images
or video) can be generated and displayed on a user’s
computing device, as well as transmitted to other users via
clectronic communications, such as short message service
(SMS) or multimedia service (MMS) texts and emails.

FIG. 1 1s a block diagram showing an example of a
messaging system 100 for exchanging data (e.g., messages
and associated content) over a network. The messaging
system 100 includes multiple client devices 102, each of
which hosts a number of applications including a messaging
client application 104. Each messaging client application
104 1s communicatively coupled to other instances of the
messaging client application 104 and a messaging server
system 108 via a network 106 (e.g., the Internet). As used
herein, the term “client device” may refer to any machine
that interfaces to a communications network (such as net-
work 106) to obtain resources from one or more server
systems or other client devices. A client device may be, but
1s not limited to, a mobile phone, desktop computer, laptop,
portable digital assistants (PDAs), smart phones, tablets,
ultra books, netbooks, laptops, multi-processor systems,
microprocessor-based or programmable consumer electron-
ics, game consoles, set-top boxes, or any other communi-
cation device that a user may use to access a network.

In the example shown 1n FIG. 1, each messaging client
application 104 1s able to communicate and exchange data
with another messaging client application 104 and with the
messaging server system 108 via the network 106. The data
exchanged between messaging client applications 104, and
between a messaging client application 104 and the mes-
saging server system 108, includes functions (e.g., com-
mands to invoke functions) as well as payload data (e.g.,
text, audio, video or other multimedia data).

The network 106 may include, or operate 1n conjunction
with, an ad hoc network, an intranet, an extranet, a virtual
private network (VPN), a local area network (LAN), a
wireless LAN (WLAN), a wide area network (WAN), a
wircless WAN (WWAN), a metropolitan area network
(MAN), the Internet, a portion of the Internet, a portion of
the Public Switched Telephone Network (PSTN), a plain old
telephone service (POTS) network, a cellular telephone
network, a wireless network, a Wi-Fi® network, another
type ol network, or a combination of two or more such
networks. For example, a network or a portion of a network
may include a wireless or cellular network and the coupling
may be a Code Division Multiple Access (CDMA) connec-
tion, a Global System for Mobile communications (GSM)
connection, or other type of cellular or wireless coupling. In
this example, the coupling may implement any of a variety
of types of data transier technology, such as Single Carrier
Radio Transmission Technology (1xRTT), Evolution-Data
Optimized (EVDO) technology, General Packet Radio Ser-
vice (GPRS) technology, Enhanced Data rates for GSM
Evolution (EDGE) technology, third Generation Partnership
Project (3GPP) including 3G, fourth generation wireless
(4G) networks, Universal Mobile Telecommunications Sys-

tem (UMTS), High Speed Packet Access (HSPA), World-
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wide Interoperability for Microwave Access (WiIMAX),
Long Term Evolution (LTE) standard, others defined by
various standard setting organizations, other long range
protocols, or other data transfer technology.

The messaging server system 108 provides server-side
functionality via the network 106 to a particular messaging
client application 104. While certain functions of the mes-
saging system 100 are described herein as being performed
by either a messaging client application 104 or by the
messaging server system 108, 1t will be appreciated that the
location of certain functionality either within the messaging
client application 104 or the messaging server system 108 1s
a design choice. For example, 1t may be technically prefer-
able to mitially deploy certain technology and functionality
within the messaging server system 108, but to later migrate
this technology and functionality to the messaging client
application 104 where a client device 102 has a sufhlicient
processing capacity.

The messaging server system 108 supports various ser-
vices and operations that are provided to the messaging
client application 104. Such operations include transmitting
data to, receiving data from, and processing data generated
by the messaging client application 104. This data may
include, message content, client device information, geolo-
cation information, media annotation and overlays, message
content persistence conditions, social network information,
and live event information, as examples. Data exchanges
within the messaging system 100 are invoked and controlled
through functions available via user interfaces (Uls) of the
messaging client application 104.

Turning now specifically to the messaging server system
108, an Application Program Interface (API) server 110 1s
coupled to, and provides a programmatic interface to, an
application server 112. The application server 112 1s com-
municatively coupled to a database server 118, which facili-
tates access to a database 120 1 which 1s stored data
associated with messages processed by the application
server 112.

Dealing specifically with the Application Program Inter-
tace (API) server 110, this server receives and transmits
message data (e.g., commands and message payloads)
between the client device 102 and the application server 112.
Specifically, the Application Program Interface (API) server
110 provides a set of interfaces (e.g., routines and protocols)
that can be called or queried by the messaging client
application 104 1 order to invoke functionality of the
application server 112. The Application Program Interface
(API) server 110 exposes various functions supported by the
application server 112, including account registration, login
functionality, the sending of messages, via the application
server 112, from a particular messaging client application
104 to another messaging client application 104, the sending
of electronic media files (e.g., electronic 1mages or video)
from a messaging client application 104 to the messaging
server application 114, and for possible access by another
messaging client application 104, the setting of a collection
of media data (e.g., story), the retrieval of a list of friends of
a user of a client device 102, the retrieval of such collections,
the retrieval of messages and content, the adding and dele-
tion of friends to a social graph, the location of friends
within a social graph, opening and application event (e.g.,
relating to the messaging client application 104).

The application server 112 hosts a number of applications
and subsystems, including a messaging server application
114, an 1mage processing system 116 and a social network
system 122. The messaging server application 114 imple-
ments a number of message processing technologies and
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functions, particularly related to the aggregation and other
processing of content (e.g., textual and multimedia content
including images and video clips) included 1n messages
received from multiple instances of the messaging client
application 104. As will be described 1n further detail, the
text and media content from multiple sources may be
aggregated into collections of content (e.g., called stories or
galleries). These collections are then made available, by the
messaging server application 114, to the messaging client
application 104. Other processor and memory intensive
processing of data may also be performed server-side by the
messaging server application 114, i view of the hardware
requirements for such processing.

The application server 112 also includes an 1mage pro-
cessing system 116 that 1s dedicated to performing various
image processing operations, typically with respect to elec-
tronic 1mages or video recerved within the payload of a
message at the messaging server application 114.

The social network system 122 supports various social
networking functions services, and makes these functions
and services available to the messaging server application
114. To this end, the social network system 122 maintains
and accesses an entity graph 304 within the database 120.
Examples of functions and services supported by the social
network system 122 include the 1dentification of other users
of the messaging system 100 with which a particular user
has relationships or 1s “following”, and also the 1dentifica-
tion of other entities and interests of a particular user.

The application server 112 1s communicatively coupled to
a database server 118, which facilitates access to a database
120 1n which 1s stored data associated with messages pro-
cessed by the messaging server application 114.

Some embodiments may include one or more wearable
devices, such as a pendant with an integrated camera that 1s
integrated with, in commumication with, or coupled to, a
client device 102. Any desired wearable device may be used
in conjunction with the embodiments of the present disclo-
sure, such as a watch, eyeglasses, goggles, a headset, a
wristband, earbuds, clothing (such as a hat or jacket with
integrated electronics), a clip-on electronic device, or any
other wearable devices.

FIG. 2 1s block diagram illustrating further details regard-
ing the messaging system 100, according to exemplary
embodiments. Specifically, the messaging system 100 is
shown to comprise the messaging client application 104 and
the application server 112, which 1in turn embody a number
of some subsystems, namely an ephemeral timer system
202, a collection management system 204 and an annotation
system 206.

The ephemeral timer system 202 1s responsible for enforc-
ing the temporary access to content permitted by the mes-
saging client application 104 and the messaging server
application 114. To this end, the ephemeral timer system 202
incorporates a number of timers that, based on duration and
display parameters associated with a message, or collection
of messages (e.g., a story), selectively display and enable
access to messages and associated content via the messaging
client application 104.

The collection management system 204 1s responsible for
managing collections of media (e.g., collections of text,
image, video and audio data). In some examples, a collection
of content (e.g., messages, including images, video, text, and
audio) may be organized 1nto an “event gallery” or an “event
story.” Such a collection may be made available for a
specified time period, such as the duration of an event to
which the content relates. For example, content relating to a
music concert may be made available as a *“story” for the
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duration of that music concert. The collection management
system 204 may also be responsible for publishing an i1con
that provides notification of the existence of a particular
collection to the user interface of the messaging client
application 104.

The collection management system 204 furthermore
includes a curation interface 208 that allows a collection
manager to manage and curate a particular collection of
content. For example, the curation interface 208 enables an
event organizer to curate a collection of content relating to
a specific event (e.g., delete mappropriate content or redun-
dant messages). Additionally, the collection management
system 204 employs machine vision (or image recognition
technology) and content rules to automatically curate a
content collection. In certain embodiments, compensation
may be paid to a user for inclusion of user generated content
into a collection. In such cases, the curation intertface 208
operates to automatically make payments to such users for
the use of their content.

The annotation system 206 provides various functions
that enable a user to annotate or otherwise modily or edit
media content associated with a message. For example, the
annotation system 206 provides functions related to the
generation and publishing of media overlays for messages
processed by the messaging system 100. The annotation
system 206 operatively supplies a media overlay (e.g., a
filter) to the messaging client application 104 based on a
geolocation of the client device 102. In another example, the
annotation system 206 operatively supplies a media overlay
to the messaging client application 104 based on other
information, such as, social network information of the user
of the client device 102. A media overlay may include audio
and visual content and visual eflects. Examples of audio and
visual content include pictures, texts, logos, animations, and
sound eflfects. An example of a visual effect includes color
overlaying. The audio and visual content or the visual efects
can be applied to a media content 1tem (e.g., an 1mage or
video) at the client device 102. For example, the media
overlay including text that can be overlaid on top of a
photograph/electronic 1mage generated by the client device
102. In another example, the media overlay includes an
identification of a location overlay (e.g., Venice beach), a
name of a live event, or a name of a merchant overlay (e.g.,
Beach Coflee House). In another example, the annotation
system 206 uses the geo-location of the client device 102 to
identily a media overlay that includes the name of a mer-
chant at the geolocation of the client device 102. The media
overlay may include other indicia associated with the mer-
chant. The media overlays may be stored 1n the database 120
and accessed through the database server 118.

In some exemplary embodiments, as discussed 1n more
detail below, embodiments of the present disclosure may
generate, display, distribute, and apply media overlays to
media content items. For example, embodiments may utilize
media content items generated by a client device 102 (e.g.,
an 1mage or video captured using a digital camera coupled
to the client device 102) to generate media overlays that can
be applied to other media content 1tems.

FIG. 3 1s a schematic diagram 300 illustrating data 300
that 1s stored in the database 120 of the messaging server
system 108, according to certain exemplary embodiments.
While the content of the database 120 1s shown to comprise
a number of tables, the data could be stored 1n other types
of data structures (e.g., as an object-oriented database).

The database 120 includes message data stored within a
message table 314. The entity table 302 stores enftity data,
including an entity graph 304. Entities for which records are

10

15

20

25

30

35

40

45

50

55

60

65

6

maintained within the enfity table 302 may include indi-
viduals, corporate entities, organizations, objects, places,
events etc. Regardless of type, any entity regarding which
the messaging server system 108 stores data may be a
recognized entity. Each enfity 1s provided with a unique
identifier, as well as an entity type 1dentifier (not shown).

The entity graph 304 furthermore stores information
regarding relationships and associations between entities.
Such relationships may be social, professional (e.g., work at
a common corporation or organization) interested-based or
activity-based, merely for example.

The database 120 also stores annotation data, in the
example form of filters, 1n an annotation table 312. Filters
for which data 1s stored within the annotation table 312 are
associated with and applied to videos (for which data is
stored 1n a video table 310) or images (for which data 1s
stored 1n an 1mage table 308). Filters, 1n one example, are
overlays that are displayed as overlaid on an 1mage or video
during presentation to a recipient user. Filters may be of
varies types, including a user-selected filters from a gallery
of filters presented to a sending user by the messaging client
application 104 when the sending user 1s composing a
message.

Other types of filters include geolocation filters (also
known as Geofilters) which may be presented to a sending
user based on geographic location. For example, geolocation
filters specific to a neighborhood or special location may be
presented within a user interface by the messaging client
application 104, based on geolocation information deter-
mined by a GPS unit of the client device 102. Another type
of filter 1s a data filter, which may be selectively presented
to a sending user by the messaging client application 104,
based on other inputs or information gathered by the client
device 102 during the message creation process. Example of
data filters include current temperature at a specific location,
a current speed at which a sending user is traveling, battery
life for a chent device 102 or the current time. Other
annotation data that may be stored within the image table
308 1s so-called “Lens™ data. A “Lens” may be a real-time
special eflect and sound that may be added to an 1mage or
a video.

As mentioned above, the video table 310 stores video data
which, 1n one embodiment, 1s associated with messages for
which records are maintained within the message table 314.
Similarly, the image table 308 stores image data associated
with messages for which message data 1s stored 1n the entity
table 302. The entity table 302 may associate various
annotations from the annotation table 312 with various
images and videos stored in the image table 308 and the
video table 310.

A story table 306 stores data regarding collections of
messages and associated image, video or audio data, which
are compiled into a collection (e.g., a story or a gallery). The
creation of a particular collection may be mmtiated by a
particular user (e.g., each user for which a record 1s main-
tained 1n the entity table 302). A user may create a “personal
story” 1n the form of a collection of content that has been
created and sent/broadcast by that user. To this end, the user
interface of the messaging client application 104 may
include an 1con that i1s user selectable to enable a sending
user to add specific content to his or her personal story.

A collection may also constitute a “live story,” which 1s a
collection of content from multiple users that is created
manually, automatically or using a combination of manual
and automatic techniques. For example, a “live story” may
constitute a curated stream of user-submitted content from
varies locations and events. Users, whose client devices
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have location services enabled and are at a common location
event at a particular time may, for example, be presented
with an option, via a user interface of the messaging client
application 104, to contribute content to a particular live
story. The live story may be identified to the user by the
messaging client application 104, based on his or her loca-
tion. The end result 1s a “live story” told from a community
perspective.

A further type of content collection 1s known as a *“loca-
tion story,” which enables a user whose client device 102 1s
located within a specific geographic location (e.g., on a
college or university campus) to contribute to a particular
collection. In some embodiments, a contribution to a loca-
tion story may require a second degree of authentication to
verily that the end user belongs to a specific organization or
other enfity (e.g., 1s a student on the university campus).

Embodiments of the present disclosure may generate and
present customized images for use within electronic mes-
sages/communications such as short message service (SMS)
or multimedia message service (IMMS) texts and emails. The
customized 1mages may also be utilized 1n conjunction with
the stories, filters, and ephemeral messaging functionality
discussed herein.

FI1G. 4 depicts an exemplary process according to various
aspects of the present disclosure. In this example, method
400 includes receiving authorization from a user (403) to use
location information from the user’s computing device,
receiving location information from the user’s computing
device (410), determining a current activity for the user
based on the location information (413), retrieving avatar
information for the user (420), generating a media content
item (425) based on the location information and the
retrieved avatar information, and displaying the media con-
tent 1tem (430). The steps of method 400 may be performed
in whole or 1n part, may be performed in conjunction each
other as well as with some or all of the steps in other
methods, and may be performed by any number of diflerent
systems, such as the systems described in FIGS. 1 and 7.

Embodiments of the present disclosure may be used to
create customized media content items (such as images)
displaying maps and other backgrounds. The customized
media content 1items may include avatars of users engaged in
(or associated with) various activities, such as walking,
cating, playing a sport, sleeping, etc. In method 400, the
system receives authorization (405) from a user to utilize
location information from the user’s computing device and/
or to display the user’s avatar or location 1n media content
items prior to performing the remaining steps of method
400. Such authorization may be obtained via acceptance of
a terms of service for utilizing an online social network or
other service provided by the system, by acceptance on a
case-by-case basis by the user (e.g., via popups displayed on
the user’s computing device) or using any other suitable
method for obtaining authorization by the user(s).

The system (e.g., messaging server system 108 in FIG. 1)
may recerve (410) an electronic communication transmitted
from a client computing device of a user (e.g., client device
102 1n FIG. 1) over a network such as the Internet (e.g.,
network 106 in FIG. 1) contaiming location information from
a location sensor (e.g., position components 738 in system
700 of FIG. 7—discussed below) coupled to the user’s
computing device. In some embodiments, the location sen-
sor may include a global positioning sensor (GPS) compo-
nent integrated in the user’s computing device, as well as
other types of location sensors. The system may receive
(410) location information on a periodic basis and may
request information from the user’s computing device and/or
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receive such information from the user’s device without
such a request. In one exemplary embodiment, for instance,
the user’s client computing device contains soltware that
monitors the location sensor information from the user’s
device and transmits updates to the system in response to the
location changing. In some cases the user’s device may
update the system with a new location only after the location
changes by at least a predetermined distance to allow a user
to move about a building or other location without triggering
updates.

The system analyzes the received location information
and determines a current activity (4135) of the user. The
system may use any number of different location measure-
ments to determine a user’s activity. In some embodiments,
for example, the system may determine a speed of the user’s
client computing device (e.g., 1n real-time or near-real-time)
based on first location mnformation from the location sensor
on the user’s device at a first time, and second location
information from the location sensor at a second (subse-
quent) time. The speed and location information can be
analyzed together to help determine the user’s activity.

The system further retrieves avatar information for the
user (420) and generates (425), based on the avatar infor-
mation for the user and the current activity, a media content
item containing an avatar of the user engaged 1n the current
activity. As used herein, an “avatar” of a user 1s any visual
representation of user. The avatar of a user may be based on
information (e.g., characteristics) derived from images of
the user in conjunction with the avatar characteristics 1den-
tified from the user’s relationships with other users. Alter-
natively or additionally, the user may select and customize
characteristics of the user’s avatar via the user’s computing
device. Such avatar characteristics may include, {for
example, the user’s bodily features (e.g., muscular, thin,
etc.), facial features, clothing and accessories, text displayed
in conjunction with the avatar, and 1mages displayed in
conjunction with the avatar. The avatar information may be
retrieved (420) from a variety of sources, such as the local
memory of a device performing the steps of method 400
(c.g., messaging server system 108 1in FI1G. 1) as well as from
other systems and devices.

For example, 11 the system determines the user (carrying
his/her computing device) 1s moving along a sidewalk at a
rate of three miles per hour, the system may determine
(based on the user’s speed and the limits of the sidewalk to
accommodate vehicles) that the user 1s walking, and gener-
ate (425) a corresponding avatar showing the user walking.
If, on the other hand, the user 1s moving at s1x miles per hour
along the sidewalk, the system may determine the user is
running and generate an avatar of the user running. The
system may likewise identily other activities for the user,
such as biking, driving, flying, traveling on a train, and
traveling on a boat.

As shown 1n the exemplary screenshots depicted 1n FIGS.
5A-3D, the system may present the avatars of ditlerent users
in conjunction with a media content 1tem such as an 1image
of a map. The media content item may 1nclude a still image,
ammated 1mage, video, or other content. In some embodi-
ments, the system updates the image of the map as the
location of a user’s computing device changes. For example,
FIG. 5A depicts a media content 1tem (an 1mage in this
example) with the avatar of a user walking 505 along a
street. The system may present the avatar 505 of the user at
a first position in the 1mage at a first time, and then
moditying the image to remove the user’s avatar from the
first position and present the avatar 505 at a second position
at a second (subsequent) time. In this manner, the system
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visually tracks the location of the walking user’s avatar 505,
while the positions of the cluster of avatars 515 and solo
avatar 520 may remain static. The user may share the media
content 1tem (e.g., via social media, text, or other electronic
communication) with the respective users corresponding
with avatars 515 and 520, as well as with others.

Additionally or alternatively, the system may utilize infor-
mation from other types of sensors and sources to help
determine the activity of the user. For example, the system
may utilize mmformation from an altimeter to determine that
the user 1s flying, or data from an accelerometer (e.g.,
showing repeated sudden jolts to the user’s movement) to
determine a user 1s mountain biking. Such sensors may not
necessarily be mtegrated into a user’s computing device, and
simply 1n communication with the user’s device (e.g., via a
wireless connection).

In some exemplary embodiments, the system may iden-
tify a computing device 1n communication with the user’s
computing device to help generate the media content item.
For example, the system may collect data from a sensor 1n
communication with the user’s computing device and 1nte-
grated with a vehicle or other device operated or used by the
user. In one example, the system may determine the make
and model of an automobile that the user 1s riding 1n based
on information gathered about the vehicle via a wireless
connection between the user’s device and the automobile.
As shown 1n FIG. 5B, for example, the system may generate
a media content 1tem containing an avatar of the user 5135
sitting 1n a representation of an automobile of the same make
and model.

Similarly, the system may identily one or more wearable
devices or other systems with which the user’s device 1s 1n
communication. In FIG. 5C, for example, the system detects
that the user’s device 1s 1n communication with a set of
wireless headphones, and generates (425) a media content
item depicting a map with the location of the user (1.e., Bob’s
Bar at reference 520) along with the avatar of the user 5235
wearing the headphones.

The system may also analyze information from an online
social network (e.g., where the user has an account or 1s
mentioned) to help determine the user’s activity. For
example, the system may connect to the online social
network and analyze posts by the user and/or the user’s
connections to determine an upcoming or current activity. In
other cases, the system may analyze electronic communi-
cations transmitted from, or recerved by, the user’s comput-
ing device. In a particular example, the user may post on a
Friday (e.g., 1n a text message and/or to the user’s online
social network feed) “sure looking forward to skydiving this
weekend.” The system may identify the key word “skydiv-
ing”” and the temporal aspect “this weekend” from the user’s
post, and use this information along with data from an
accelerometer and/or altimeter the following day to deter-
mine when the user 1s 1n the act of skydiving. The system
may then generate a media content item displaying an avatar
of the user skydiving at the same time the user i1s actually
skydiving. The system may share the media content i1tem to
the user’s contacts (e.g., via the online social network, text
message, or other electronic communication) automatically
and without input from the user. In this manner, the system
can automatically share the user’s activities with the user’s
friends and other contacts, even when i1t would be dithicult or
impossible for the user to do so himselt/herself (e.g., when
the user 1s busy falling from a plane).

The system may analyze periods of mactivity (or relative
inactivity) by the user and adjust the generation of the media
content 1tem accordingly. For example, the system may
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determine, based on the location information from a user’s
computing device, that the user’s device (carried by the user)
has not moved beyond a predetermined distance from a
location for a predetermined period of time. In response to
such mactivity, the system may modily a media content item
to remove the avatar of the user, gray out the user’s avatar,
make the user’s avatar translucent, display an avatar of the
user sleeping, or provide another visual indicator that the
user 1s 1nactive.

In some embodiments, the mnactivity of a user may be
analyzed with other information used to determine that the
user 1s sleeping. For example, the system may determine that
the user 1s sleeping based on a lack of movement by the
user’s computing device for a predetermined period of time,
the time of day at the user’s current location, and/or the
user’s current location being the user’s residence. The
system may also infer 1mactivity/sleeping by the user based
on a lack of interaction with the user’s computing device by
the user for a predetermined period of time.

The system may determine the current activity of a user
based on identifying a venue associated with the user’s
current location and one or more activities associated with
the venue. For example, referring now to FIG. 3C, the
system determines, based on location information from the
user’s mobile computing device that the user 1s carrying, that
the user 1s at a bar (Bob’s Bar 3520). The system 1dentifies
drinking spirits as an activity associated with the bar venue,
and generates (425) a media content item showing the user’s
avatar 525 holding a beer. As noted above, the system may
use other information (such as from the user’s social media
posts and/or electronic communications) to determine the
user 1s drinking a beer. For example, the user depicted in
FIG. 5C might post to his social media feed that he’s
“enjoying a beer at Bob’s Bar.”

The system may 1dentily other venues, such as restau-
rants, theaters, sporting events, sports fields, and transpor-
tation hubs to help 1dentify the user’s activity. In FIG. 3D,
for example, a media content 1tem comprising a map with an
avatar of a first user 535 1s depicted at “Joe’s BBQ”
restaurant (with an 1mage of the front of the restaurant
shown 1n bubble 540). In this case, the system 1dentifies Joes
BBQ as a restaurant and depicts the user’s avatar holding a
kmife and fork. A second user’s avatar 543 1s depicted nearby
at a wine bar (“Flo’s Wine Bar” 550). The system 1dentifies
this location as a wine bar and customizes the user’s avatar
to show her holding an oversized glass of wine. In this
manner, the system can generate customized avatars of users
holding 1tems, wearing apparel and accessories, sitting in
vehicles, and the like that illustrates the activities they are
engaged . Media content i1tems containing such avatar
images can be shared with the user’s Ifnends and other
contacts for a deeper, more interactive experience than
provided by conventional messaging and social media sys-
tems.

The system may cause the user’s computing device to
display (430) the media content item (e.g., on the device’s
display screen. A variety of media content items may be
generated (425) and displayed (430) 1n conjunction with
embodiments of the present disclosure. In this context, a
“media content item” may include any type of electronic
media 1n any format. For example, a media content 1tem may
include an 1image in JPG format, an image in PNG format,
a video 1n FLV format, a video in AVI format, etc. In some
exemplary embodiments, a media content item may include
content that 1s captured using an 1mage capture device or
component (such as a digital camera) coupled to, or 1n
communication with, a system performing the functionality
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of method 400. In the exemplary system 700 depicted 1n
FIG. 7 may include a digital camera as one of input
components 728. Additionally or alternatively, the media
content 1item may be received from another system or device.
In FIG. 1, for example, Media content items may also
include audio and combinations of different media formats
(e.g., st1ll images and video).

In some embodiments, the media content 1tem generated
(425) by the system may be included in a media overlay such
as a “sticker” (1.e., an 1mage that can be overlaid onto other
images), filter (discussed above), or another media overlay.
Such overlays may include static (1.¢., non-moving) features
as well as dynamic (1.e., moving) features.

Generation of the media content item (425) may include
the generation of one or more data structure fields containing
information regarding the content item. For example, the
system may generate a name field in a data structure for the
media overlay that includes a name for the media content
item received from the content provider.

Embodiments of the present disclosure may transmit and
receive electronic commumnications containing media con-
tent 1tems, media overlays, or other content any form of
electronic communication, such as SMS texts, MMS texts,
emails, and other communications. Media content i1tems
included 1 such communications may be provided as
attachments, displayed inline in the message, within media
overlays, or conveyed 1n any other suitable manner.
Software Architecture

FIG. 6 1s a block diagram illustrating an exemplary
soltware architecture 606, which may be used in conjunction
with various hardware architectures herein described. FIG. 6
1s a non-limiting example of a software architecture and 1t
will be appreciated that many other architectures may be
implemented to facilitate the functionality described herein.
The software architecture 606 may execute on hardware
such as machine 700 of FIG. 7 that includes, among other
things, processors 704, memory 714, and I/O components
718. A representative hardware layer 652 1s illustrated and
can represent, for example, the machine 700 of FIG. 7. The
representative hardware layer 6352 includes a processing unit
654 having associated executable instructions 604. Execut-
able nstructions 604 represent the executable instructions of
the software architecture 606, including implementation of
the methods, components and so forth described herein. The
hardware layer 652 also includes memory or storage mod-
ules memory/storage 656, which also have executable
instructions 604. The hardware layer 652 may also comprise
other hardware 658.

As used herein, the term “component” may refer to a
device, physical entity or logic having boundaries defined by
function or subroutine calls, branch points, application pro-
gram 1interfaces (APIs), or other technologies that provide
for the partitioning or modularization of particular process-
ing or control functions. Components may be combined via
theirr interfaces with other components to carry out a
machine process. A component may be a packaged func-
tional hardware unit designed for use with other components
and a part of a program that usually performs a particular
function of related functions.

Components may constitute either software components
(e.g., code embodied on a machine-readable medium) or
hardware components. A “hardware component” 1s a tan-
gible unit capable of performing certain operations and may
be configured or arranged in a certain physical manner. In
vartous exemplary embodiments, one or more computer
systems (e.g., a standalone computer system, a client com-
puter system, or a server computer system) or one or more
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hardware components of a computer system (e.g., a proces-
SOr or a group of processors) may be configured by software
(e.g., an application or application portion) as a hardware
component that operates to perform certain operations as
described herein. A hardware component may also be imple-
mented mechanically, electronically, or any suitable combi-
nation thereof. For example, a hardware component may
include dedicated circuitry or logic that is permanently
configured to perform certain operations.

A hardware component may be a special-purpose proces-
sor, such as a Field-Programmable Gate Array (FPGA) or an
Application Specific Integrated Circuit (ASIC). A hardware
component may also include programmable logic or cir-
cuitry that 1s temporarily configured by software to perform
certain operations. For example, a hardware component may
include software executed by a general-purpose processor or
other programmable processor. Once configured by such
soltware, hardware components become specific machines
(or specific components of a machine) uniquely tailored to
perform the configured functions and are no longer general-
purpose processors. It will be appreciated that the decision
to implement a hardware component mechanically, 1n dedi-
cated and permanently configured circuitry, or in temporar-
1ly configured circuitry (e.g., configured by software) may
be driven by cost and time considerations.

A processor may be, or i include, any circuit or virtual
circuit (a physical circuit emulated by logic executing on an
actual processor) that manipulates data values according to
control signals (e.g., “commands”, “op codes”, “machine
code”, etc.) and which produces corresponding output sig-
nals that are applied to operate a machine. A processor may,
for example, be a Central Processing Unit (CPU), a Reduced
Instruction Set Computing (RISC) processor, a Complex
Instruction Set Computing (CISC) processor, a Graphics
Processing Umt (GPU), a Digital Signal Processor (DSP), an
Application Specific Integrated Circuit (ASIC), a Radio-
Frequency Integrated Circuit (RFIC) or any combination
thereof. A processor may further be a multi-core processor
having two or more independent processors (sometimes
referred to as “cores™) that may execute instructions con-
temporaneously.

Accordingly, the phrase “hardware component™ (or “hard-
ware-implemented component”) should be understood to
encompass a tangible entity, be that an entity that 1s physi-
cally constructed, permanently configured (e.g., hardwired),
or temporarily configured (e.g., programmed) to operate 1n
a certain manner or to perform certain operations described
herein. Considering embodiments in which hardware com-
ponents are temporarily configured (e.g., programmed),
cach of the hardware components need not be configured or
instantiated at any one instance in time. For example, where
a hardware component comprises a general-purpose proces-
sor configured by software to become a special-purpose
processor, the general-purpose processor may be configured
as respectively diflerent special-purpose processors (e.g.,
comprising different hardware components) at difierent
times. Software accordingly configures a particular proces-
sor or processors, for example, to constitute a particular
hardware component at one instance of time and to consti-
tute a different hardware component at a different instance of
time. Hardware components can provide information to, and
receive 1nformation from, other hardware components.
Accordingly, the described hardware components may be
regarded as being communicatively coupled. Where mul-
tiple hardware components exist contemporaneously, com-
munications may be achieved through signal transmission
(e.g., over appropriate circuits and buses) between or among,




US 11,842,411 B2

13

two or more of the hardware components. In embodiments
in which multiple hardware components are configured or
instantiated at different times, communications between
such hardware components may be achieved, for example,
through the storage and retrieval of information in memory
structures to which the multiple hardware components have
access.

For example, one hardware component may perform an
operation and store the output of that operation 1n a memory
device to which it 1s communicatively coupled. A further
hardware component may then, at a later time, access the
memory device to retrieve and process the stored output.
Hardware components may also initiate communications
with 1nput or output devices, and can operate on a resource
(e.g., a collection of information). The various operations of
example methods described herein may be performed, at
least partially, by one or more processors that are tempo-
rarily configured (e.g., by software) or permanently config-
ured to perform the relevant operations. Whether temporar-
ily or permanently configured, such processors may
constitute processor-implemented components that operate
to perform one or more operations or functions described
herein. As used herein, “processor-implemented compo-
nent” refers to a hardware component implemented using
one or more processors. Similarly, the methods described
herein may be at least partially processor-implemented, with
a particular processor or processors being an example of
hardware. For example, at least some of the operations of a
method may be performed by one or more processors or
processor-implemented components.

Moreover, the one or more processors may also operate to
support performance of the relevant operations 1n a “cloud
computing”’ environment or as a “‘soltware as a service”
(SaaS). For example, at least some of the operations may be
performed by a group of computers (as examples of
machines including processors), with these operations being,
accessible via a network (e.g., the Internet) and via one or
more appropriate interfaces (e.g., an Application Program
Interface (API)). The performance of certain of the opera-
tions may be distributed among the processors, not only
residing within a single machine, but deployed across a
number of machines. In some exemplary embodiments, the
processors or processor-implemented components may be
located 1n a single geographic location (e.g., within a home
environment, an oflice environment, or a server farm). In
other exemplary embodiments, the processors or processor-
implemented components may be distributed across a num-
ber of geographic locations.

In the exemplary architecture of FIG. 6, the software
architecture 606 may be conceptualized as a stack of layers
where each layer provides particular functionality. For
example, the software architecture 606 may include layers
such as an operating system 602, libraries 620, applications
616 and a presentation layer 614. Operationally, the appli-
cations 616 or other components within the layers may
invoke application programming interface (API) API calls
608 through the software stack and receive messages 612 1n
response to the API calls 608. The layers illustrated are
representative 1n nature and not all software architectures
have all layers. For example, some mobile or special pur-
pose operating systems may not provide a frameworks/
middleware 618, while others may provide such a layer.
Other software architectures may include additional or dii-
ferent layers.

The operating system 602 may manage hardware
resources and provide common services. The operating
system 602 may include, for example, a kernel 622, services
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624 and drivers 626. The kernel 622 may act as an abstrac-
tion layer between the hardware and the other software
layers. For example, the kernel 622 may be responsible for
memory management, processor management (e.g., sched-
uling), component management, networking, security set-
tings, and so on. The services 624 may provide other
common services for the other software layers. The drivers
626 arc responsible for controlling or interfacing with the
underlying hardware. For instance, the drivers 626 include
display drivers, camera drivers, Bluetooth® drivers, flash
memory drivers, serial communication drivers (e.g., Uni-
versal Serial Bus (USB) drivers), Wi-Fi® drivers, audio
drivers, power management drivers, and so forth depending
on the hardware configuration.

The libraries 620 provide a common infrastructure that 1s
used by the applications 616 or other components or layers.
The libraries 620 provide functionality that allows other
soltware components to perform tasks in an easier fashion
than to interface directly with the underlying operating
system 602 functionality (e.g., kernel 622, services 624 or
drivers 626). The libraries 620 may include system libraries
644 (c.g., C standard library) that may provide functions
such as memory allocation functions, string manipulation
functions, mathematical functions, and the like. In addition,
the libraries 620 may include API libraries 646 such as
media libraries (e.g., libraries to support presentation and
mampulation of various media format such as MPREG4,
H.264, MP3, AAC, AMR, JPG, PNG), graphics libraries
(e.g., an OpenGL framework that may be used to render 2D
and 3D 1n a graphic content on a display), database libraries
(e.g., SQLite that may provide various relational database
functions), web libranies (e.g., WebKit that may provide web
browsing functionality), and the like. The libraries 620 may
also 1include a wide variety of other libraries 648 to provide
many other APIs to the applications 616 and other software
components/modules.

The {frameworks/middleware 618 (also sometimes
referred to as middleware) provide a higher-level common
infrastructure that may be used by the applications 616 or
other software components/modules. For example, the
frameworks/middleware 618 may provide various graphic
user interface (GUI) functions, high-level resource manage-
ment, high-level location services, and so forth. The frame-
works/middleware 618 may provide a broad spectrum of
other APIs that may be utilized by the applications 616 or
other soltware components/modules, some of which may be
specific to a particular operating system 602 or platform.

The applications 616 include built-in applications 638 or
third-party applications 640. Examples of representative
built-in applications 638 may include, but are not limited to,
a contacts application, a browser application, a book reader
application, a location application, a media application, a
messaging application, or a game application. Third-party
applications 640 may include an application developed
using the ANDROID™ or IOS™ software development kit
(SDK) by an entity other than the vendor of the particular
platiorm, and may be mobile software running on a mobile
operating system such as IOS™, ANDROID™, WIN-
DOWS® Phone, or other mobile operating systems. The
third-party applications 640 may invoke the API calls 608
provided by the mobile operating system (such as operating
system 602) to facilitate functionality described herein.

The applications 616 may use built 1n operating system
functions (e.g., kernel 622, services 624 or drivers 626),
libraries 620, and frameworks/middleware 618 to create user
interfaces to interact with users of the system. Alternatively,
or additionally, 1n some systems 1nteractions with a user may
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occur through a presentation layer, such as presentation
layer 614. In these systems, the application/component
“logic” can be separated from the aspects of the application/
component that interact with a user.

FIG. 7 1s a block diagram illustrating components (also
referred to herein as “modules™) of a machine 700, accord-
ing to some exemplary embodiments, able to read instruc-
tions from a machine-readable medium (e.g., a machine-
readable storage medium) and perform any one or more of
the methodologies discussed herein. Specifically, FIG. 7
shows a diagrammatic representation of the machine 700 1n
the example form of a computer system, within which
istructions 710 (e.g., software, a program, an application,
an applet, an app, or other executable code) for causing the
machine 700 to perform any one or more of the method-
ologies discussed herein may be executed. As such, the
mstructions 710 may be used to implement modules or
components described herein. The instructions 710 trans-
form the general, non-programmed machine 700 mnto a
particular machine 700 programmed to carry out the
described and 1llustrated functions in the manner described.
In alternative embodiments, the machine 700 operates as a
standalone device or may be coupled (e.g., networked) to
other machines. In a networked deployment, the machine
700 may operate 1n the capacity of a server machine or a
client machine 1n a server-client network environment, or as
a peer machine 1n a peer-to-peer (or distributed) network
environment. The machine 700 may comprise, but not be
limited to, a server computer, a client computer, a personal
computer (PC), a tablet computer, a laptop computer, a
netbook, a set-top box (STB), a personal digital assistant
(PDA), an entertainment media system, a cellular telephone,
a smart phone, a mobile device, a wearable device (e.g., a
smart watch), a smart home device (e.g., a smart appliance),
other smart devices, a web appliance, a network router, a
network switch, a network bridge, or any machine capable
of executing the structions 710, sequentially or otherwise,
that specily actions to be taken by machine 700. Further,
while only a single machine 700 1s illustrated, the term
“machine” shall also be taken to include a collection of
machines that individually or jointly execute the istructions
710 to perform any one or more ol the methodologies
discussed herein.

The machine 700 may include processors 704, memory
memory/storage 706, and 1/O components 718, which may
be configured to communicate with each other such as via a
bus 702. The memory/storage 706 may include a memory
714, such as a main memory, or other memory storage, and
a storage unit 716, both accessible to the processors 704
such as via the bus 702. The storage unit 716 and memory
714 store the mstructions 710 embodying any one or more
of the methodologies or functions described herein. The
istructions 710 may also reside, completely or partially,
within the memory 714, within the storage unit 716, within
at least one of the processors 704 (e.g., within the proces-
sor’s cache memory), or any suitable combination thereof,
during execution thereof by the machine 700. Accordingly,
the memory 714, the storage unit 716, and the memory of
processors 704 are examples of machine-readable media.

As used herein, the term “machine-readable medium,”
“computer-readable medium,” or the like may refer to any
component, device or other tangible media able to store
instructions and data temporarily or permanently. Examples
of such media may include, but 1s not limited to, random-
access memory (RAM), read-only memory (ROM), buller
memory, flash memory, optical media, magnetic media,
cache memory, other types of storage (e.g., Erasable Pro-
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grammable Read-Only Memory (EEPROM)) or any suitable
combination thereot. The term “machine-readable medium”™
should be taken to include a single medium or multiple
media (e.g., a centralized or distributed database, or asso-
ciated caches and servers) able to store instructions. The
term “machine-readable medium” may also be taken to
include any medium, or combination of multiple media, that
1s capable of storing instructions (e.g., code) for execution
by a machine, such that the mstructions, when executed by
one or more processors of the machine, cause the machine
to perform any one or more of the methodologies described
herein. Accordingly, a “machine-readable medium™ may
refer to a single storage apparatus or device, as well as
“cloud-based” storage systems or storage networks that
include multiple storage apparatus or devices. The term
“machine-readable medium™ excludes signals per se.

The I/O components 718 may include a wide variety of
components to provide a user interface for receiving nput,
providing output, producing output, transmitting informa-
tion, exchanging information, capturing measurements, and
so on. The specific I/O components 718 that are included 1n
the user interface of a particular machine 700 will depend on
the type of machine. For example, portable machines such as
mobile phones will likely include a touch mput device or
other such input mechanisms, while a headless server
machine will likely not include such a touch input device. It
will be appreciated that the I/O components 718 may include
many other components that are not shown in FIG. 7. The
I/O components 718 are grouped according to functionality
merely for simplifying the following discussion and the
grouping 1s 1 no way limiting. In various exemplary
embodiments, the I/O components 718 may 1nclude output
components 726 and mmput components 728. The output
components 726 may include visual components (e.g., a
display such as a plasma display panel (PDP), a light
emitting diode (LED) display, a liquid crystal display
(LCD), a projector, or a cathode ray tube (CRT)), acoustic
components (e.g., speakers), haptic components (e.g., a
vibratory motor, resistance mechanisms), other signal gen-
erators, and so forth. The imput components 728 may include
alphanumeric input components (e.g., a keyboard, a touch
screen configured to receive alphanumeric mput, a photo-
optical keyboard, or other alphanumeric input components),
point based input components (e.g., a mouse, a touchpad, a
trackball, a joystick, a motion sensor, or other pointing
instrument), tactile mput components (e.g., a physical but-
ton, a touch screen that provides location or force of touches
or touch gestures, or other tactile imnput components), audio
input components (e.g., a microphone), and the like. The
input components 728 may also include one or more 1mage-
capturing devices, such as a digital camera for generating
digital 1mages or video.

In further exemplary embodiments, the I/O components
718 may include biometric components 730, motion com-
ponents 734, environmental environment components 736,
or position components 738, as well as a wide array of other
components. One or more of such components (or portions
thereol) may collectively be referred to herein as a “sensor
component” or “sensor” for collecting various data related to
the machine 700, the environment of the machine 700, a user
of the machine 700, or a combinations thereof.

For example, the biometric components 730 may include
components to detect expressions (e.g., hand expressions,
facial expressions, vocal expressions, body gestures, or eye
tracking), measure biosignals (e.g., blood pressure, heart
rate, body temperature, perspiration, or brain waves), 1den-
tify a person (e.g., voice identification, retinal 1dentification,
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tacial identification, fingerprint identification, or electroen-
cephalogram based 1dentification), and the like. The motion
components 734 may include acceleration sensor compo-
nents (e.g., accelerometer), gravitation sensor components,
velocity sensor components (e.g., speedometer), rotation
sensor components (e.g., gyroscope), and so forth. The
environment components 736 may include, for example,
1llumination sensor components (€.g., photometer), tempera-
ture sensor components (€.g., one or more thermometer that
detect ambient temperature), humidity sensor components,
pressure sensor components (e.g., barometer), acoustic sen-
sor components (e.g., one or more microphones that detect
background noise), proximity sensor components (e.g.,
infrared sensors that detect nearby objects), gas sensors
(e.g., gas detection sensors to detection concentrations of
hazardous gases for safety or to measure pollutants in the
atmosphere), or other components that may provide 1ndica-
tions, measurements, or signals corresponding to a surround-
ing physical environment. The position components 738

may include location sensor components (e.g., a Global
Position system (GPS) receiver component), altitude sensor
components (e.g., altimeters or barometers that detect air
pressure from which altitude may be derived), orientation
sensor components (e.g., magnetometers), and the like. For
example, the location sensor component may provide loca-
tion information associated with the system 700, such as the
system’s 700 GPS coordinates or information regarding a
location the system 700 1s at currently (e.g., the name of a
restaurant or other business).

Communication may be implemented using a wide vari-
ety of technologies. The I/O components 718 may include
communication components 740 operable to couple the
machine 700 to a network 732 or devices 720 via coupling
722 and coupling 724 respectively. For example, the com-
munication components 740 may include a network inter-
face component or other suitable device to interface with the
network 732. In further examples, communication compo-
nents 740 may include wired communication components,
wireless communication components, cellular communica-
tion components, Near Field Communication (NFC) com-
ponents, Bluetooth® components, Wi-F1® components, and
other communication components to provide communica-
tion via other modalities. The devices 720 may be another
machine or any of a wide variety of peripheral devices (e.g.,
a peripheral device coupled via a Universal Serial Bus
(USB)).

Moreover, the communication components 740 may
detect identifiers or include components operable to detect
identifiers. For example, the communication components
740 may include Radio Frequency Identification (RFID) tag
reader components, NFC smart tag detection components,
optical reader components (e.g., an optical sensor to detect
one-dimensional bar codes such as Universal Product Code
(UPC) bar code, multi-dimensional bar codes such as Quick
Response (QR) code, Aztec code, Data Matrix, Dataglyph.,
Maxi1Code, PDF417, Ultra Code, UCC RSS-2D bar code,
and other optical codes), or acoustic detection components
(e.g., microphones to identily tagged audio signals). In
addition, a variety of mformation may be derived via the
communication components 740, such as, location via Inter-
net Protocol (IP) geo-location, location via Wi-Fi® signal
triangulation, location via detecting a NFC beacon signal
that may indicate a particular location, and so forth.

Where a phrase similar to “at least one of A, B, or C,” “at
least one of A, B, and C.,” “one or more A, B, or C,” or “one
or more of A, B, and C” 1s used, 1t 1s intended that the phrase
be interpreted to mean that A alone may be present 1n an
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embodiment, B alone may be present in an embodiment, C
alone may be present 1n an embodiment, or that any com-
bination of the elements A, B and C may be present 1n a
single embodiment; for example, A and B, A and C, B and
C, or A and B and C.

Changes and modifications may be made to the disclosed
embodiments without departing from the scope of the pres-
ent disclosure. These and other changes or modifications are
intended to be included within the scope of the present
disclosure, as expressed 1n the following claims.

What 1s claimed 1s:

1. A system comprising:

a processor; and

memory coupled to the processor and storing instructions

that, when executed by the processor, cause the system
to perform operations comprising:
recerving, at a server remote from a vehicle, from a first
user’s client computing device in communication with
the system over a network, an electronic communica-
tion including location information from a location
sensor coupled to the first user’s client computing
device, the location information indicating a current
location of the first user’s client computing device;

retrieving, via the server, from a database, avatar infor-
mation for the first user;

determiming, based on the location information, that the

first user 1s traveling in the vehicle;
receiving, via the server, from the first user’s client
computing device and based on determining that the
first user 1s traveling in the vehicle, a make and model
of the vehicle, the make and model having been pro-
vided from the vehicle to the first user’s client com-
puting device via a wireless connection between the
vehicle and the first user’s client computing device;

generating, via the server, a representation of the vehicle
based on the received make and model of the vehicle:

generating, via the server, a media content item compris-
ing a map interface depicting an avatar of the first user
and the representation of the vehicle at the current
location of the first user’s client computing device 1n
the map interface, wherein the map interface 1s gener-
ated based on the location information, the avatar of the
first user 1s generated based on the avatar information
for the first user, and the avatar of the first user 1s
associated with the representation of the vehicle;

causing, via a first transmission from the server to the first
user’s client computing device, the media content 1tem
to be displayed on a display screen of the first user’s
client computing device;

causing, via a second transmission from the seller to a

second user’s client computing device, the media con-
tent 1item to be display on a display screen of the second
user’s client computing device, wherein the avatar of
the first user 1s selectable via the display screen of the
first user’s client computing device; and

presenting the avatar of the first user at a first position 1n

a map 1image included 1n the map interface at a first time
based on the current position, modifying the map
interface to remove the first user’s avatar from the first
position based on a second position of the first user’s
client computing device at a second subsequent time,
updating the map interface based on a second position,
and presenting the avatar of the first user at the second
position 1 the map interface, wherein the system
ceases displaying the avatar of the first user on the map
interface on the display screen of the second computing
device 1n response to one or more of: expiration of a
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predetermined period of time, an mput from the first
user, via the first user’s computing device, to turn ofl
sharing of the first user’s location, and wherein the
media content item comprises a media overlay created
based on a geolocation of the first position and of the
second position, the media overlay comprising an 1den-
tification of a location text, the location text describing
a venue at the current location, the media overlay being
overlaid on or adjacent the venue on top of the map
image.

2. The system of claim 1, wherein the avatar of the first
user 1s selectable via the display screen of the first user’s
client computing device and the display screen of the second
user’s client computing device, and wherein selection of the
avatar of the first user via a respective display screen causes
the system to display the media content 1tem associated with
the first user on the respective display screen.

3. The system of claim 2, wherein an icon associated with
the venue 1s selectable via the display screen of the first
user’s client computing device or the display screen of the
second user’s client computing device, and wherein selec-
tion of the i1con associated with the venue via a respective
display screen causes the system to display a second media
content 1tem associated with the venue on the respective
display screen.

4. The system of claim 1, wherein the system allows
access to the media content item by the second user’s
computing device for a predetermined period of time.

5. The system of claim 1, wherein the avatar of the first
user remains displayed on the map interface displayed on the
display screen of the first user’s computing device subse-
quent to the mput from the first user to turn ol sharing of the
first user’s location.

6. The system of claim 5, wherein the system presents an
icon on the display screen of the first user’s computing
device to indicate the first user’s location 1s not being shared.

7. The system of claim 1, wherein the memory further
stores structions for causing the system to perform opera-
tions comprising:

receiving, from the second user’s client computing

device, an electronic communication containing loca-
tion information from a location sensor coupled to the
second user’s client computing device, the location
information indicating a current location of the second
user’s client computing device;

identifying a second venue based on the location infor-

mation indicating the current location of the second
user’s client computing device; and

retrieving, from the database, avatar information for the

second user, wherein generating the media content item
includes generating an avatar of the second user at the
current location of the second user’s client computing
device on the map interface and an 1con including a
name of the second venue based on the location 1nfor-
mation indicating the current location of the second
user’s client computing device.

8. The system of claim 1, wherein generating the media
content item includes:

receiving, from the computing device of the first user, a

granularity option; and

generating the avatar of the first user on the map within a

predetermined distance of the current location of the
first user’s client computing device based on the
received granularity option.

9. The system of claim 8, wherein the predetermined
distance of the current location of the first user’s client
computing device 1s one of: a precise location of the first
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user’s client computing device based on the location infor-
mation, and a random location within a predetermined area
based on the location information.

10. The system of claim 1, wherein the memory further
stores 1nstructions for causing the system to receive, from
the first user’s client computing device over the network,

authorization from the first user to utilize the location
information.

11. The system of claim 1, wherein the memory further
stores structions for causing the system to perform opera-
tions comprising: determining a current activity of the first
user based on the location information, wherein generating
the media content 1tem 1ncludes depicting the avatar of the
first user engaged 1n the current activity.

12. The system of claim 11, wherein determining the
current activity of the first user includes determining a speed
of the first user’s client computing device based on first
location information from the location sensor at a first time
and second location information from the location sensor at
a second time, the second time subsequent to the first time.

13. The system of claim 1, wherein generating the media
content item includes:

determining, based on the location information, that the

client computing device of the first user has not moved
beyond a predetermined distance from a location for a
predetermined period of time; and

in response to determining the client computing device of

the first user has not moved beyond the predetermined
distance from the location, moditying the media con-
tent 1tem to remove the avatar of the first user.
14. The system of claim 1, wherein generating the media
content 1tem includes 1dentifying the venue associated with
the current location of the first user’s client computing
device and displaying an 1con on the map associated with the
venue.
15. The system of claim 1, wherein generating the media
content item 1includes identifying a wearable device 1n
communication with the client computing device and dis-
playing the avatar of the user wearing a representation of the
wearable device.
16. The system of claim 1, wherein causing, via the server,
the media content 1tem to be displayed on the display of the
second user’s client computing device comprises determin-
ing that the second user 1s included 1n a contacts list of the
first user and displaying the media content item on the
display of the second user’s client computing device without
input from the first user.
17. A computer-implemented method comprising:
recerving, at a server remote from a vehicle, from a first
user’s client computing device in communication with
the system over a network, an electronic communica-
tion including location information from a location
sensor coupled to the first user’s client computing
device, the location mmformation indicating a current
location of the first user’s client computing device;

retrieving, via the server, from a database, avatar infor-
mation for the first user;

determining, based on the location information, that the

first user 1s traveling 1n the vehicle;

recerving, via the server, from the first user’s client

computing device and based on determining that the
first user 1s traveling in the vehicle, a make and model
of the vehicle, the make and model having been pro-
vided from the vehicle to the first user’s client com-
puting device via a wireless connection between the
vehicle and the first user’s client computing device;
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retrieving, via the server, from a database, avatar infor-
mation for the first user;

determining, based on the location information, that the
first user 1s traveling 1n the vehicle;

recerving, via the server, from the first user’s client
computing device and based on determining that the
first user 1s traveling in the vehicle, a make and model
of the vehicle, the make and model having been pro-
vided from the vehicle to the first user’s client com-
puting device via a wireless connection between the

generating, via the server, a representation of the vehicle
based on the received make and model of the vehicle:

generating, via the server, a media content 1tem compris-
ing a map interface depicting an avatar of the first user
and the representation of the vehicle at the current °
location of the first user’s client computing device 1n
the map interface, wherein the map interface 1s gener-
ated based on the location information, the avatar of the
first user 1s generated based on the avatar information

tification of a location text, the location text describing
a venue at the current location, the media overlay being
overlaid on or adjacent the venue on top of the map
image.

. 10 . . . .
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presenting the avatar of the first user at a first position 1n causm%j vidd first transmission from the server to the.ﬁr st
a map image included in the map interface at a first time user’s c.hent computing device, the media content item
based on the current position, modifying the map .. toi be dlsplaye:d on a .dlsplay screen of the first user’s
intertace to remove the first user’s avatar from the first ch.ent computing d;wce,, ST N
position based on a second position of the first user’s causmg,,dwa 4 Se?'mt transmtlissmg rom &1 C Sedgr to a
client computing device at a second subsequent time, secOnd User s clicht computing device, e media con-
updating the map interface based on a second position, tent 1tem.t0 be dlsplay on a d%splay screen of the second
and presenting the avatar of the first user at the second ,, user’s client E:omputlng deflce, Wl}ereln the avatar of
position in the map interface, wherein the system the first user 1s selectable via the display screen of the
ceases displaying the avatar of the first user on the map ﬁrsttpsertﬁ chent_t COI;IFhuugg tdewce;t an%lr ¢ mosition i
interface on the display screen of the second computing PIESCITNG HIE avaral OF TIE LIS USE at & HIST pOSILION 1
device 1n response to one or more of: expiration of a a map image included in the'nilap 111terf:a.1ce.at afirst time
predetermined period of time, an input from the first .. !jased on the current posmon,’ moditying the map
user, via the first user’s computing device, to turn off interface to remove the first user’s avatar from the first
sharing of the first user’s location, and wherein the position baseq ol 4 Si&COIld position of the first user 'S
media content 1item comprises a media overlay created chent‘computmg fiewce at a second subsequent tume,
based on a geolocation of the first position and of the updating th'_a map interface based on a second position,
second position, the media overlay comprising an iden- ,, and presenting the avatar of the first user at the second

position 1 the map interface, wherein the system
ceases displaying the avatar of the first user on the map
intertace on the display screen of the second computing,
device 1n response to one or more of: expiration of a
predetermined period of time, an mput from the first

18. A non-transitory computer-readable medium storing s
istructions that, when executed by a computer system,
cause the computer system to perform operations compris-
ng:

receiving, at a server remote from a vehicle, from a first

user’s client computing device in communication with s,
the system over a network, an electronic communica-
tion including location information from a location
sensor coupled to the first user’s client computing
device, the location information indicating a current
location of the first user’s client computing device; S I T

user, via the first user’s computing device, to turn ofl
sharing of the first user’s location, and wherein the
media content 1item comprises a media overlay created
based on a geolocation of the first position and of the
second position, the media overlay comprising an 1den-
tification of a location text, the location text describing
a venue at the current location, the media overlay being
overlaid on or adjacent the venue on top of the map
image.
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