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600

1

MyTasks.xml

<process name="MyTasks Application' description="" author=
"Application Designer!" created="" revised="">
<trigger view="MyTasks" component="buttonl" event="Select"
5()2.f step="2"/>

<step nr="1" name="Initialize Application™™>
" <operation name="open" value="apps/mytasks gui.xml">
</operation>
614 ~—"<operation name="action" value="#MyTasks">
<component name="button2" action="hide" value="">

612

</component> - 604
</operation>
6l6.~</operation name="bind" value="data/tasks.xml">
61&J/-<compmnent view="MyTasks” name="input3" select=
"/tasks/task/@description"/></component>
</operation>
</step> J
<step nr="2" name="Press Button"'"> )
62qiﬁ<operation name="decision" value="MyTasks#inputd">
622 . _<when test="text() = ''" step="3"/> "~ 606
<otherwise step="4"/>
</operation> |
</step> 7
<step nr="3" name="Add Task"> \

024 “~<operation name="change" value=""data/tasks.xml">
626w<store type="replaceText" select="{#MyTasks#inputd}" g608
value="/tasks/task/fdescription"></store>

</operation>
</step> )
W
<step nr=%"4" name="Show Button'> |
628“/;<operation name="action" value="#MyTasks"> > 610
<component name="buttonl2" action="show" value="">
</component> J

</operation>
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650
MyTasks gui.xml
<view name="MyTasks" title="" author="Application Designer"
created="" revised="" height="500" width="600" opacity="100"
icon="icons/applications/16x16/document new.png" mode="" look=""

position="">
<toolbar name="toolBar3" position="top" dragable="true" tree-
expanded="true>
<buttonbox name="buttonBoxl" text="Button" icon="icons/
objects/24x24 /brushl.png">
</buttonbox>
<toolbar>
<panel type="flow" lock="back" padding="5" height="1003"
width="100%" tree-expanded="true">
<tabstrip name="tabstripd" width="1003" height="100%" tree-
expanded="true'>
<panel name="tabl" type="flow" selected="true" title="Tab 1"
padding="5" height="100%" width="100%" icon="icons/objects/
16x16/brushl.png" tree-expanded="true'>
032—"<button name="buttonl” text="ADD TASK" width="100"
default="true'>
</button>
654 —<button name="button2" text="ENTER VALID TASK” width="100">
</button>
input name="inputd" width="140" height="20">
</input>
_<input name="input3" width="240" height="80">
</input>
</panel>
<panel name="tabl" type="flow" title="Tab 2" padding="5"
height="100%" width="100%" icon="icons/objects/16x16/
brushl.png">
</panel>

<panel name="tab3" type="flow" title="Tab 3" padding="5"
height="100%" width="100%" icon="icons/objects/16x16/
brushl.png">
</panel>
</tabstrip>
</panel>

658

656
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700

702

RSN 7 BN
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ADD TASK

MY TASKS
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1000
INSTANTIATE APPLICATION 1002
\‘ OBJECT
OBTAIN RESOURCES 1004
SPECIFIED IN APPLICATION
PACKAGE

1006

ADDITIONAL
INSTANCE
PERMITTED
2

NO

HANDLE
COMMAND TO
OPEN 1008 YES
APPLICATION
INSTANTIATE INSTANCE 1010
OBJECT
UTILIZE APPLICATION 1012
OBJECT TO OPEN PROCESS

AND Ul XML DOCUMENTS

1014
END

Fig. 10A.
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1300

N

DATA TYPE
RECOGNIZER

RECEIVES CALL TO 1302
OPEN DOCUMENT

IDENTIFY FILE TYPE
OF DOCUMENT
REFERENCED IN
XBIND

304

PASS COMMAND TO
VIEW MANAGER

BASED ON IDENTIFIED 1306
FILE TYPE

INITIATE EXECUTION
OF LOGIC TO OPEN
NEW APPLICATION 1308
VIEW

END 1310
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2512

MESSAGE SERVER

2610

CLIENT ONE 2602
SUBSCRIPTION LIST

26006

FOO.DOC
BAR.DOC

CLIENT ONE < |
USER 3 STATUS

GROUP ONE FOLDER LIST

2612

CLIENT TWO 2604
SUBSCRIPTION LIST

2608 BAR.DOC
GROUP TWO FOLDER LIST
CLIENTTWO | < | USER 3 STATUS
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2512
MESSAGE SERVER
2602
CLIENT ONE (”
SUBSCRIPTION LIST
RANSACTION _FOO.DOC i
TRANSACT ..__._. vopoe
COORDINATOR __BAR.DOC _
USER 3 STATUS
GROUP ONE FOLDER LIST
2604
CLIENT TWO g
SUBSCRIPTION LIST 2704
BAR.DOC
GROUP TWO FOLDER LIST
USER 3 STATUS
2702
CLIENT THREE '
SUBSCRIPTION LIST

BAR.DOC

Fig.27.
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2800
2802 d‘{ﬁh

START A METHOD OF
RETRIEVING A
FOLDERS. XML FILE

2804

A XIOS APPLICATION CREATES A FILE REQUEST FOR A FOLDERS. XML
FILE AND SUBMITS THE FILE REQUEST TO THE DOCUMENT
MANAGER, THE FILE REQUEST COMPRISING A FOLDER ID

THE DOCUMENT MANAGER OBTAINS A XIOS COMMUNICATOR
FROM THE COMMUNICATION MANAGER AND PASSES THE FILE
REQUEST TO THE LOAD FUNCTION OF THE XI0OS COMMUNICATOR

2808

THE XIOS COMMUNICATOR TRANSMITS A REQUEST FOR THE
FOLDERS. XML FILE TO THE APPROPRIATE XML WEB SERVICE OF THE
SERVER-SIDE COMPONENT, THE REQUEST COMPRISING THE FOLDER 1D

(2810
THE SERVER-SIDE COMPONENT J

AUTHENTICATES THE USER, AND ROUTES

THE REQUEST TO THE XML WEB SERVICE

2812

THE XML WEB SERVICE DETERMINES A FOLDER DATABASE THAT
HOSTS THE FOLDER TREE ASSOCIATED WITH THE FOLDER 1D,
BASED AT LEAST IN PART ON THE CONTENT OF THE FOLDER ID

@
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[“2800

THE XML WEB SERVICE QUERIES THE APPROPRIATE FOLDER
DATABASE TO RETRIEVE INFORMATION ASSOCIATED WITH
THE REQUESTED FOLDER, INCLUDING THE FOLDER ACL

2814

I I R R w%‘281 6
THE XML WEB SERVICE ADDS

THE FOLDER INFORMATION

TO THE FOLDERS. XML FILE

2818
THE XML WEB SERVICE QUERIES THE FOLDER DATABASE TO

RETRIEVE INFORMATION ASSOCIATED WITH THE SUBFOLDERS
OF THE FOLDER, INCLUDING AN ACL OF EACH SUBFOLDER

j’ﬁZ 820

FOR EACH
SUBFOLDER OF
THE FOLDER

2822
THE XML WEB SERVICE COMPARES

THE ACL OF THE SUBFOLDER TO THE
ACL OF THE REQUESTED FOLDER
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2824

DOES
THE ACL OF THE
SUBFOLDER MATCH THE
REQUESTED FOLDER

NO YES

2826
THE XML WEB SERVICE ADDS AN XLINK

THAT REFERENCES THE SUBFOLDER TO
THE FOLDERS. XML FILE

ARE
THERE ANY

MORE SUBFOLDERS
2

NO YES

Fig.28C.
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[2800
43

2830

THE XML WEB SERVICE CACHES A COPY OF THE
COMPLETE FOLDERS. XML FILE TO EXPEDITE

FUTURE REQUESTS FOR THE SAME FOLDER

2832

THE XML WEB SERVICE RETURNS
THE COMPLETE FOLDERS. XML
FILE TO THE XIO0S COMMUNICATOR

2834
THE XI10S COMMUNICATOR

PROVIDES THE FOLDERS. XML FILE
TO THE DOCUMENT MANAGER

2836
THE DOCUMENT MANAGER CACHES THE

FOLDERS. XML FILE, AND PROVIDES THE
FOLDERS. XML FILE TO THE XIOS APPLICATION

2838

FINISH |}
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2842 2840“)

4

11 <?xml version="1.0" encoding="UTF-8"7>

2 | <'DOCTYPE folder PUBLIC

3 w_-//iCloud//DTD Folder 1.0//EN"

4 “hitp://www.icloud.com/DTDs/FolderList-1.0.dtd">

5

6 | <folder name="RESEARCH"” i1d="573" type="files’>

7 <folder name="PERSONAL” id="308" type="files”/>

8 <folder name="WORK"” i1id="1732" type="files’>

9 <folder name="BROWSERS” id=79823" type="system” />
10 <folder name=""VIDEO ENCODING” id="238" type="files“ />
11 </ foldexr>

12 <folder name="LETTERS” id=/"12412" type="documents’” />

13 <folder

14

name="EMAIL"
xmins:xlink="http://www.w3.0rg/1999/xlink”

xlink: type="simple”
xlink:href="http://os.icloud.com/folder?id=213948"
xlink:title="EMAIL" />

el S el ol
W O ~F 6y O

</foldexr>

N
-
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2900

2902
A

. START A METHOD OF
RETRIEVING A LIST OF FILES

IN A FOLDER

(2904
A XIOS APPLICATION CREATES A FILE LIST REQUEST AND }

SUBMITS THE FILE LIST REQUEST TO THE DOCUMENT

2906

MANAGER, THE FILE LIST REQUEST COMPRISING A FOLDER ID

THE COMMUNICATION MANAGER, AND PASSES THE FILE LIST
REQUEST TO THE LOAD FUNCTION OF THE XIOS COMMUNICATOR

THE XIOS COMMUNICATOR TRANSMITS THE FILE] 2908
LIST REQUEST TO THE APPROPRIATE XML WEB
SERVICE OF THE SERVER-SIDE COMPONENT

© 2910

THE SERVER-SIDE COMPONENT AUTHENTICATES THE USER,
AND ROUTES THE REQUEST TO THE XML WEB SERVICE,
WHICH CHECKS PERMISSIONS ON THE REQUESTED FOLDER

2912

SERVER CORRESPONDING TO THE REQUESTED FOLDER

ID, AND TRANSMITS A QUERY TO THE INDEXING SERVER

2914
THE INDEXING SERVER QUERIES AN INDEX TO RETRIEVE A

FILE LIST FOR THE REQUESTED FOLDER, AND PROCESSES
THE RESULT WITH RESPECT TO THE ACL OF EACH FILE

[ 2916
THE INDEXING SERVER FORMATS THE LIST OF FILES,
ALONG WITH LIMITED FILE METADATA, AS A FEED AND
RETURNS THE FEED TO THE CLIENT-SIDE COMPONENT

2018
FINISH

Fig.29.
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j 3002 3000

START A METHOD FOR A
CREATING A FILE

3004

A XIOS APPLICATION ON A CLIENT SPECIFIES A FILE
NAME AND A DESTINATION FOLDER FOR THE NEW
FILE, AND INITIALIZES A RAW FILE DATA CONTENT

3006

THE XI10S APPLICATION SUBMITS A FILE CREATION REQUEST TO THE
DOCUMENT MANAGER, THE FILE CREATION REQUEST COMPRISING THE FILE
NAME, THE DESTINATION FOLDER ID, AND THE RAW FILE DATA CONTENT

THE DOCUMENT MANAGER OBTAINS A XIOS COMMUNICATOR | _
FROM THE COMMUNICATION MANAGER, AND PASSES THE FILE || 00%
CREATION REQUEST TO THE XIOS COMMUNICATOR

R i A I 3010
THE XI0OS COMMUNICATOR TRANSMITS A

REQUEST TO CREATE A NEW FILE TO THE XML
WEB SERVICE OF THE SERVER-SIDE COMPONENT

(3012

THE SERVER-SIDE COMPONENT
AUTHENTICATES THE USER, AND ROUTES

THE REQUEST TO THE XML WEB SERVICE

3014

THE XML WEB SERVICE DETERMINES A FOLDER DATABASE THAT
HOSTS THE DESTINATION FOLDER, AND CHECKS THAT THE USER HAS
PERMISSION TO CREATE THE FILE IN THE DESTINATION FOLDER

A
Fig.30A.
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_ 3000
4z y

(3016

THE XML WEB SERVICE CHECKS
IF THE SPECIFIED DESTINATION

FOLDER IS A SPECIAL FOLDER

—3018

TAY
THE SPECIFIED
DESTINATION FOLDER A

SPECIAL FOLDER
2

NO YES

THE REQUEST IS TRANSMITTED TO A SERVER 3019

PROCESS ASSOCIATED WITH THE SPECIAL
FOLDER FOR FURTHER PROCESSING

O

A FILE SERVER ALLOCATES SPACE FOR RAW FILE DATA OF
THE NEW FILE IN A STORAGE LOCATION ASSOCIATED WITH
THE FILE SERVER, AND STORES THE INITIAL RAW FILE DATA

f 3020

© 3022
A FOLDER DATABASE CREATES AN ENTRY FOR THE NE

FILE INTHE FOLDER DATABASE, AND STORES LIMITED
METADATA INFORMATION IN THE FOLDER DATABASE

[ 3024

THE FOLDER DATABASE ASSOCIATES
THE NEW FILE WITH THE SPECIFIED
DESTINATION FOLDER

@
Fig.30B.
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f 3026
THE XML WEB SERVICE
TRANSMITS METADATA FOR THE
NEW FILE TO AN INDEX SERVER

_ _ - _ : — [ 3028
THE XML WEB SERVICE TRANSMITS A NOTIFICATION

TO THE MESSAGE SERVER THAT THE NEW FILE WAS
CREATED IN THE SPECIFIED DESTINATION FOLDER

3030
THE MESSAGE SERVER TRANSMITS AN UPDATE

NOTIFICATION TO EACH CLIENT THAT HAS THE SPECIFIED
DESTINATION FOLDER IN ITS SUBSCRIPTION LIST

THE CLIENT TRANSMITS A REQUEST TO THE MESSAGE
SERVER TO ADD THE NEW FILE TO THE SUBSCRIPTION LIST
OF THE CLIENT, THE REQUEST COMPRISING THE FILE ID

THE MESSAGE SERVER ADDS THE
NEW FILE TO THE SUBSCRIPTION
LIST OF THE CLIENT

[ 3036

FINISH

Fig.30C.
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E/“‘“‘“‘“3100

START A METHOD OF

OPENING EXISTING FILES

I A 13104
- )

* (2] |

| |

| A METHOD OF OPENING AN EXISTING FILE :

| THATIS NOT BEING SHARED IS EXECUTED

| (FIGS. 31B-31C) |

| |

| |

| |

mmmmmmmmmmmmmmm —

- T T T T T T T T T T T T T 3106

A METHOD OF OPENING AN EXISTING FILE
THAT IS BEING SHARED 1S EXECUTED
(FIGS. 31D-31E)

FINISH
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Q f3100

- 3110
A XIOS APPLICATION ON A FIRST CLIENT
REQUESTS A FILE FROM THE DOCUMENT ;
MANA GER THE REQUEST COMPRISING A FILE ID

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

3112
THE DOCUMENT MANAGER OBTAINS A XIOS COMMUNICATOR

FROM THE COMMUNICATION MANAGER AND PASSES THE FILE |
REQUEST TO THE LOAD FUNCTION OF THE XI0OS COMMUNICAT ()R

IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

x [ 3114
THE X108 COMMUNICATOR TRANSMITS A REQUEST FOR THE f
FILE TO AN APPROPRIATE XMIL WEB SERVICE OF THE SERVER-
SIDE COMPONENT, THE REQUES T COMPRISING THE FILEID §

-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

THE SERVER-SIDE COMPONENT
AUTHENTICATES THE USER, AND ROUTES|

THE REQUEST TO THE XML WEB SERVICE

THE XML WEB SERVICE CHECKS THAT THE USER OF THE FIRST CLIENT |
HAS PERMISSION TO OPEN THE FILE, AND SUBMITS THE REQUEST FOR }
THE FILE TO AN APPROPRIATE TRANSACTION COORDINATOR f

rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr
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THE TRANSACTION COORDINATOR INSTRUCTS A |
MESSAGE SERVER TO ADD THE REQUESTED FILE|
TO A SUBSCRIPTION LIST OF THE FIRST CLIENT |

---------------------------------------------------------------------------------------------------------------------------------------------------------

THE TRANSACTION
COORDINATOR DETERMINES IF |
THE FILE IS CURRENTLY SHARED |
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5#%3100

THE FILE

CURRENTLY

SHARED
Z

NO YES

THE TRANSACTION COORDINATOR QUERIES AN
APPROPRIATE FOLDER DATABASE TO DETERMINE
THE FILE SERVER STORING THE RAW FILE DATA

. , 3124
THE TRANSACTION COORDINATOR )

RETRIEVES THE RAW FILE DATA FROM
THE APPROPRIATE FILE SERVER

THE TRANSACTION COORDINATOR RETURNS || 3'%°
THE RAW FILE DATA TO THE XML WEB
SERVICE WITH A SHARED FLAG SET TO FALSE
(3128

THE XM1 WEB SERVICE RETURNS THE RAW FILE ¥
DATA TO THE X10S COMMUNICATOR OF THE FIRST}

CLIENT WITH A SHARED FILAG SET TO FALSE

3129

THE X105 COMMUNICATOR PROVIDES ACCESS TO THE RAW FILE

DATA TO THE DOCUMENT MANAGER, WHICH IN TURN PROVIDES
ACCESS TO THE RAW FILE DATA TO THE X108 APPLICATION

©
Fig.31C.
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[“3 100

3130

A X108 APPLICATION ON A SECOND CLIENT TRANSMITS A FILE REQUEST
10 THE SERVER-SIDE COMPONENT VIA THE DOCUMENT MANAGER AND

THE USER OF THE SECOND CLIENT, AND ROUTES
THE REQUEST TO THE XML WEB SERVICE 3134

THE XML WEB SERVICE CHECKS THAT THE USER OF THE SECOND CLIENT
HAS PERMISSION TO OPEN THE FILE, AND SUBMITS THE REQUEST FOR
THE FILE TO AN APPROPRIATE TRANSACTION COORDINATOR

— — — i} - - . __f“3136
THE TRANSACTION COORDINATOR INSTRUCTS

THE MESSAGE SERVERTO ADD THE FILE TO A

SUBSCRIPTION LIST OF THE SECOND CLIENT

3138

THE TRANSACTION COORDINATOR
DETERMINES THAT THE FILE IS

CURRENTLY SHARED

THE TRANSACTION COORDINATOR QUERIES
THE FOLDER DATABASE TO DETERMINE THE
FILE SERVER STORING THE RAW FILE DATA

[ 3142

RETRIEVES AND CACHES THE RAW FILE
DATA FROM THE APPROPRIATE FILE SERVER

3144
THE TRANSACTION COORDINATOR INSTRUCTS

THE MESSAGE SERVER TO NOTIFY THE FIRST
CLIENT THAT THE FILE IS NOW SHARED
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‘( “““““ -3100

b2

THE TRANSACTION COORDINATOR TRANSMITS

(3146

THE RAW FILE DATA TO THE XML WEB SERVICE
WITH THE SHARED FIAG SET TO TRUE

3148
THE XML WEB SERVICE RETURNS THE |

RAW FILE DATA TO THE SECOND CLIENT
WITH THE SHARED FILAG SET TO TRUE

[“3150

THE MESSAGE SERVER NOTIFIES }
AT LEAST THE FIRST CLIENT
THAT THE FILE IS NOW SHARED

3152
IN RESPONSE TO RECEIVING THE NOTIFICATION, THE
FIRST CLIENT TRANSMITS ANY PREVIOUSLY

UNCOMMITTED TRANSACTIONS TO THE XML WEB SERVICE 3154

THE XML WEB SERVICE TRANSMITS THE UNCOMMITTED TRANSACTIONS
TO THE TRANSACTION COORDINATOR, WHICH COMMITS THE UNSAVED
TRANSACTIONS TO THE CACHED VERSION OF THE RAW FILE DATA

3156

THE TRANSACTION COORDINATOR INSTRUCTS
THE MESSAGE SERVER TO NOTIFY ALL LISTENING
CLIENTS OF THE COMMITTED CHANGES

3158
THE FIRST CLIENT AND THE SECOND CLIENT

RECEIVE THE NOTIFICATION OF THE COMMITTED
CHANGES FROM THE MESSAGE SERVER
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3202 (3200
START A METHOD OF STARTING A A
CLIENT-SIDE COMPONENT OF A
NETWORK OPERATING SYSTEM
(..32 04

)

A BOOT LOADER OF THE CLIENT-SIDE COMPONENT INSTANTIATES
THE SYSTEM CONTEXT OBJECT, WITH I'TS ASSOCIATED MANAGERS,
AND STARTS A COMMUNICATION CHANNEL TO AN XML FILE SYSTEM

THE CLIENT-SIDE COMPONENT) 3206
CHECKS WHETHER A USER IS
ALREADY LOGGED IN

3208

J

TA
THE USER
ALREADY LOGGED

IN
2

NO YES

THE CLIENT-SIDE COMPONENT OPENS L/ 3210
A LOGIN APPLICATION ASSOCIATED

WITH THE COMMUNICATION CHANNEL

THE COMMUNICATION CHANNEL Y/ 3212
PROCESSES USER CREDENTIALS
ASSOCIATED WITH THE USER

THE COMMUNICATION CHANNEL PROVIDES THE USER’S SETTINGS. XML FILE
TO THE CLIENT-SIDE COMPONENT, WHICH PERFORMS THE USER-SPECIFIC
STARTUP SEQUENCE AND MOUNTS ALL SPECIFIED VIRTUAL DRIVES

f 3216
FINISH )

Fig.32A.
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START A METHOD OF
MOUNTING A GROUP

THE CLIENT-SIDE COMPONENT} 3%
STARTS A COMMUNICATION
CHANNEL FOR THE GROUP

THE COMMUNICATION CHANNELY)}/ 3306
PROCESSES USER CREDENTIALS

ASSOCIATED WITH A USER

THE COMMUNICATION CHANNEL OBTAINS THE 3308
GROUP FOLDERS. XML FILE USING A ROOT FOLDER
ID OBTAINED FROM A USER SETTINGS. XML FILE

THE CLIENT-SIDE COMPONENT ADDS A 3310
REFERENCE TO THE GROUP FOLDERS. XML FILE TO

AN EXISTING FOLDERS. XML FILE ON THE CLIENT

3312

THE COMMUNICATION CHANNEL OBTAINS AN AUTOSTART. XML FILE
FOR THE GROUP, IF ONE EXISTS, AND THE CLIENT-SIDE COMPONENT
EXECUTES THE SPECIFIED INSTRUCTIONS OR APPLICATIONS

FINIS '

3314

Fig.55.
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3400
fﬂ34 02 P

START A METHOD OF
GOING OFFLINE

[ 3404
/

THE CLIENT-SIDE COMPONENT OF A FIRST CLIENT SETS

A STATUS OF THE FIRST CLIENT TO AN OFFLINE STATE

BY SENDING A NOTIFICATION TO THE XML WEB SERVICE (3 406

THE XML WEB SERVICE INSTRUCTS THE MESSAGE SERVER TO
SEND A NOTIFICATION TOALL CLIENTS SUBSCRIBED TO THE

STATUS OF THE FIRST CLIENT THAT THE FIRST CLIENT IS OFFLINEY 3408
_ . )

et

THE APPLICATION MANAGER OF THE FIRST CLIENT DOWNLOADS ALL
OQUTSTANDING, NOT ALREADY DOWNLOADED RESOURCES INDICATED
IN THE APPLICATION PACKAGE ASSOCIATED WITH EACH INSTANCE

3410
THE APPLICATION MANAGER OF THE FIRST

CLIENT DOWNLOADS RESOURCES
DYNAMICALLY LOADED BY EACH INSTANCE

3412

THE APPLICATION MANAGER OF THE
FIRST CLIENT DOWNLOADS RESOURCES
ASSOCIATED WITH EACH OPEN VIEW FILE

3414

FIRST CLIENT DOWNLOADS RESOURCES
ASSOCIATED WITH EACH PROCESS

(73416
THE CLIENT-SIDE COMPONENT OF THE

FIRST CLIENT SETS A SYSTEM FLAG THAT

INDICATES THE FIRST CLIENT IS OFFLINE

THE CLIENT-SIDE COMPONENT OF THE FIRST CLIENT QUEUES SUBSEQUENT
FILE OPERATIONS, AND EACH CHANNEL OF THE FIRST CLIENT CACHES
SUBSEQUENT TRANSACTIONS DESCRIBING MODIFICATIONS TO FILES

- 3420
FINISH Y
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/“3.)00

f 3502 P,

START A METHOD OF

COMING BACK ONLINE

THE FIRST CLIENT GOES ONLINE, AND THE CLIENT-SIDE |/ 3504
COMPONENT OF THE FIRST CLIENT SENDS A NOTIFICATION

THE XMIL WEB SERVICE INSTRUCTS THE MESSAGE SERVER TO
SEND A NOTIFICATION TO ALL CLIENTS SUBSCRIBED TO THE 3506
STATUS OF THE FIRST CLIENT THAT THE FIRST CLIENT IS ONLINE

THE TRANSACTION MANAGER OF THE FIRST cLIENT || 3°%%
DOWNLOADS ANY CHANGES TO DOCUMENTS CACHED

ON THE FIRST CLIENT FROM THE XML WEB SERVICE

...... - - : ﬁ3510
THE TRANSACTION MANAGER OF THE FIRST CLIENT |

RESOLVES ANY CONFLICTS BETWEEN THE CACHED
DOCUMENTS AND THE DOWNLOADED CHANGES

1 3512
\«THE TRANSACTION MANAGER OF THE FIRST f

CLIENT TRANSMITS ANY QUEUED FILE
OPERATIONS TO THE XML WEB SERVICE 3514

THE CLIENT-SIDE COMPONENT OF THE FIRST CLIENT CONTACTS THE
MESSAGE SERVER, THROUGH THE XML WEB SERVICE, TO RE-ADD ANY
MONITORED OBJECTS TO THE SUBSCRIPTION LIST OF THE FIRST CLIENT

[ 3516
THE CLIENT-SIDE COMPONENT OF THE

FIRST CLIENT SETS A SYSTEM FILAG THAT

INDICATES THE FIRST CLIENT 1S ONLINE

3518
FINISH

Fig.3)5.
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3602 3600

START A METHOD OF HANDLING A ‘I
REQUEST TO CREATE A NEW FILE IN
AN OQUTBOX SPECIAL FOLDER

3604
A SERVER PROCESS ASSOCIATED WITH AN OUTBOX

FOLDER OF A FIRST USER RECEIVES A REQUEST TO
CREATE A NEW FILE IN THE OUTBOX SPECIAL FOLDER

3606
THE SERVER PROCESS EXTRACTS
AN ADDRESS OF AN INTENDED
RECIPIENT FROM THE REQUEST
[ 3608

THE SERVER PROCESS IDENTIFIES A
SECOND USER ASSOCIATED WITH THE

ADDRESS OF THE INTENDED RECIPIENT

3610
THE SERVER PROCESS

DETERMINES AN INBOX FOLDER

ID OF THE SECOND USER

3612
USING THE INBOX FOLDER ID, THE SERVER PROCESS CREATES f
A NEW FILE IN AN INBOX FOLDER OF THE SECOND USER, THE
NEW FILE CONTAINING THE DATA INCLUDED IN THE REQUEST

3614

FINISH
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3710

<CHAT>
<MESSAGE SENDER="USER A”™>
Hi, Bob!

</MESSAGE>
3906 <MESSAGE SENDER="USER B”>
| Hello, Alice, how are you?

SIMESSAGE> _ _ _ _ _ _ _
| | <MESSAGE SENDER="USER A™> | |
I'm fine, thanks! l

| | </MESSAGE> |

=

<User A>: Hi, Bob! <User A>: Hi, Bob! n
<User B>: Hello, 1 <User B>: Hello, o
Alice, how are you? Alice, how are you? /

=

I
EDyIE O\ //
/ /

3704 3702 3706 2707

Fig.39.
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3710

<CHAT>
<MESSAGE SENDER="USER A">
Hi. Bob!
3906 </MESSAGE>
<MESSAGE SENDER="USER B">

Hello, Alice, how are you?
<IMESSAGE>

___________ | | <MESSAGE SENDER="USERA™> | L___
S 'm fine, thanks! REHES
|| SMESSAGE> _|

3902 3 3904

L] + L
L] ]

] = L |
L] "

[ ] » ]
L] r

- -+ N
L] ]

[ ] + L]
. N

[ ] -+ ]
L] r

] i a
L] ]

L] + L}
] =

] T ]
* "

] = a
L] ]

o i L
L] =

¥

<User A>: Hi|Bob! <User A>:}ii], Bob!

 —
<User B>: H:iljo, ? 3906 <User B>: llo,
Alice, how N. /& you? i / Alice, how./re you?
J[<vsez 7 T Fine, T/ N~ SFser i>r Tom Fine
||| thankst _ _ __ ___ ! || _thankst
7
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BACKGROUND

Computer networks configured to exchange data accord-
ing to common protocols, such as the Internet Protocol
(“IP”), are increasingly used to perform a variety of tasks
between remote systems and users. The connectivity avail-
able from computer networks has led organizations and
others to seek solutions that facilitate participation in col-
laborative processes. In this regard, many existing Web sites,
network portals, and distributed applications allow users to
share data and collaborate 1n various ways. To further
support collaboration, resources are increasingly being made
available as a service of the network. Generally described, a
service refers to software and hardware that are made
accessible from the network separate from any underlying
technologies. Accordingly, a network service 1s frequently
described as being “loosely coupled” to the operating sys-
tem, programming languages, and hardware components on
which the service 1s implemented. As a result, network
services may be combined to create distributed applications
even though different underlying technologies are utilized.

The term “cloud” computing 1s frequently used to
describe the trend toward an increasing number of services
being made available from the network. As network band-
width and connectivity increases, the applications and eco-
nomic ncentives of cloud computing will only continue to
expand. However, existing systems utilize machine-centric
operating systems to manage communications over the
network and facilitate collaboration. In this regard, the core
design ol machine-centric operating systems was estab-
lished prior to the development of computer networks, such
as the Internet. As a result, existing systems are unable to
provide a generalized collaboration environment where net-
work communications are readily integrated into applica-
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2

tions and other aspects of the user experience. Instead,
developing applications that facilitate sharing and partici-
pation 1n collaborative processes remains arduous and ulti-

L ] [y

mately too difficult or expensive for most users and/or
organizations. Therefore, a need exists for a network oper-
ating system that provides more eflective ways of leveraging
the connectivity of computer networks.

SUMMARY

Generally described, the present mvention 1s directed to a
network operating system that provides more effective ways
of leveraging the connectivity of computer networks. In one
embodiment, an XML virtual machine 1s implemented that
accepts high-level application code written mm an XML
programming language as input. Functionality 1s provided to
interpret or translate the application code written 1n an XML
programming language 1nto code that 1s suitable for execu-
tion across computer platforms. Moreover, the XML virtual
machine supports the Model View Controller (MVC) design
paradigm that facilitates true data abstraction from applica-
tions to a common data model. Multi-instance applications,
with each instance potentially supporting multiple views,
may be created and executed.

DESCRIPTION OF THE DRAWINGS

The foregoing aspects and many of the attendant advan-
tages of this invention will become more readily appreciated
as the same become better understood by reference to the
following detailed description, when taken 1n conjunction
with the accompanying drawings, wherein:

FIG. 1 1s an exemplary pictorial depiction of a networking
environment that includes a server-side data center and a
plurality of client computers suitable for illustrating aspects
of the present invention;

FIG. 2 1s an exemplary pictorial depiction of a networking,
environment that includes a server-side data center and a
plurality of client computers suitable for illustrating aspects
of the present 1invention;

FIG. 3 1s a block diagram depicting an exemplary hard-
ware architecture of a computing device suitable for imple-
menting aspects of the present invention;

FIGS. 4A-C are block diagrams of exemplary platform
environments 1n which the present mnvention may be imple-
mented;

FIGS. 5A-B are exemplary block diagrams of a network-
ing environment that includes a server-side data center and
a plurality of client computers suitable for illustrating
aspects of the present mvention;

FIGS. 6A-B depict exemplary process and Ul XML
documents associated with an application suitable to 1llus-
trate aspects of the present invention;

FIGS. 7A-C depict an exemplary graphical display that
visually depicts graphical eclements of the application
described semantically in FIGS. 6A-B;

FIGS. 8A-B are pictorial depictions of components suit-
able to 1illustrate aspects of the invention;

FIG. 9 1s a block diagram with exemplary managers
configured to implement aspects of the present invention;

FIGS. 10A-C are diagrams illustrating an exemplary
application mitiation routine that performs processing to
open an application package in accordance with one
embodiment of the present invention;

FIG. 11 1s an exemplary flow diagram that illustrates a
routine for opening and 1nitiating execution of logic defined
in an application’s process code;
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FIGS. 12A-B depict an exemplary flow diagram that
illustrates an execute method configured to cause operations
In a process step to be executed;

FIG. 13 1s a diagram of an open handling routine that
opens an XML document 1n accordance with one embodi-
ment of the present invention;

FIGS. 14A-14B are diagrams depicting the interactions
between objects that are suitable for illustrating aspects of
the present invention;

FIGS. 15A-B illustrate an action handling routine that
implements functionality in accordance with one embodi-
ment of the present invention;

FIG. 16 1s a diagram of a bind handling routine that binds
an object to the data model 1n accordance with one embodi-
ment of the present mnvention;

FIGS. 17A-B are diagrams depicting a trigger activation
routine that causes application code to be executed in
response to a trigger being activated 1n accordance with one
embodiment of the present mvention;

FIG. 18 1s a diagram of a decision handling routine
configured to perform an evaluation directing the flow of
application execution based on the evaluation;

FIG. 19 1s a diagram of a change handling routine that
depicts the logic for implementing a change operation 1n
accordance with one embodiment of the present invention;

FIGS. 20A-C are diagrams depicting a data update routine
that implements logic for modifying the contents of the data
model 1n accordance with one embodiment of the present
invention;

FIG. 21 1s a diagram of a set rule routine that depicts the
logic for setting a component’s rules 1n the data model 1n
accordance with one embodiment of the present invention;

FIG. 22 1s a diagram of a notify listeners routine that
notifies objects of a data update 1n accordance with one
embodiment of the present invention;

FI1G. 23 1s a diagram of a rendering routine that causes an
application’s view to be rendered in accordance with one
embodiment of the present ivention;

FI1G. 24 illustrates a block diagram suitable for describing
the ways 1n which applications interact with a variety of
exemplary data sources 1n accordance with one embodiment
of the present invention;

FI1G. 25 1llustrates a block diagram suitable for describing,
an XML file system provided by the present invention.

FIG. 26 1llustrates a message server configured to enable
synchronization of data across the network in accordance
with one embodiment of the present invention;

FIG. 27 illustrates additional aspects of the message
server 1n accordance with another embodiment of the pres-
ent 1nvention;

FIGS. 28A-28D illustrate an exemplary method for
retrieving a file from a file system provided by the present
invention;

FIG. 28E 1llustrates an excerpt of an exemplary file that
1s suitable for illustrating aspects of the present imnvention;

FIG. 29 illustrates a method configured to retrieve a list of
files 1n accordance with one embodiment of the present
invention;

FIGS. 30A-30C 1illustrate a method that creates a file
within the XML file system in accordance with another
embodiment of the present ivention;

FIGS. 31 A-31E illustrate a method that opens an existing
file within the XML file system in accordance with another
embodiment of the present invention;

FIGS. 32A-B illustrate logic used to initiate startup of the
network operating system on a client computer 1 accor-
dance with one embodiment of the present mnvention;
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FIG. 33 illustrates a method for mounting a network
operating system group in accordance with another embodi-

ment of the present invention;

FIG. 34 illustrates a method that transitions a client
computer from an online state to an oflline state 1n accor-
dance with one embodiment of the present mnvention;

FIG. 35 illustrates a method of transitioning a client
computer back to an online state when the client computer
has been operating 1n an offline state in accordance with
another embodiment of the present invention;

FIG. 36 illustrates a method of handling a request to
create a new lile 1n a way that facilitates enhanced network
communications 1n accordance with another embodiment of
the present invention;

FIG. 37 illustrates a shared data file utilized with a chat
application that 1s suitable for describing additional aspects
of the present invention;

FIG. 38 illustrates the relationships between components
and the data model utilized by a chat application 1n accor-
dance with another embodiment of the present invention;

FIG. 39 illustrates the updating of a shared data file used
to facilitate a chat conversation in accordance with another
embodiment of the present invention;

FIG. 40 illustrates an exemplary set of communications
performed 1n a chat conversation in accordance with another
embodiment of the present invention;

FIG. 41 illustrates the use of a shared data file 1n per-
forming collaborative communications between multiple
clients:

FIG. 42 depicts the user interface of an exemplary appli-
cation suitable for illustrating additional aspects of the
present invention; and

FIG. 43 depicts the user interface of an exemplary appli-
cation suitable for illustrating additional aspects of the
present invention.

DETAILED DESCRIPTION

Generally described, aspects of the present invention are
directed to a network operating system that facilitates the
development of Internet-scale cloud computing. In an actual
embodiment, the network operating system described herein
utilizes the XML (eXtensible Markup Language) as a gen-
eral-purpose language to represent data. Accordingly, the
examples provided below may describe functionality of the
network operating system with reference to XML structured
data and documents. In this regard, many benefits and
synergies are achieved by using XML 1n this context.
However, those skilled in the art and others will recognize
that the invention may be implemented using other under-
lying technologies, or combinations of technologies, than
described herein without departing from the scope of the
claimed subject matter. Moreover, the illustrative examples
and descriptions provided below are not mtended to be
exhaustive or to limit the invention to the precise forms
disclosed. Similarly, any steps described below may be
interchangeable with other steps or combinations of steps 1n
order to achieve the same result.

Referring to FIG. 1, the following 1s mtended to provide
an overview of a networking environment 100 that may be
used to implement aspects of the present invention. As
illustrated 1n FIG. 1, the networking environment 100
includes the server-side data center 102 that 1s associated
with the servers 104. The networking environment 100 also
includes a plurality of client computing devices associated
with the user 112 including the mobile phone 106, the
desktop computer 108, and the thin client 110. In this regard,
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the server-side data center 102 1s configured to communicate
with the mobile phone 106, the desktop computer 108, and
the thin client 110 via the network 114, which may be
implemented as a local area network (“LAN”), wireless
network, wide area network (“WAN™), such as the Internet,
and the like. As known to those skilled in the art and others,
the computing devices illustrated in FIG. 1 may be config-
ured to exchange files, commands, and other types of data
over the network 114. However, since protocols for network
communication, such as TCP/IP, are well known to those
skilled 1n the art, those protocols will not be described here.

In existing systems, application programs that are avail-
able on one type of computing device may be incompatible
with other types of devices. This incompatibility creates a
variety ol problems. For example, on a general-purpose
desktop computer a user may employ a particular applica-
tion to access e-mail messages. On the other hand, in order
to access e-mail on a limited resource device, such as a
mobile phone, another program with diflerent features and
interfaces may be required. This incompatibility 1s not
conducive to providing a common user experience and
mimmizing the amount of knowledge and skill required by
users. Moreover, excessive development time 1s spent cre-
ating applications for different types of devices even though
many applications implement similar or identical function-
ality.

Aspects of the mvention may be applied 1n a number of
different contexts of which the following 1s only an example.
In one embodiment, a user’s applications and data are
accessible from any type of computing device that 1s enabled
for the network operating system. As illustrated 1in FIG. 1,
the user 112 may connect to the network 114 from the
mobile phone 106, desktop computer 108, or thin client 110.
In response, the server-side data center 102 delivers network
operating system services to the appropriate device. More
specifically, a client-side component of the network operat-
ing system and user applications may be delivered and built
cach time the user connects to the network. Applications
execute locally at the appropriate client computing device
and not on the servers 104. User data may be cached on a
client computing device, but will persist to storage main-
tained by the server-side data center 102. Accordingly,
communications between the client computing devices 106-
110 and the server-side data center 102 are principally
performed to obtain documents and update data. In instances
when a client goes ofl-line, the client-side component of the
network operating system causes data updates to be cached
locally. These updates may be transmitted to the server-side
data center 102 and synchronized with any other changes
when a network connection 1s re-established.

In one embodiment, the network operating system may
provide a common experience across each ol a user’s
computing devices. In this regard, a common desktop appli-
cation 1s delivered and built on disparate types of computing
devices. From the common desktop, all of a user’s applica-
tion programs and data may be accessed. For example, a
single e-mail program enabled for the network operating
system may be accessed by the user 112 from any of the
client computing devices 106-110. Since user data 1s avail-
able from the server-side data center 102 and applications
are delivered as a service, the same applications (e.g., email
program) and data (e.g., e-mail messages) are available
regardless of which computing device 1s being used.

The services provided by the network operating system to
a client computing device may be customized depending on
user preferences and other variables. In this regard, configu-
ration data 1s maintained that defines how or whether certain
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network operating system services will be provided. For
example, a user may establish preferences to have difierent
sets of application programs or data available depending on
the computing device being used. By way of another
example, a user may connect to the network 114 from any
number of access points including an insecure wireless
connection. In this instance, security attributes may be
established so that certain services and/or data are inacces-
sible because of the mnsecure nature of the network connec-
tion. As will be appreciated by those skilled 1n the art and
others, the examples provided above represent only some of
the ways 1n which the network operating system services
may be customized using the present invention.

For the sake of convenience, FIG. 1 illustrates the server-
side data center 102, server computers 104, mobile phone
106, desktop computer 108, and thin client 110, that are
usable 1n the networking environment 100 1n which comple-
mentary tasks may be performed by remote computing
devices linked together through the network 114. However,
the invention may be practiced using other types of client
computing devices such as, but not limited to laptop com-
puters, tablet computers, personal digital assistants (PDAs),
hybrid/embedded devices, set-top boxes, media centers, and
the like. Moreover, those skilled 1n the art and others will
recognize that the mvention may be implemented 1n differ-
ent network configurations and the example depicted in FIG.
1 should be construed as exemplary.

Now with reference to FIG. 2, another networking envi-
ronment 200 that may be used to 1llustrate additional aspects
of invention will be described. As depicted 1n FIG. 2, the
server-side data center 202 may be coupled to a private
network such as the enterprise network 204. In this instance,
additional network operating system services are provided to
the clients 206, 208, and 210 directly over the enterprise
network 204. However the network operating system 1s still
provided and managed from the server-side data center 216,
the enterprise server-side data center 202 1s only providing
additional services. Moreover, the same additional services
may be provided to clients outside the enterprise network
204. In this example, the server-side data center 202 pro-
vides network services to the client 212 over the Internet
214. Similar to the description provided above, the clients
206-212 may be any computing device (mobile phone,
desktop computer, thin client, etc.) enabled for the network
operating system. In yet another embodiment, the networked
operating system may be provided directly by the enterprise
server-side data center 202 together with 1ts additional
services and may or may not (depending on security con-
figurations) allow access to the external server-side data
center 216 outside the enterprise network 204.

The network operating system 1s configured to facilitate
the participation in collaborative processes. One aspect of
the present mvention 1s an XML file system that serves as a
network repository capable of storing any type of data
including XML documents, executables, binaries, multime-
dia, etc. The XML file system may be implemented at the
server-side data center 202 or 216 to manage physical
storage and data access. In addition to conventional file
system functions, the XML file system allows various types
of collaboration spaces to be defined. In an exemplary
embodiment, the types of collaboration spaces supported
include communities, groups, Iriends, as well as subsets
within existing collaboration spaces (e.g., sub-commumnities,
sub-groups, etc.). A root folder in the XML file system
serves as a repository for each community, group, or other
collaboration space that 1s created. Moreover, folders and
files may be created in the XML file system that are
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assoclated with individual users. In another embodiment,
collaboration between different users may be dynamically
enabled without users sharing a collaboration space in the
XML file system. As described in further detail below,
messaging services are provided that allow users to generate
and accept requests to establish a collaboration session 1n
real-time. As such, users may establish new relationships
through dynamically created collaboration sessions even
though an existing collaboration space 1s not defined.

A login prompt may be used to obtain user credentials
when a client-side component of the network operating
system begins executing. To facilitate transparent access,
cach folder associated with the user may be mapped from the
XML file system as a virtual drive on the client. For
example, 1f a user 1s a member of a particular group, the
group folder will appear as a virtual drive on the client. In
one embodiment, a folder in the XML file system includes
XML structured data that defines the shared resources of a
collaboration space. These shared resources may include,
but are not limited to, applications, data documents, access
and security settings, user lists, statistics, calendar, and the
like. The XML file system may also 1n one embodiment act
as a repository and database substitute for one or more
applications executing on the networked operating system
environment. As described 1n further detaill below, data
maintained 1n the collaborative and distributed database may
be automatically synchronized through transaction manage-
ment provided by the present invention. By building appli-
cations utilizing this type of collaborative and distributed
database, applications inherit the characteristics of the data-
base and may readily share data.

Since the XML file system follows an application pro-
gramming interface (API), other embodiments of the server-
side data center 202 are possible. In the regard, other XML
web services may be provided from the XML file system are
desirable 1 cases where abstractions on top of legacy
applications and databases within the enterprise 1s needed to
be able to provide a new application or integrate multiple
applications executing on the networked operating system
environment. The customized implementations of the XML
file system may choose the level of functionality to support.
For example, the support for synchronizing transactions may
be omitted 1n one level of support.

In addition to managing data access, the XML file system
provides an integrated framework for creating and custom-
1zing associations between users 1 a way that facilitates
collaboration by synchromzing data and coordinating trans-
actional control of data updates. For example, an application
along with any associated user data may be shared by a
group ol users (e.g., friends). Both the functionality of the
shared application and associated user data may be repre-
sented 1n XML documents maintained in the group or user
tolder, along with other resources. The XML file system
provides a way for each user to access the shared application
and associated user data. In this way, the shared application
may be delivered and built on multiple clients with each
group member manipulating data from the same group or
user folder.

As mentioned previously, clients outside the enterprise
network 204 (1.e., client 212) may obtain services from the
server-side data center 202. By way of example, an
employee or other user may be provided with access to
enterprise resources when outside the enterprise network
204. Accordingly, the client 212 may be a home computer,
mobile phone, etc. that accesses the server-side data center
202 over the Internet 214. In this regard, those skilled 1n the
art and others recognmize that the networking environment

10

15

20

25

30

35

40

45

50

55

60

65

8

200 may include additional networks than those illustrated
in FIG. 2 and the exemplary configuration 1in FIG. 2 may be
reconfigured 1n many ways to deliver both the network
operating system and additional XML file systems 1n other
ways. For example, the network access point for the client
212 may onginate from a local area network, wireless
network, wide area network, etc. which may also be true for
the server-side data centers 202 and 216.

In another embodiment, clients may obtain different types
of services from the enterprise server-side data center 202
depending on one or more variables. Instead of providing the
same network services to each client, network services may
be configured depending on the location of the client’s
network access point. For example, clients 206-210 that
connect directly to the enterprise network 204 may be
provided with additional customized services specific to the
enterprise. Outside the enterprise network 204, external
services may be delivered to the client 212 (such as a
customer, supplier, employee, or other user related to the
enterprise) from the server-side data center 202. To facilitate
the secure delivery of customized network services,
resources may be allocated by the server-side data center
202 for managing different types of clients. In the embodi-
ment depicted in FIG. 2, the server-side data center 202
includes the hard drive 220 that 1s allocated to provide
customized services to the clients 206-210 inside the net-
work. On the other hand, the hard drive 222 may be
allocated to provide the more generalized services to clients
outside the enterprise network, such as chient 212. In still
other embodiments, the services that are provided to a client
may depend on other variables such as the user credentials,
settings information, type of client, and the like.

In one aspect, the network operating system provides a
more generalized framework for facilitating real-time “busi-
ness-to-business” collaboration. A collaboration space may
be created that allows diflerent enterprises to access
resources Ifrom a common data store. In the example
depicted i FIG. 2, the client 212 may be associated with a
partner enterprise to the enterprise that maintains the server-
side data center 202. In this regard, the clients 1llustrated 1n
FIG. 2 may be operated by users or software agents that
interact with the server-side data center 202. When operated
by software agents, aspects of the invention are effectively
creating an EDI (Electronic Data Interchange) relationship
in which users associated with the enterprise or individually
automatically share resources utilizing the XML file system.
EDI services may also be provided by the publicly available
server-data center 216, depending on security requirements.
A group folder may be created 1n the XML file system that
stores the shared resources of the partnership and/or defines
the business rules of the EDI. Similar to the description
provided above, the group folder may be mapped as a virtual
drive on the client 212, thereby providing transparent access
to shared resources outside the enterprise network 204.
Significantly, the shared application may be delivered as
XML structured data from the server-side data center 202 to
the clients 206-212. Each of the clients 206-212 builds and
executes the application locally, reporting data updates back
to the shared folder or each users private folders in the XML
file system. In one embodiment, the server-side data center
202 1s configured to manage data update coordination so that
multiple clients may access and update the same documents
simultaneously. This coordination may also be performed by
the server-side data center 216 11 the data 1s stored 1n its
XML file system.

In one aspect, the network operating system allows the
clients 206-212 transparent access to external network ser-
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vices. Using an Application Programming Interface (API), a
communicator may be created that abstracts the data han-
dling functions for interacting with any (internal or external)
network service. By way ol example, developers can create
communicators that access network servers hosting XML
Web services, REST services, XML resources, RSS or Atom
teeds, text, csv text, HTML (Hypertext Markup Language)
based Web sites, among others. Referring to FIG. 2, an
instance ol a communicator or “channel” may be instanti-
ated by the client 212 in order to interact with the Web
service 218. In this example, network operating system
services are accessible on a public network (1.e., the Internet
214) to the clhient 212 using the server-side data center 216
as a proxy. Moreover, the Web service 218 1s accessible to
the clients 206-210 using a communicator even though
network operating services are being provided from a pri-
vate network (e.g., the enterprise network 204). In this
instance, the server-side data center 216 serves as the proxy
that manages communications between the clients 206-210
and the Web service 218. Accordingly, clients may use
communicators to abstract data handling functions when
accessing network services. This aspect of the mvention
simplifies application development since developers are not
required to repetitively write code for managing communi-
cations between a client and network service.

While FIG. 2 illustrates an enterprise network 204, those
skilled 1n the art and others will recognize that this 1s merely
exemplary. Instead, the present invention may facilitate data
synchronization and collaboration in other types of network
environments. Accordingly, the description provided with
reference to FIG. 2 1s equally applicable to local area
networks maintained by homes and small business as well as
wide area networks such as the Internet. Moreover, the
examples provided above are made with reference to a
server-side data center 202 that provides distinct network
services to each client 206-212. However, the server-side
data center 202 may be configured to provide network
services that complement the resources or services of
another device or network. For example, a small business
may maintain a network drive for all clients connected to a
local area network. The server-side data center 202 may
provide data storage services to complement the public
network drive at the server-side data center 216 by providing
additional storage or allowing backup 1n the event that a
public network device experiences a failure. By way of
another example, a home network may utilize a media center
computer to provide each local client access to digital media.
To complement the storage of the media center computer, a
virtual drive may be provided by the server-side data center
202 to all devices connected to the home network. In this
regard the virtual drive may be configured to allocate the
actual storage of data between the media center computer
and the server-side data center 202 based on user preferences
or other configuration variables.

Now with reference to FIG. 3, an exemplary hardware
architecture of a computing device 300 will be described.
While FIG. 3 1s described with reference to a computing
device that 1s implemented as a client on the network, the
description below 1s applicable to servers and other devices
that may be used to implement the present invention. More-
over, those skilled in the art and others will recognize that
the computing device 300 may be any one of any number of
currently available or yet to be developed devices. In 1ts
most basic configuration, the computing device 300 includes
at least one central processing unit (“CPU”) 302 and a
system memory 304 connected by a communication bus
306. Depending on the exact configuration and type of
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device, the system memory 304 may be volatile or nonvola-
tile memory, such as read only memory (“ROM”), random
access memory (“RAM™), EEPROM, flash memory, or
similar memory technology. Those skilled in the art and
others will recognize that system memory 304 typically
stores data and/or program modules that are 1mmediately
accessible to and/or currently being operated on by the CPU
302. In this regard, the CPU 302 serves as the computational
center of the computing device 300 by supporting the
execution of instructions.

As further illustrated 1n FIG. 3, the computing device 300
includes a network interface 310 comprising one or more
components for communicating with other devices over the
network. As described 1n further detail below, the present
invention may access basic services that utilize the network
interface 310 to perform communications using common
network protocols. In the exemplary embodiment depicted
in FIG. 3, the computing device 300 also includes a storage
medium 308. However, as described 1n further detail below
with reference to FIG. 4A, network operating system ser-
vices may be accessed using a computing device that does
not include means for persisting data to a local storage
medium. Therefore, the storage medium 308 depicted in
FIG. 3 1s represented with a dashed line to indicate that the
storage medium 308 1s optional. In any event, the storage
medium 308 may be volatile or nonvolatile, removable or
nonremovable, implemented using any technology capable
of storing information such as, but not limited to, a hard
drive, solid state drive, CD-ROM, DVD, or other disk
storage, magnetic cassettes, magnetic tape, magnetic disk
storage, and the like.

As used herein, the term “computer readable media”
includes volatile and non-volatile and removable and non-
removable media implemented 1n any method or technology
capable of storing information, such as computer-readable
instructions, data structures, program modules, or other data.
In this regard, the system memory 304 and storage medium
308 depicted in FIG. 3 are merely examples of computer
readable media.

Suitable 1mplementations of computing devices that
include a CPU 302, system memory 304, communication
bus 306, storage medium 308, and network mterface 310 are
known and commercially available. For ease of illustration
and because 1t 1s not important for an understanding of the
claimed subject matter, FIG. 3 does not show some of the
typical components ol many computing devices. In this
regard, the computing device 300 will typically include
mput devices, such as a keyboard, mouse, microphone,
touch input device, etc. Similarly, the computing device 300
may also mclude output devices such as a display, speakers,
printer, etc. Since all these devices are well known in the art,
they are not described here.

Now with reference to FIGS. 4A-4C, exemplary platiorm
environments 1n which the present invention may be imple-
mented will be described. In this regard, FIGS. 4A-4C
illustrate the hierarchical relationships between platiorm
layers of the computing device 300 (FIG. 3). More specifi-
cally, the platform layers of the computing device 300
illustrated 1n FIGS. 4A-B include a hardware platform 402
on the bottom layer, a machine operating system 404 in the
middle layer, and an application platform 406 on the top
layer. Of course, those skilled in the art will appreciate that
the platform layers of the computing device 300 depicted in
FIGS. 4A-4C are merely exemplary.

Since an exemplary hardware platform 402 of the com-
puting device 300 1s described above with reference to FIG.
3, additional description of these components will not be
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provided here. However, as illustrated 1in FIGS. 4A-4B, the
computing device 300 may include a machine operating
system 404. In this regard, the machine operating system
404 may be from any of the family of general-purpose
operating systems configured to utilize generic hardware
such as Microsoft® operating systems, Apple® operating
systems, UNIX® operating systems, Linux® operating sys-
tem, Nokia® Symbian, Google® Android, etc. Also, the
machine operating system 404 may be an operating system
configured for specialized computing devices that use non-
generic hardware such as thin clients, mobile phones, main-
frames, supercomputers, and the like. Moreover, the
machine operating system 404 may be an operating system
designed to satisiy certain configuration parameters such as
real-time operating systems, embedded operating systems,
etc.

One purpose of machine operating systems 1s to abstract
the details of accessing and otherwise utilizing hardware
resources. Accordingly, machine operating systems almost
all perform basic system tasks, such as managing I/O (1input
and output) with hardware components, memory manage-
ment, task scheduling, etc. In this regard, machine operating,
systems typically offer services to application programs
through an API. Providing services through an API relieves
application developers from having to manage the imple-
mentation details of accessing or otherwise utilizing an
underlying computer platform. Significantly, aspects of the
present invention use the machine operating system 404
only for basic services that are available from all modern
computer platforms. In this regard, services may be utilized
for interfacing with networking hardware and establishing a
network connection to communicate using TCP/IP proto-
cols.

In the embodiment depicted 1n FIG. 4A, the computing
device 300 includes a Web browser 408 that operates at the
top layer of the application platform 406. As mentioned
previously, a client-side component 410 of the network
operating system may be delivered and built on the com-
puting device 300. In the embodiment depicted 1n FIG. 4A,
the client-side component 410 1s configured to operate
within the context of the Web browser 408. In this regard,
the Web browser 408 may be any number of browser
applications configured to communicate with remote
devices using TCP/IP network communication protocols
including, but not limited to, Mozilla Firefox®, Microsoit’s
Internet Explorer®, and the like.

In the embodiment depicted 1mn FIG. 4A, the client-side
component 410 does not directly interact with the machine
operating system 404. Instead, basic services used by the
client-side component 410 are accessed from the Web
browser 408. Those skilled in the art and others will recog-
nize that HT1TP 1s a higher-level protocol than TCP/IP that,
among other things, allows network resources to be
requested/received using a Umform Resource Locator
(“URL”). Typically, Web browsers generate HI'TP requests
in order to obtain Web pages formatted in a markup language
such as the Hypertext Markup Language (HITML), eXten-
sible Markup Language (XML) or formatted using JSON
(“Java Script Object Notation”) and/or JavaScript. In one
embodiment, the Web browser 408 1s used by the client-side
component 410 of the network operating system to perform
network communications using HT'TP and for rendering
graphical elements that are represented in HITML among
other graphical representation technologies available from
Web browsers.

In the embodiment depicted 1n FIG. 4B, the client-side
component 410 of the network operating system directly
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accesses the services of the machine operating system 404
without using a Web browser. Aspects of the present inven-
tion allow applications to be delivered and built on disparate
types of computing devices. However, Web browsers are
typically configured to display graphical elements according
to a pre-determined page size and/or layout. Thus, a general-
purpose Web browser may not be well-suited for rendering
graphical elements on every type of computing device 1n
which the present mvention may be implemented. For
example, using a Web browser to render graphical elements
on a small form factor computing device may be problem-
atic. In this regard, the pre-determined page size and/or
layout anticipated by the Web browser may be too large or
otherwise 1nappropriate given the available form factor. As
illustrated 1n FIG. 4B, the client-side component 410 of the
network operating system may be implemented as a stand-
alone application, or even as a machine operating system. In
this 1nstance, the client-side component 410 1s configured to
perform graphical rendering 1n a way that 1s approprate
given the form factor of the computing device 300 without
using a Web browser. Moreover, in this embodiment, basic
services for performing network communications are
obtained directly from the machine operating system 404 or
built 1nto the client-side component 410.

In the embodiment depicted in FIG. 4C, the computing
device 300 does not include a traditional machine operating
system. Instead, basic services for interacting with the
hardware platform 402 are built into the client-side compo-
nent 410. In this embodiment, the client-side component 410
implements basic system tasks for performing memory
management, task scheduling, and the like. By building
these types of basic machine services into the client-side
component 410, aspects of the present invention may be
readily customized and deployed for use with particular
hardware platiorms. In other words, the client-side compo-
nent 410 may be configured to be independent from the
services oflered by providers of machine operating systems.

As mentioned above, the client-side component 410 may
be delivered as a network service and built each time a user
connects to the network. As 1llustrated 1n FIGS. 4A-4C, the
client-side component 410 1s suitable for being implemented
as a stand-alone application, a machine operating system, or
within the context ol a Web browser. In all of these embodi-
ments, the server-side data center 202 or 216 may provide
application logic to the client-side component 410 as a
service of the network. Accordingly, a limited resource
computing device that does not have a storage medium (e.g.,
hard drive, CD-ROM, DVD, etc.) may be used to access
network operating system services provided by the present
invention. In this regard, the client-side component 410 and
other network operating system data may be cached in
system memory (ROM, RAM, etc.) without persisting to a
local storage medium. As such, applications enabled for the
network operating system do not need to be “installed” on
the computing device 300 as applications may be delivered
as a service.

Now with reference to FIGS. 5A-5B, a description of how
a common data model may be used to deliver network
operating system services in accordance with the present
invention 1s provided. The network operating system sup-
ports the Model View Controller IMVC) design paradigm by
separating application components into different layers,
namely, a model, view, and controller. In an actual embodi-
ment, XML, documents are the “model” or common data
format 1n which information is represented 1n the network
operating system environment. Utilizing a common data
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model (e.g., the XML document) in this context results in
many benefits, as will be clear in the description that
follows.

The networking environment 500 depicted in FIGS.
5A-5B 1ncludes the server-side data center 502 that is
communicatively connected to each of the clients 504 and
506 via the network 508. As described above, the client-side
component of the network operating system may be dynami-
cally delivered to each of the clients 504 and 506 from the
server-side data center 302 or be locally installed on either
of the clients 504 and 506. In either instance, the client-side
component of the network operating system provides an
XML virtual machine 510 that interprets or causes XML
structured applications to be executed on the clients 504 and
506. When delivered as a service, aspects of the present
invention cause the network operating system to “boot” by
delivering a process XML document from the server-side
data center 502. In this regard, the process XML document
provides the logic that describes a startup-sequence for the
clients 504 and 506. As described 1n further detail below, this
process XML document will be executed within the XML
virtual machine 510. The startup-sequence typically instan-
tiates and manipulates a set of objects within the XML
virtual machine 3510 so that other applications may be
executed.

As mentioned above, XML may serve as the “model” or
common format in which application logic and other data 1s
represented in the network operating system environment,
but other models, data formats, and structuring of data may
also be utilized to implement the invention. In one embodi-
ment, XML programming languages that allow applications
to be designed at a very high level of abstraction are
provided. Those skilled 1n the art and others will recognize
that XML 1s a highly structured, transierable, and transform-
able language. As such, representing application logic at a
high abstraction level as XML structured data 1s memory
cllicient and results in compact applications. Specifically, a
platform 1s provided for executing an application’s logic
represented 1n one or more well-formed XML documents.
Application functionality 1s separated according to the MVC
design paradigm thereby eliminating repetitive tasks per-
formed by traditional systems. Accordingly, transmission of
application code from the server-side data center 502 to the
clients 504 and 506 consumes a small amount of bandwidth
when compared to existing systems. Moreover, execution of
the application logic using the present invention, either
climinates or greatly reduces the bandwidth consumed, since
application logic 1s executed using the XML virtual machine
510. Interactions that would have otherwise been handled by
performing a server “round-trip” 1s handled directly on the
clients 504 or 506 without having to request or otherwise
rely on network communications with the server-side data
center 502.

One aspect of the present invention 1s an XML virtual
machine 510 that provides the clients 504 and 506 a platform
and application programming intertace (API) for executing
and developing applications. In this regard, high-level appli-
cation code written in an XML programming language 1s
accepted as mnput and executed locally on the clients 504 and
506 by the XML virtual machine 3510. Functionality 1is
provided to interpret or translate the high-level application
code 1nto interpretable code, byte code, or other lower-level
language that 1s suitable for execution on any platform. In
this regard, the XML virtual machine 310 abstracts the
underlying computer platform and network resources so that
applications may be executed 1n the same way on any type
of computing device. Accordingly, the XML virtual machine
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510 1s completely platiorm and hardware independent and
can be implemented using any number of currently avail-
able, or yet to be developed, programming technologies,
such as, but not limited to, Microsoft NET®, Java, C, C++,
HTML, JavaScript, AJAX, Adobe® Flash, Microsoft® Sil-
verLight, and the like.

Now with reference to FI1G. 5B, additional aspects of how
the common data model 1s used to provide network operat-
ing system services will be described. The networking
environment 500 illustrated 1 FIG. 3B includes the same
components described above with reference to FIG. 5A. In
addition, an XML file system 512 that provides storage and
other network services i1s depicted on the server-side data
center 502. Accordingly, data maintained in the XML f{ile
system 512 may be accessed by the clients 504 and 506
when network operating system services are being provided.
In one aspect, the present invention implements a client-side
cache 514 for managing the storage of documents and other
run-time data on the clients 504 and 506. As illustrated in
FIG. 5B, data stored in the client-side cache 514 1s readily
accessible to the XML virtual machine 510. In one embodi-
ment, the client-side cache 514 enables the XML wvirtual
machine 510 to continue executing applications even if the
network connection 1s temporarily unavailable or 1f a client
504 or 506 goes oflline. By way of example, applications
executing on the clients 504 and 506 may continue to
operate oflline when a user 1s on a bus, train or airplane and
other instances when a network connection i1s unavailable.
As described 1n turther detail below, data changes performed
on the clients 504 or 506 will be synchromized to the XML
file system 512 residing on the server-side data center 512
when the network connection 1s re-established.

As mentioned previously, the present invention provides
programming languages that allow developers to create
applications at a very high level of abstraction. In an actual
embodiment, these programming languages include a pro-
cess XML language, a user mterface (“UI”) XML language,
and an application package XML language. Application
code written 1n these programming languages 1s suitable to
be represented as XML structured data and stored mn XML
documents. In the example illustrated mm FIG. 5B, the
process XML document 516, user interface XML document
518, and application package XML document 520 contain
application code written 1n these programming languages,
respectively. Accordingly, an application may be defined in
one or more XML documents maintained at the server-side
data center 502. Moreover, an application will typically
utilize data documents such as the data XML document 522
also maintained at the server-side data center 502. These
XML documents 516-522 may be accessed by the clients
504 and 506 on demand so that applications may be
executed using the XML virtual machine 510.

In one embodiment, the Ul XML language 1s used to
define an application’s “view” 1n the MVC design paradigm.
In this regard, markup languages were originally developed
to describe the layout of Web pages 1n a way that allowed the
pages to be rendered by a Web browser. The structured
nature of markup languages allowed the appearance of Web
pages to be modified without aflecting the implementation
of the Web browser or other related technologies. In this
regard, the Ul XML language defines the appearance and
behavior of an application user interface 1n accordance with
a schema that complies with XML syntax. Using the Ul
XML language, developers may create applications with the
same graphical elements (1.e., menus, toolbars, drop-down
boxes, and the like) that exist in common desktop applica-
tions. Since the user interface logic does not depend or




US 11,838,358 B2

15

describe its implementation in a way that 1s specific to a
particular chient, the Ul XML language 1s suitable for
developing user interfaces that work across diflerent plat-
forms. Moreover, user 1nterfaces and behavior described 1n
the Ul XML language describe these elements 1n accordance
with the XML syntax at a higher-level of abstraction in
accordance with the MVC design paradlgm Accordingly,
user interfaces and behavior described in the Ul XML
language may be readily transformed or otherwise modified
without impacting other systems. This ability to transform
the Ul XML language allows an application’s functionality
to be customized based on one or more variables. For
example, a transform may be defined to reduce or eliminate
certain aspects of application functionality depending on the
type of device being utilized. By way of another example, a
transform may be defined on the Ul XML language to
remove or restrict certain functionality depending on user
access credentials or for localizing applications for different
languages and/or markets.

In one embodiment, the process XML language 1s used to
define the “controller” component of an application in the
MVC design paradigm. In this regard, the process XML
language allows developers to describe the logic of an
application 1 a set of process steps. Each process step
contains one or more operations that are approximately
equivalent to 1nstructions and/or method calls 1n a traditional
programming languages. In the MVC design paradigm, the
process XML language 1s used as the controller or glue
between the user interface (“View”) logic and the XML data
(“Model”). Accordingly, aspects of the invention enable
application logic to be described using the process XML
language at a higher abstraction level than traditional pro-
gramming languages. In this regard, the user interface logic
(“View”) 1s completely separated from the process XML
logic (*“Controller”). As a result, the data handling functions
that comprise the majority of application code 1n existing,
systems 1s automatically handled by the present invention.
Specifically, using the process XML language, intelligent
data bindings may be defined between the view logic and the
data model. When executing applications, the I/O (input and
output) or data, both to the data model cached locally and to
the remote file system and any remote listeners 1s automati-
cally handled by the network operating system. Since devel-
opers do not provide data handling logic, the applications
created using the process XML language are frequently
developed more quickly and include less application code
than traditional applications. As described 1n further detail
below, the process XML language provides other advantages
for creating and distributing applications in a networking
environment, than described with reference to FIG. 5A.

In addition to the languages described above, an applica-
tion package XML language 1s also provided. The applica-
tion package XML language allows developers to describe
the resources utilized by an application. In this regard, the Ul
and process XML documents that define an application’s
functionality may be 1dentified 1n an application package.
Logic 1n the application package allows developers to pack-
age and distribute an application’s resources to clients 1n a
controlled and secure manner. Moreover, the use of an
application package allows multiple 1nstances of the appli-
cation to be created in a way that enables the XML virtual
machine 510 to ensure intra-application security.

In one aspect, the present invention provides improved
methods for distributing applications and soitware updates
in a networking environment. Using existing systems, an
application 1s typically distributed 1n an executable format
that, when executed, “installs” the application on a comput-
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ing device. An executable typically represents application
logic as machine 1nstructions that are specific to a particular
computing platform. As such, an executable 1s a memory-
intensive representation ol an application that consumes a
relatively large amount of bandwidth when distributed 1n a
networking environment. Accordingly, complex and
resource-intensive systems are required to distribute and
install applications using executables.

Improved methods for distributing applications and soft-
ware updates over the network are integrated into the
network operating system. An application enabled for the
network operating system 1s not “installed” on a client
computing device using an executable. Instead, the present
invention allows application logic to be represented entirely
in XML structured data. When a client establishes a network
connection, an application as represented in one or more
XML documents, may be obtained automatically from a
service provider, which may provide the XML documents
from a local/private server or any Web server on the Internet.
Accordingly, an itegrated framework 1s provided for dis-
tributing applications to clients over the network. In addi-
tion, updates such as “patches” and more recent versions of
an application may also propagate automatically to clients.
In this regard, since application logic 1s represented in XML
documents that are distributed automatically as a network
service, any modifications to the XML documents will also
propagate to clients as a network service. In the network
operating system environment application logic may be
synchronized across the network the same was as any other
data. Since the XML virtual machine 510 and XML file
system 312 are configured to synchronize data and coordi-
nate changes through transaction handling, changes to appli-
cations may be performed in real-time and 1n a collaborative
manner. For example, an application maintained in a shared
folder may be opened and executed on the client 504.
Concurrently, a user associated with the client 506 could
modily the application logic and have the changes automati-
cally propagated to the client 504. The changes to applica-
tion logic would be implemented in real-time and therefore
be readily observed on the client 504 as the changes occur.

As described above with reference to FIGS. SA-5B, an
XML representation of an application 1s distributed by a
service provider and executed on the client using the XML
virtual machine. As a result, clients may continue to execute
applications “ofl

-line” without requiring runtime processing
from the server-side. In this instance, XML documents
representing one or more applications are cached 1n memory
on the client. The XML virtual machine may access these
cached XML documents to continue executing applications
without having a network connection. Moreover, data
updates that occur oil:

-line are also cached and transmitted to
the server-side when a network connection 1s re-establi