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PREDICTIVE SEGMENTATION OF
CUSTOMERS

CROSS-REFERENC.

L1l

This application 1s a continuation application of U.S.
application Ser. No. 15/380,768, filed Dec. 15, 2016 (now
U.S. Pat. No. 10,872,386), which application claims the
benefit of U.S. Provisional Application Ser. No. 62/269,793,
filed Dec. 18, 2015, each of which 1s incorporated herein by
reference in 1ts entirety.

FIELD OF THE INVENTION

This invention relates to a computer algorithm for ana-
lyzing energy consumers.

BACKGROUND OF THE INVENTION

In recent years, energy utility companies have become
ever keener on improving their relationship with a customer
base that has traditionally been disengaged with their elec-
tricity provider. In the past, both energy companies and their
consumers have understood the role of a utility as “keeping
the lights on.” However, current technology trends and
shifting customer attitudes (particularly fueled by the rise 1n
consumer-facing Internet companies that excel at under-
standing and anticipating the preferences of their customers)
have led to an increased interest at utilities to engage with
their customers.

Compounding these trends are the increase 1n data avail-
ability (both high-granularity consumption data collected
through sensing infrastructure such as smart meters and in
other “meta-data” on the consumers themselves) and com-
putational methods (e.g., L1 and Yang (2015), Liu and
Nielsen (2015)) to process this data. As such, energy utilities
increasingly rely on analytic techniques that may provide
them with ways to increase their customer satistaction and
engagement, as well as participation to environmentally-
friendly programs within their customer base. Customer
segmentation 1s a cornerstone ol the marketing toolbox of
organizations large and small as a technique for understand-
ing customers and for identifying ways to act upon that
understanding. It 1s used heavily 1n marketing (a compre-
hensive review 1s 1 Association (2014)), online ads (e.g.,
Yan et al. (2009)), or e-retail (e.g., Bhatnagar and Ghose
(2004)) to name a few applications.

As utilities strive to develop a more personal and modern
relationship with their customers, they’ve enthusiastically
embraced segmentation as a means to tailor their commu-
nications about efliciency measures and other programs as to
increase participation and engagement. Most market seg-
mentation techniques employed in practice focus on the
application of fixed rule-sets. For example, consumers who
live 1n large homes and have children are assigned to a “high
consumption” category, whereas those who subscribe to
environmentalist magazines are ascribed to the “green advo-
cates” group. Typically, these rules stem from counter-
factual or anecdotal experience, behavioral studies, or small-
scale psychology experiments, and are seen as “accepted
fact” 1n practice. Being the result of distilled domain knowl-
edge, such segmentation strategies are certainly valuable
and should inform theory and practice.

The approach described herein provides an improved

approach for segmenting energy consumers.

BRIEF DESCRIPTION OF THE DRAWINGS

In order that the advantages of the invention will be
readily understood, a more particular description of the
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invention briefly described above will be rendered by ret-
erence to specific embodiments illustrated 1n the appended
drawings. Understanding that these drawings depict only
typical embodiments of the invention and are not therefore
to be considered limiting of 1ts scope, the invention will be
described and explained with additional specificity and
detail through use of the accompanying drawings, 1n which:

FIG. 1 1s schematic block diagram of components for
implementing predictive segmentation of customers 1n
accordance with an embodiment of the present invention;

FIG. 2 1s a schematic block diagram of a computing
device;

FIG. 3 1s a process flow diagram of a method for per-
forming predictive segmentation in accordance with an
embodiment of the present invention;

FIG. 4 1s a diagram 1illustrating a decision tree extracted
from customer data;

FIG. 5 1s a plot of a distribution of pattern eflectiveness
vs. number of rules;

FIG. 6 1s a graph showing predictive variables for explain-
ing enrollment of energy customers;

FIG. 7 1s a feasibility matrix for patterns assigned to
segments ol customers;

FIG. 8 1s a plot showing a distribution of overlap among,
patterns;

FIG. 9 1s an example of patterns associated with two
segments;

FIG. 10 1s a plot of lower and upper bounds of segment
cllectiveness with respect to number of iterations;

FIG. 11 illustrates a pattern-to-segment allocation matrix;

FIG. 12 illustrates overlap of segments;

FIG. 13 is another diagram 1llustrating segment overlap;

FIG. 14 1s a listing of segments and corresponding pat-
terns according to the segmentation algorithm;

FIG. 15 are plots showing sensitivity analysis of the
segmentation algorithm with respect to & and m;

FIG. 16 1s a plot of segment effectiveness with respect to
mt; and

FIG. 17 1s a scatter plot of segment effectiveness as a
function of segmentation complexity.

DETAILED DESCRIPTION

This application introduces a predictive segmentation
technique for 1dentifying sub-groups in a large population
that are both homogeneous with respect to certain patterns in
customer attributes, and predictive with respect to a desired
outcome. The motivating setting 1s creating a highly-inter-
pretable and intuitive segmentation and targeting process for
customers of energy utility compamies that 1s also optimal 1n
some sense. In this setting, the energy utility wants to design
a small number of message types to be sent to appropriately
chosen customers who are likeliest to respond to the difler-
ent types of communications. The proposed method uses
consumption, demographics, and program enrollment data
to extract basic predictive patterns using standard machine
learning techniques. The method next defines a feasible
potential assignment of patterns to a small number of
segments described by expert guidelines and hypotheses
about consumer characteristics, which are available from
prior behavioral research. The algorithm then i1dentifies an
optimal allocation of patterns to segments that 1s both
feasible and maximizes predictive power. The method 1s
implemented on a large-scale dataset from a leading U.S.
energy utility, and obtain segments of customers whose
likelihood of enrollment 1s more than twice larger than that
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of the average population, and that are described by a small
number of simple, intuitive rules.

1. Operating Environment and Overview

Referring to FI1G. 1, the methods disclosed herein may be
implemented by the illustrated operating environment 100.
A server system 102, or other type of computer system may
host or access a database 104. The server system 102 may
also be replaced with a desktop or laptop computer or even
a mobile device with suflicient computing power. The data-
base 104 may include customer records 106 for a plurality
ol customers. The methods disclosed herein are described
with respect to energy customers. Accordingly, each cus-
tomer record 106 may include data for a single household or
customer account, which may therefore include data for
multiple individuals living together.

The customer records 106 may 1nclude such information
as 1dentifiers 108a of one or more customers in the form of
names, account numbers, or other umique i1dentifiers. The
customer records 106 may include an address 1085 of the
customer and demographic information 108c¢ for the one or
more individuals associated with the customer record 106,
such as age, income, gender, profession, education level, and
any other mformation that may characterize a customer.

Where the methods disclosed herein are applied to energy
customers, the customer record 106 may further include
usage data 1084, e.g. the number of kilowatt hours used per
year, month, or day. Usage data 1084 may include a daily,
monthly, or seasonal usage patterns obtained from analysis
of power consumption data. In other applications, usage data
1084 could 1nclude usage of another service or purchases of
particular items or supplies.

The customer record 106 may include any other data 108¢
that 1s obtainable with respect to the customer that may be
helptul 1n identifying patterns that describe types of cos-
tumers and customer behavior.

The methods disclosed herein are used to analyze data to
determine patterns of customer data (demographic, usage,
and other) that are predictive of the customer taking a
particular action. In the case of energy customers, this may
include enrollment 1n an energy efliciency program or taking
other actions 1n order to reduce consumption or otherwise
reduce the customer’s environmental 1mpact. Accordingly,
the customer record 106 may further include one or more
adoption status indicators 108/ indicating whether the cus-
tomer has elected to participate 1n a particular program. For
example, the status 108/ may be 1 i1 the customer elected to
participate and 0 otherwise. In other embodiments, the
adoption status may be one of a range of values indicating
a degree of compliance with program guidelines or amount
of money spent on a particular objective.

The database 104 may further store segments 110 that
have a plurality of patterns 112 assigned thereto. Each
segment 110 has an effectiveness 114 that 1s a measure of the
number of customer records that have a positive adoption
status 108/ and that match one of the patterns 112 assigned
to the segment 110.

The segments 110 may be defined by an analysis module
116 that implements the methods disclosed hereinbelow. In
particular, the analysis module 116 may include a pattern
generation module 118a. The pattern generation module
118a 1identifies series of attributes that co-occur in the
customer records. As described below, patterns may be
described with respect to thresholds for the values of various
attributes 1n each customer record. As also described below,
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4

patterns may be generated using a decision tree or other
pattern i1dentification algorithm.

The analysis module 116 may further include a pattern
pruning module 1185. As described below, the pattern
pruning module 1185 may prune patterns that do not meet a
minimum support, eflectiveness, or non-overlapping crite-
ria. The analysis module may include a segmentation mod-
ule 118¢. The segmentation module 118¢ assigns patterns
112 that survive the pruning 1185 to a segment 110 such that
a set of segments 110 1s obtamned where the minimum
cllectiveness 114 of the segments has been increased
through an algorithm that distributes the patterns among the
segments.

FIG. 2 1s a block diagram 1illustrating an example com-
puting device 200. Computing device 200 may be used to
perform various procedures, such as those discussed herein.
The server system 102 may have some or all of the attributes
of the computing device 200.

Computing device 200 includes one or more processor(s)
202, one or more memory device(s) 204, one or more
interface(s) 206, one or more mass storage device(s) 208,
one or more Input/Output (I/0) device(s) 210, and a display
device 230 all of which are coupled to a bus 212. Proces-
sor(s) 202 include one or more processors or controllers that
execute mstructions stored 1n memory device(s) 204 and/or
mass storage device(s) 208. Processor(s) 202 may also
include various types of computer-readable media, such as
cache memory.

Memory device(s) 204 include various computer-readable
media, such as volatile memory (e.g., random access
memory (RAM) 214) and/or nonvolatile memory (e.g.,
read-only memory (ROM) 216). Memory device(s) 204 may
also include rewritable ROM, such as Flash memory.

Mass storage device(s) 208 include various computer
readable media, such as magnetic tapes, magnetic disks,
optical disks, solid-state memory (e.g., Flash memory), and
so forth. As shown i FIG. 2, a particular mass storage
device 1s a hard disk drive 224. Various drives may also be
included in mass storage device(s) 208 to enable reading
from and/or writing to the various computer readable media.
Mass storage device(s) 208 include removable media 226
and/or non-removable media.

I/0 device(s) 210 include various devices that allow data
and/or other information to be input to or retrieved from
computing device 200. Example I/O device(s) 210 include
cursor control devices, keyboards, keypads, microphones,
monitors or other display devices, speakers, network inter-
face cards, modems, lenses, CCDs or other image capture
devices, and the like.

Display device 230 includes any type of device capable of
displaying information to one or more users of computing
device 200. Examples of display device 230 include a
monitor, display terminal, video projection device, and the
like.

Interface(s) 206 include various interfaces that allow
computing device 200 to interact with other systems,
devices, or computing environments. Example interface(s)
206 1include any number of different network interfaces 220,
such as interfaces to local area networks (LANs), wide area
networks (WANs), wireless networks, and the Internet.
Other interface(s) include user interface 218 and peripheral
device interface 222. The interface(s) 206 may also include
one or more peripheral interfaces such as interfaces for
pointing devices (mice, track pad, etc.), keyboards, and the
like.

Bus 212 allows processor(s) 202, memory device(s) 204,
interface(s) 206, mass storage device(s) 208, I/O device(s)
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210, and display device 230 to communicate with one
another, as well as other devices or components coupled to
bus 212. Bus 212 represents one or more of several types of

— -

bus structures, such as a system bus, PCI bus, IEEE 1394
bus, USB bus, and so forth.

For purposes of illustration, programs and other execut-
able program components are shown herein as discrete
blocks, although it 1s understood that such programs and
components may reside at various times 1n diflerent storage
components of computing device 200, and are executed by
processor(s) 202. Alternatively, the systems and procedures
described herein can be implemented 1n hardware, or a
combination of hardware, software, and/or firmware. For
example, one or more application specific integrated circuits
(ASICs) can be programmed to carry out one or more of the
systems and procedures described herein.

Referring to FIG. 3, the server system 102 may execute
the 1llustrated method 300. The method 300 may include
receiving 302 customer data. This may include receiving the
data over a period of time as data 1s gathered with respect to
customers. The data received may include some or all of the
data described above as being included 1n a customer record
106.

The method 300 may further include determining 304
customer adoption status. The adoption status 108/ may be
included 1n the customer records as received or received as
part of a subsequent program of extending an offer to the
customers and receiving responses. In either case, data 1s
manually or automatically provided to the server system 102
that indicates the adoption status for each customer. In some
embodiments, the method 300 may only be executed with
respect to customers that received the ofler.

The method 300 may further include generating 306 an
initial pattern set. For example, generating 306 an initial
pattern set may include traversing a decision tree, as known
in the art, wherein each node of the decision tree 1s an
attribute value or range of attribute values corresponding to
the attributes 1085-108¢ of the customer records 106. An
example decision tree 1s shown in FIG. 5 and the generation
of an 1nitial pattern set 1s described 1n greater detail below
in section 3.2 Extracting Predictive Patterns from Data and
section 5.2 Predictive Patterns Extracted from Data.

The method 300 may further include pruning 308 the
initial pattern set. This may include removing patterns that
do not have suflicient support, 1.e. an msuilicient number of
customer records 106 that match the pattern; patterns that do
not have suflicient eflectiveness, 1.e. an msutlicient number
of customer records 106 that match the pattern and have a
positive adoption status; and patterns having an above-
threshold percentage of matching customer records that also
match another pattern. A more detailed explanation of the
pruning process 1s described below 1n section 3.2 Extracting,
Predictive Patterns from Data and section 5.2 Predictive
Patterns Extracted from Data.

The method 300 may further include assigning 310 pat-
terns to segments according to an algorithm that iteratively
approaches a maximum for the minimum effectiveness of
the segments, where eflectiveness 1s a measure of how many
customer records matching the patterns assigned to each
segment have a positive adoption status. This may include
executing an optimization algorithm, such as described
below 1n section 3.1 Increasing the Minimum Effectiveness.

The segments may then be further processed 312. In
particular, segments may be used for targeted marketing:
advertisements may be formulated and transmitted only to
customers matching the patterns of one segment 1n order to
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increase their effectiveness. The segments may also be used
for visualizing customer behaviors or for any other business
goal.

The algorithm mmplemented by the method 300 1s
described in greater detail below 1n Sections 2 through 3.
Section 4 1includes a summary of prior approaches and
Section S 1llustrates experimental results using actual cus-
tomer data.

Note that the following description 1s of an optimization
algorithm that seeks to maximize the mimnimum eflectiveness
of segments. Accordingly references to “maximum,” “opti-
mal,” “optimized,” “mimimal,” and “minimum” shall be
understood not to refer to an absolute or actual maximum,
optimal, or mimimal values, but rather the maximum, opti-
mal, or mimimum values determined subject to limitations of
the disclosed algorithm and subject to performance of a
finite number of 1iterations of the disclosed algorithm.

Specifically, to “maximize” a value, “maximization” of a
value, and “maximum” of a value shall be understood to
refer to an increase 1n the value as compared to a previous
iteration of the disclosed algorithm or in the absence of
performing the disclosed algorithm, except in cases where a
closed set of values 1s considered and the maximum value 1n
the closed set can be determined with certainty.

To “minimize” a value, “minimization” of a value, and
“mimmimum” of a value shall be understood to refer to a
decrease 1n the value as compared to a previous iteration of
the disclosed algorithm or in the absence of performing the
disclosed algorithm, except in cases where a closed set of
values 1s considered and the minimum value 1n the closed set
can be determined with certainty.

To “optimize” shall be understood to mean to find a value
closer to an absolute optimum value than in the absence of
the disclosed algorithm and shall not be understood to
actually finding the absolute optimum value. Likewise, an
“optimal” value shall be understood to be an approximately
optimum value, where “approximately” refer to limits 1n
representing 1n the accuracy of representing and performing
mathematical operations on numbers, limits in what the
disclosed algorithm can theoretically achieve, and limits 1n
the number of 1terations that can practically be performed.

2. Predictive Segmentation

A transparent and useful segmentation strategy should
achieve the following;

1. internalize existing, valuable domain knowledge and
best practices so that practitioners can easily relate to
and adopt it;

2. be interpretable and intuitive for non-technical program
administrators at energy utilities, as well as useful for
crafting marketing communications;

3. offer certain optimality guarantees in terms of eflec-
tiveness, 1.¢., be highly discriminative with respect to
its purpose of i1dentifying sub-groups whose members
will be more likely to take action than consumers taken
at random from the population at large.

To the first point, much expertise and practical experience
exists at energy utilities that allows them to put forth
hypotheses about certain high-level types of customers that
they wish to identily from among their base. For example,
most experienced program administrators would agree that
“Green Advocate” consumers respond to other types of
communications (emphasizing environmental impact) than
those consumers who are more “Cost Conscious” (who may
be responsive to arguments about monetary savings).
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To the second point, the method may start from existing
domain knowledge that associates certain variables with
each given segment (e.g., “Green Advocates” might be
defined by their income, household type, and level of
education), and 1dentify simple logical rules involving those
variables that lead to the most effective segmentation strat-
egy. Such intumitive segments should allow crafting appro-
priate messaging strategies. For example, consumers 1n the
“Green Advocates” groups will receive messages that
emphasize the environmental aspects of energy savings,
while those consumers in the “High Consumption™ category
will be informed about ways in which they could reduce
their large balls.

The challenge then becomes (as presented in the third
point above) to develop an algorithmic segmentation method
that internalizes the desiderara of points 1 and 2 while
ensuring useful properties of the resulting segments as well
as guarantees that the best possible segmentation satisfying
the imposed structure has been achieved. The desired out-
come 1S to maximize the impact of the marketing commu-
nications on energy effl

iciency program enrollment, 1i.e.,
target those customers that are more likely to enroll. As both
tailoring communications and managing campalgns 1S
costly, there 1s a real incenfive to create messages for small
number of segments, and to have those segments include
consumers who are likely to take action.
2.1. Problem Setting

A population X consisting of N consumers 1s serviced by
an operator (an energy utility company); for each consumer

the utility observes a number of M features xe R that
comprise of both consumption and customer characteristics
(such as socio-demographic and physical building attri-
butes); as such the features data across all consumers 1s

stored in a matrix Xe R The utility also observes, for
each consumer 1, whether he has enrolled 1n any program 1in
the past year, which 1s encoded as a binary variable y:y =1
1if and only 1f customer 1 has enrolled.

The utility wishes to use the data (X, y) to 1dentify K
segments within the population that are “homogeneous”
with respect to the attributes X, with the purpose of inform-
ing, simplifying, and increasing the effectiveness of targeted
communications for demand-side efficiency program enroll-
ment. Based on prior marketing research, the uftility may
have certain hypotheses as to what “types” of customers 1t
services. This prior knowledge 1s assumed to be of the form:

“Green Advocates” have a relatively high income or at

least a college degree.

“Home Improvers” are home owners or own a large

equity share on their home.

Then the data (X, y) can be used to make these hypotheses

specific by extracting a set # of V patterns, # ={P,, .. .,
P, }, that are both descriptive, in that the characteristics of
the consumers they refer to exhibit these patterns, and
predictive, in that the consumers who fall in a certain pattern
are more likely to enroll than a consumer selected at random
from the enfire population. A pattern may therefore be
defined to be a logical expression of the form:

P={xeX|rnx&rnx& ...} (1

where the P’s are base rules (logical statements). Hence a
pattern 1s defined as a succession of conjunctions. Inter-
changeably the pattern may be referred to as the set of
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consumers that follow the logical definition of the pattern.
We consider the base rules to be of the form:

(2)

rix)i=x; =t; or ri(x) i=x; =15,

As such, a base rule is defined by the variable x; (the j-th
variable in x) 1t refers to, a direction (either “>” or “<”’), and
a threshold t; learned from data. We consider a rule P,(¢) to
be consistent with a hypothesis if both the variable and the
direction that define that rule match the hypothesis. Simi-
larly, we define a pattern P to be o-consistent with a
hypothesis if it contains at least 0=>1 rules that are consistent
with the hypothesis.

It 1s useful to define a coverage matrix C that summarizes
the extent to which an item 1 1s covered by pattern m:

(3)

B {1 if pattern P, covers consumer i
~ 10 otherwise '

Cim

The effectiveness of a pattern P may be computed as the
(empirical) enrollment probability of consumers covered by
that pattern:

(4)

g(’) =

> =)
| P| |

With the setup above, we define K segments as collections

of patterns, S, < 7 (#) such that every pattern in each
segment is 0-consistent with the hypotheses that define that

segment. Let Be RMX define the (known) consistency
matrix that describes the allowed relationship between seg-
ments and patterns:

)

b {1 if pattern P, can be included in segment S;C
" =10 otherwise

Finally, a segmentation 1s as the set of individual seg-
ments

iS‘E{ “‘;la U ‘SK}

2.2. Effective Segmentations

Here we consider a segmentation strategy to be effective
if 1t 1s able to discriminate between consumer segments with
respect to the rate of enrollment. That 1s, a good strategy (on
K segments) will identify those segments in the population
that enroll with probabilities q,, k=1, , K that are very
different from (either smaller or greater than) the overall rate
q observed 1n the entire population. For example if the
segmentation consists of K=2 groups A and B, 1t 1s perfectly
effective 1f all consumers 1in A enroll, but no consumer 1n B
enrolls (so q,=1 and qz=0). A perfectly ineffective segmen-
tation 1s one where consumers in A enroll at the same rate as
consumers in B (so q,=qz). Of course, one could always
group consumers mto two segments by havmg all those who
have enrolled in efficiency programs be 1n one of the
segments; however, the challenge 1s to 1dentify patterns in
the consumer characteristics X that lead to interpretable,
intuitive definitions of segments that are also predictive of
enrollment.

(6)
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The effectiveness of each segment may be computed 1n a
similar way to the effectiveness of a pattern as the (empiri-
cal) enrollment probability of consumers 1n that segment:

(7)

A segment 1s thus a good proxy for enrollment 1f 1q,—
q!>>0, where

D M=)

- N

1s the rate of enrollment in the overall population. The
problem we want to solve is to allocate at least ® and T at
most 1t patterns to each segment such that the resulting
segments have desirable effectiveness properties, for
example:

maximize the minimum e

ectiveness:

max ming(S;) (8)

N1, 0% A

ensure an appropriate balance of effectiveness across
segments:

max 9,g(S)H+ . .. +0.9(S), (9)

with O a given weights vector.

For this, define the decision variables z,,(Ze R %) such
that

: {1 if pattern P, is included in segment .Sy (10)
mik — .

0 otherwise

As such, a segment k 1s defined as

(11)

Sk = Uﬂ:z R:IPm

Then the problem becomes to find the values of z_, such
that one of the objectives (8-9) 1s maximized, and the
following feasibility constraints (F,) are satisfied:

Include patterns only in allowed segments Zok < b, Y, k (Fp)
Limit number of pattemns per segment 7z < szk <7, Vk
A pattern can only belong to one segment szk < 1, vk
k
Either selecta pattern or not zmk €10, 1}, VYV m, k

There may be many patterns that are feasible for a given
segment, 1.e., [{P_I|b_,>0}I1>1; moreover patterns may over-
lap (that 1s, the sets of consumers they define are not disjoint,
dm, m', P, WP, , 20). Then the segments in S may overlap
as well, if they happen to contain patterns that overlap in the

customers they describe. This imposes an additional com-

10

plication to appropriately formulating an optimization prob-
lem that addresses (8-9) as well as satisfies the constraints
(FO).
Were the patterns not overlapping, the segment effective-
> ness could be written as:

(12)

EI' ViCimZmik
JHH
di =
EI' CimZmk
JH

»' Cz
11 Cz;

10

HTE;C

dTZk

2

15

where

a=C"y
20

and

d=C"1.
25
However, since pattern overlap can be substantial, the

above expression over counts the consumers that fall into
multiple patterns of the patterns 7. One simplification we
adopt to address this 1ssue 1s to relax the definition of the
coverage matrix C, noting that a consumer who 1s covered
by n different patterns may be considered as having a
fractional coverage of 1/n on each pattern. This translates to

a modified coverage matrix C:

30

35
(13)

» Cim
[ —

im
E | Cim

As such, the modified coverage matrix assigns a weight to
each consumer 1 that indicates the fractional coverage of a
single pattern (g1ving equal importance to each pattern). For
simplicity we refer to this modified matnx still by C.

40

45 3. Computing Predictive Segments

The design of an algorithm to compute predictive seg-
mentations will be determined by the specific form that the
objective function takes (all the constraints are simple linear
ones). Here we focus on the situation where the objective 1s
to allocate allowable patterns to segments such as to maxi-
mize the minimum effectiveness across the K segments—
see Equation (8). This 1s a natural requirement for a program
adminmistrator that wishes to have guarantees about the
minimum effectiveness of his targeted communications
Strategy.
3.1. Increasing the Mimimum Effectiveness

The above formulation in Equation (12) makes use of K
vectors z, that encode the decision variables for each seg-
ment. In order to express the objective and constraints in the
more familiar affine form using a single decision variable
vector we can employ the following notation:

)

50

35

60

(14)

65 Vi =
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-continued
] © ... 1 ...0..0 1 0y (15)
1m E( L pr;rsfrfﬂn mih pr;rsfa‘fﬂn ]
z=(z z4 ...zl ... zZp) (16)

L

with z, v,, and 1 e R P& Then the effectiveness can be
expressed as

ol z (17)

k — ,
! d] z

and the feasibility conditions 1n F, as:

z<vec(B)

1,7o<T Vk

[

i Te<l,Vm

Zmi= 10,1} (F)

[n max-min objective case (8), the optimization tries to
increase as much as possible the lower bound on the
effectiveness across the segments. This results 1n a relatively
homogeneous distribution of the q,s. This situation may be
desirable e.g., when action will be taken on each of the
segments. In this case the optimization problem may be
expressed as:

e (LFIP)

max min —
z l=k<K dk =

subject to z < vec(B)

1z<m Vi

Problem (LLFIP) 1s a generalized (max-min) linear-frac-
tional integer program with linear constraints. This class of

problems has been extensively studied in the literature (see
e.g., Horst and Pardalos (1993), Feng et al. (2011), Schaible

and Shi (2004) for reviews). Following Boyd and Vanden-
berghe (2004) we propose an equivalent formulation of

(LFIP) as a linear-integer programming feasibility problem
(LFIP-F):

Z

subject to (4 —AD)z=0

z—vec(B) =0
1lz-m=<0,VEk
n—-11z<0,vk

Tiz—lﬂ(},\{m

Zmi €10, 1}

where A is a matrix with rows a,” and D is a matrix with
TOWS dkT, for k=1, ..., K. For a given value of A, the above

10

15

20

25

30

35

40

45

50

35

60

65

12

feasibility problem (LLFIP-F) can be solved using standard
mixed-integer programming packages. Although the 1nitial
customer characteristics data can be quite large (here N=1 M
consumers), the number of patterns 1s expected to be much
smaller (M~1,000), as 1s the number of segments (here
K=5). Then a standard package can offer an excellent
out-of-the-box performance. Then a maximum A=max_A
with a corresponding optimum z can be found efficiently
using an iterative bisection Algorithm 1 (see Table 1, below)
that solves a feasibility problem (LFIP-F) at each step.
Starting with a large interval [1,,u,] in which the optimum A*
1s guaranteed to be (here [0, 1]), the algorithm successively
narrows down the interval [1, u], at every step ensuring that

A*¥e [u, b]. This is outlined in Lemma 1 below which builds
upon Patel et al. (2013).

Alegorithm 1. Bisection Algorithm

Algorithm 1. Bisection algorithm for solving problem LFIP-F

Input: Interval [1, u] that contains the optimum A*; tolerance parameter e.
1: whilel <uandlu-12e€do

2. 2 M+i
2

3: z < satisfies LFIP-F(A) p Solve using a standard MIP
solver such as GUROBI

4- if A feasible then
5: u <« A

6: else

7: | « A

8: return z

Lemma 1. The output of algorithm 1 1s an optimal z*
corresponding to A*, the maximum value of A, within a
tolerance €, and within log,(e/€) iterations.

To prove Lemma 1 we must show that the algorithm 1 waill

find a unique value A* that is the maximum feasible value
that A can take. For this, define the feasible set

AE{;L —Aze {0, WK (18)
(A —-—AD)z =0, z < vec(H),

T =
l,z =T,

With this notation we have

AY = sup{d € A},

and the optimal pattern allocation to segment z* corresponds
to A*. By definition the optimum A* is the (upper) transition
point between the feasible set A and the unfeasible set

A={Al e A}

so the following must hold for a tolerance parameter >0

(small):

LAeA=A—€ec A

AEAN=A+eg¢E A
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To prove that Algorithm 1 will find the optimum A* we
need to show that it satisfies the above conditions. We focus
solely on the term containing A in the analysis.

To prove the first condition, we take

Ae A,

and we must prove that

A—ec A,

The fact that A A implies that
Az, 5.6.(A—AD)z, 20

Then for A+e and the same z,, we have
(A—(—€)D) 7, =(A—AD )z, +eDz5 >0.

The second term above 1s positive since €>0 and both D
and z, have only non-zero entries.

To prove the second condition, fix a value A¢ A; then we
wish to show that A+e¢ A for €>0. The fact that A¢ A implies

that #iz, s.t. (A—AD)z>0; as such we must have (A—AD)z<0,
vz for the given value of A. Let z, be the decision variable
vector corresponding to A that produces the largest value of

(A—AD)z and satisfies all the other conditions that define the
feasibility set A. Then

(A—AD)z, 2(A—AD)z,Vze {0,1}V~.

From the infeasibility of A we further have (A—AD)z, <0.
Then for A+e take a decision vector z, ,_ that produces the

largest value of (A—(A+e)D)z. But from before we have
(A—AD)z, >(A—AD)z, including z, ... Then we have for z, , _:

(A-—A+eD)ze = (4 —AD)zye — €Dz e < (A —AD)zy — €Dz, < 0. (19)

Then since (A—(A+€)D)z, , <0, we conclude that A+eg A.
As such, Algorithm 1 will always find a maximally feasible
A* corresponding to an optimum allocation vector z*. More-
over, since with each step the algorithm halves the search
interval [l,u], 1t takes at most

steps to reach the completion condition of lu—lI<e[]. As 1s
readily apparent the optimization algorithm approximates
the optimal solution such that the optimal solution lies 1n the
search window [l,u]<e, which becomes smaller with each

iteration as described above.
3.2. Extracting Predictive Patterns from Data

(Given a set of observations encoded as the feature matrix
X and the binary response (enrollment) vector y, we wish to
extract patterns P that are highly effective (q>>q). For this
we adopt the following approach:

1. Use an ensemble method such as Random Forests or
AdaBoost Hastie et al. (2009) having classification trees as
base learner to generate many decision trees of varying
depths (here we generated trees of up to 3 levels). This step
allows us to construct a list P, of initial patterns that we
obtain by traversing the decision tree to each leaf. Depend-
ing on the level of the trees used as base classifier in the
boosted ensemble, these rules can take varying forms of
complexity, from single statements (trees of depth 1, or
decision stumps) to conjunctions of multiple base rules.

2. Prune the patterns list P, to eliminate those rules that do
not correspond to some set criteria of “quality”. For this
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purpose we shall consider a pattern Pe ¥, as “e
it meets both of these criteria:
Minimum support: IPI>1, 1.e. the number of customers
that match the pattern must be greater than 1, such that
N+1 1s the minimum population matching each pattern.
Here we used n=3500.
Minimum effectiveness: q(P)>{q,. Here we used (=2.
3. Further remove patterns that overlap more than v %
(here v=70%, however values of v between 60 and 75% may
also be used) with other patterns and have a lower effec-
fiveness (. For example, for a pattern P, having matching
customers C, and an effectiveness g, and a pattern P, having
matching customers C, and an effectiveness g, that 1s less
than q,, 1if more than v % of the customers C, are included
in C,, then pattern P, will be pruned since it has lower
effectiveness.

fective” 1f

This procedure results in a pruned set of patterns *.

4. Literature Review

Customer targeting for energy programs has recently
received attention from seemingly disparate literatures in
engineering and computer science, operations management,
and marketing. This work contributes to the larger discus-
sion 1n those fields by providing a simple and transparent
methodology that produces interpretable segments building
on existing domain knowledge at operations and marketing
departments at energy ufilities. Engineering research on
demand-side management has been motivated recently by
the availability of detailed customer data, including fine-
grained consumption readings and socio-demographic infor-
mation. It has typically focused on a few main areas: 1) using
whole-home data (either from smart meters or from custom
instrumentation) to describe consumption patterns of popu-
lations of users with the goal of informing programs such as
taillored time-of-day pricing or smart thermostat controls
Kwac et al. (2013), Albert and Rajagopal (2015); 11) col-
lecting both whole-home and individual-appliance experi-
mental data to reconstruct separate end uses from an aggre-
gate signal Carrie Armel et al. (2013), Kolter and Jaakkola
(2012); and 111) studying average effects of different external
factors (in particular weather) on energy use Houde et al.
(2012), Kavousian et al. (2013), Kavousian et al. (2015).

Most recent literature on energy analytics 1s concerned
with characterizing consumption patterns (load profiling) 1n
an extension of traditional demand-management practices at
utilities that use aggregate demand profiles to inform pro-
grams. A segmentation strategy of consumers by the cost
their consumption behavior poses to the grid has been
proposed in Albert and Rajagopal (2014) as a way to target
those groups of consumers who contribute most to the
volatility 1n demand. A popular topic of study 1s the hetero-
geneity 1n typical daily load profiles (which typically entails
clustering daily user consumption load shapes using off-the-
shelf unsupervised algorithms such as K-Means) that can
later be used for interventions such as differential pricing or
incentives to reduce energy. This approach 1s taken 1n e.g.,
Flath et al. (2012), Rasanen and Kolehmainen (2009),
Figueiredo et al. (2003), Smith et al. (2012), Tsekouras et al.
(2007), Espinoza et al. (2005). Other variations on segment-
ing load profiles based on first learning generative models of
consumption, then clustering the obtained models have been
discussed 1n e.g., Albert and Rajagopal (2013), Alzate et al.
(2009). This line of research 1s however largely descriptive
1in nature, as typically no clear use case 1s provided for the




US 11,823,291 B2

15

identified load patterns—and few programs at utilities cur-
rently exist that can incorporate such information.

On the other hand, the operations management and mar-
keting literatures have seen a growing interest i applica-

16

Table 1 describes several categorical variables of interest.
A large majority of consumers (~80%) own their homes, and
only ~16% rent. The education levels retlect society at large,
with a quarter of consumers having each college degrees and

tions to energy over the past several years. This may have 5 graduate degrees, while half of the consumers have a high
been intluenced by the fact that, at many utility companies, school diploma or less. The “Green Aware” variable sum-
the departl}lent that concerns 1tsel:; m.flth allocating, enrolling, marizes the result of a third-party analysis that takes into
a]ilc_l targeting CONSUMETS Wlﬂ_l efliciency prograins has tra- account factors such as magazine subscriptions, community
ditionally been either Operations or Marketing. involvement, political leaning, atliliations to different orga-

5. Experimental Setup 'Y nizations etc. to result in an inferred level of interest in

environmental matters.
51 The Customer Characteristics Data | Table 2 summarizes .several more numerictal variables of
The data that we used in this application was obtained interest. The average bll‘ﬂ:l year 1s 1957, which suggests a
from a large energy company in the U.S. Northeast and was 15 baby-onmeI: demographic. The AVerdse family in the
comprised of ~100 socio-demographic and building charac- sample lives 1n a large home (6 rooms) with a tenure of more
teristics, as well as monthly energy consumption readings than 12 years.
across two years for N=957,150 consumers. After standard 5.2, PI'(:‘:dI-CTIVE: Patterns Extracted from Data ,
data cleaning procedures, 43 variables of interest were Predl.ctwe rqles Wete §xtracted.fr0m the Flata 45 desqul?ed
selected that had at least 80% valid entries across the entire 20 above i Section 3 {ﬁjer pruning, the list of predictive
population. Out of those, 19 variables were categorical and patterns (whose eflectiveness was at least 2><q0~0.105 and
24 were numerical variables. Converting the categorical that had a support of at least n=500) contained MU:2’965
variables to binary dummy variables one obtains the final patterns of up to 5 basg rules each (1852 patterns with 5 .base
dataset of P=304 wvariables. Overall, 48,310 consumers, tules, 963 patterns with 4 base‘ rules, 143 patterns with 3
corresponding to a fraction q,=4.9%, had enrolled 1n any >3 !Jase rules, and 7 patterns with 2 base‘ rules). FIG. 4
energy efficiency program in the two years prior to the data illustrates an example‘decilslon tree of hf?lght 3 ext}'acted
collection. from the data. The highlighted pattern 1s a path i the
decision tree starting from the root for which the eflective-
TARLFE 1 ness (propqrtign o.f posifive Samplias).is 8%. FIG. 5 1llus-
,, lrates the distribution of pattern eflectiveness q(R) for pat-
Example Categorical-Valued Customer Characteristics tern of different COmPIEXities (2'5 base rules) tor the Mgzza
965 patterns extracted from the data. As expected, the
Level Percentage distribution exhibits an exponential behavior, with many
Variahle Rehavioral Greens 570/, patterns of lower eflectiveness, and fewer highly-effective
GreenAware Think Greens 21% patterns.
Potential Greens 147 " The top 20 most important variables for predicting enroll-
Combined Ef;iﬁf;s éé,;z ment are listed in FIG. 6. These include the amount of
Momeowner R enter 209 ownership on the house (loan to value ratio, available
Education High School Diploma 25% equity), the size of the house and of the family living there,

Bachelor Degree 227 and measures of family income, among others. This suggests

S;i?;aézli‘;gje f::’,;z " that enrollment depends on the perception of financial

Less Than Highl School Diploma 9/, commitment and ability as pertains to improvements to the

Marital Status Single 54% house. The present analysis only considered enrollment into

Married 2% any energy efficiency programs; it is likely that analyzing

Home Heat Ind Egﬂjffr gg:’f’ specific programs geared towards more specific types of
Electric&Other 4.:3,2 * consumers will yield more refined distinctions 1n the 1mpor-

Spouse Gender Code  Female 75% tant variables (such as rebates for insulation as opposed to
Male 25% e ‘

Presence of Child Inferred No Children Preselnt 72% gfél Cﬁg;;(ﬁgﬁilglc;?nerns to Segments

Age 0-18 Confirmed Presence of Children 27% _ _ _

No adult in household 19 50 Segments were dtj-ﬁnejd using resulifs of prior behawf:}%*al
research and extensive interaction with the energy utility
that provided the data. The utility wished to identify con-

TABLE 2
Example Numerical-Valued Socio-Demographic
and Building-Related Customer Characteristics
mean std I 25% 50% 75% max

Length of Residence 12.3 11.9 0.0 3.0 8.0 19.0 64.0
Number of Adults 1n 2.2 1.4 0.0 1.0 2.0 3.0 8.0
Household
Birth Year 1957 13.0 1880 1951 1960 1963 1995
Year Built 1937 38.0 1900 1900 1925 1973 2014
Home Total Rooms 0.8 2.7 1.0 6.0 6.0 7.0 41.0
kWh annual 8661.6 R659.4 0.0 39525 6848.6 11160.0 1103400.0
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sumers falling into a small number of segments that 1t had
already defined based on 1ts own internal expertise and
research, as well as independent third-party behavioral and
marketing studies such as Frankel et al. (2013). As described
in Section 2 above, the purpose of the segments was
twotold: 1) crafting a small number of marketing commu-
nications such as standardized emails with appropriate infor-
mation and framing for each segment, and 11) identifying
consumers corresponding to each segment that were likely
to enroll 1n an energy efliciency program.

Based on this prior art, the utility believed that consumers
fall mto K=5 segments: “Green Advocates™, “High Con-
sumption”, “Home Improvers”, “Cost Conscious,” and
“Cultural Drivers.” The segment meaning that encode this
hypothesis are summarized 1n Table 3. Given these segment
definitions, potential patterns P from P, were associated to
the different segments by ensuring that each pattern P was
6-consistent (see Section 2) with the hypothesis about the
meaning ol the respective segment. That 1s, for a given

segment S those rules Pe ¥ , were found that contained at
least 0 base rules P, €R that matched both in the variable j
and 1n the direction (either greater than or smaller than a

threshold learned from the data). The resulting set of pat-
terns P contained M=219 patterns. Not all consumers were

covered by the reduced set of patterns 7, with N=|
Uiper PI=614,830 (64% of the original sample), but 89% of
the enrolled U pep consumers were included in the reduced
set.

TABLE 3
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6. Results

Algorithm 1 was used to obtain an approximately optimal
feasible allocation of patterns to segments 7 1n the case
where (=5, m=1). The algorithm narrows the search region

from [0, 1] (of width €,) 1n until convergence 1n 14 itera-
tions, when lu-1l<e=10"'*. Accordingly, the allocation of
patterns to segments Z approximates the optimal solution
within e=107'*. The bisection search process is illustrated in
FIG. 10, which shows finding a maximum lower bound A on
segment elflectiveness by iteratively solving a feasibility
problem (LFIP-F) with =5 and =1. The resulting optimal
allocation matrix Z for m=5 and =1 is displayed in FIG. 11.

There, the horizontal axis orders patterns by an arbitrary 1D
number 1n the same format as that used in FIG. 10 to
represent the allowable assignment matrix B. The algorithm

has selected a small number of patterns with the best

cllectiveness properties and that satisiy the constraints in
(Fo).

The optimal solution contains 10 patterns spread out
across the 5 segments. Table 4 summarizes the effectiveness
and size of the resulting segments. The final effectiveness
numbers are all greater than 2xq,, with consumers assigned

to one segment (“Cultural Drivers”) enrolling at almost three
times the rate in the overall population.

Segment Definition and Association Patterns Extracted from Data.

Segment Meaning # Variables # Patterns

High Consumption Large annual or monthly kWh 7 79
True Brown

Cost Conscious Small home 20 24

Low income

Non-professional

Home ownership 1s relevant

Marital status 1s relevant

Home owner 8 5
Large financial stake in home

Long-term occupant

Horne Improver

Green Advocate  Educated (college or above) 17 50
High income
Professional occupation

Cultural Drivers  Ethnicity is relevant 90 62

Language 1s relevant
Religion 1s relevant

The number of patterns obtained for each segment, as well
as their coverage (number of consumers 1n the pattern) are
also listed in Table 3. While the number of patterns 1s smaller
than the 1nitial ~3000, 1t 1s still a non-trivial task to select a
small enough number that approaches maximum eflfective-
ness. The association matrix B that encodes the pattern-to-
segment assignment feasibility is illustrated in FIG. 7. Some

patterns may belong to multiple segments, as illustrated in
FIG. 8. There, the distribution of the number of patterns that
cover users 1s plotted. Most users are covered by a small
number of patterns; however, there are a small number of
users that simultaneously fall into more than 50 patterns.

Two examples of rules extracted from the data and
assigned to segments “High Consumption” and “Cost Con-
scious” are displayed 1in FIG. 9. The patterns assigned to
“High Consumption™ contain at least 6=1 base rules that
involves a condition that consumption be greater than a
given threshold value.

Coverage
8.2% 416018
8.3% 431020
10.2% 81340
8.3% 373834
9.1% 303146
50
TABLE 4
Effectiveness vs. Size of Segments
High Cost Home Green
consump- Con- Im- Ad- Cultural
R tion sclous prover vocate Drivers
q(S;) 0.101 0.120 0.123 0.104 0.145
S 119520 113310 63768 141304 7881
60  FIG. 12 shows examples of the overlap between seg-
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ments. This overlap 1s induced because the patterns them-
selves that make up the segments may and do overlap in the
customers they cover. Segment overlap 1s however a natural
concept in reality, as consumers may have certain traits that
may ascribe them to one segment (such as “Cost Con-
scious”), while other traits are shared with consumers 1n a
different segment (such as “Home Improver”). The segmen-
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tation technique transparently accounts for this situation. A
more exhaustive view of segment overlap 1s presented in
FIG. 13 as a network plot. There, each segment 15 repre-
sented as a node of a size proportional to the number of
customers 1n that segment; the weight of the links between
the segments represents the pairwise overlap of the seg-
ments. As the constraints are changed from (m=4, n=1) (left
panel) to (=5, m=2) (right panel), the structure of the
segmentation changes as more patterns are used to construct
some of the segments.

Note that “segments” are constructs that are defined by
the program administrator so as to aid with creating and
managing communications that differentiate among con-
sumers to some extent while keeping operational cost and
complexity low. They uncover some heterogeneity, but at the
same time do not allow for fully tailoring an intervention
down to the individual. Imposing that every consumer
belong to one segment only imposes unrealistic assump-
tions, which this approach circumvents.

FIG. 14 includes a list of the patterns defining the seg-
ments that correspond to the optimal pattern allocation for (
=5, 1=2). The hypotheses in Table 3 about the meaning of
cach segment are enriched with specific information such as
thresholds t; (defining precisely what “high” and “low™
mean) and additional base rules. For example, one type of
“Home Improvers” who enroll in energy elliciency pro-
grams at a high rate are South Asians who earn more than
$75,000 a year, and who own an equity on their house of
more than $306,870. Similarly, one type of “Green Advo-
cates” are families that earn more than $75,000 a year,
making at least two and a half times the average income
level for their state, who have children, and don’t live 1n
multi-family accommodations. The patterns in each segment
may then be used to design marketing communications
specific to that segment, as to include elements which
consumers 1n that segment are seen to be responsive. More-
over, the specificity of the patterns (in terms of thresholds
learned from data) allows to target those consumers that are
most likely to enroll.

From the discussion above 1t 1s clearly apparent that the
structure of the segmentation obtained depends strongly on
the nature of the constraints, specifically on the values of 6
and w. To study this dependence, Algorithm 1 was run for a
orid (m, ) where 1=<rt<9 and 1<m<r. The optimum value of
the objective A*(m, m) and the number of patterns selected
for the segmentation are illustrated i FIG. 15. The best
results are obtained when m=1 (so the algorithm does not
force more patterns into segments than necessary). Good
results (A*=~12%) are shown to be obtained for moderate to
large values of  (4-8) and low values of it (1-3). These maps
thus offer a guideline of how to trade off model complexity
and segmentation eflectiveness.

For a given value of &, the variation of the objective A*
and the individual segment -eflectiveness values q,
k=1, . .., K, with t was observed. Then this can serve as
tuning parameter for the complexity of the resulting seg-
mentation, which can be designed to accommodate desired
cllectiveness values of individual segments of interest. This
1s 1llustrated 1n FIG. 16 for a value of m=2. For example, 1
the emphasis falls on “Cultural Drivers,” a segmentation
with w&{3, 4, 5} is preferred. Note that for all values of k,
q, 1s distinctly greater than A*.

Lastly, the dependence of individual segment eflective-
ness on the segmentation complexity (total number of pat-
terns selected across segments) 1s 1llustrated in FI1G. 17. This
highlights the best possible eflectiveness values that can be
achieved for a fixed, given value of segmentation complex-
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ity. For example, 11 the efliciency program manager wishes
to select a total number of patterns between 20 and 25, he

can expect the optimum eflectiveness of the “Cultural Driv-
” segment to always be greater than that of the “Cost

ers
Conscious” segment. For that range of m, the “Home
Improvers,” “Green Advocates” and “Cultural Drivers™ all
have an effectiveness value around 11%.

7. Conclusions

This application introduced a method for programmati-
cally constructing interpretable, predictive segmentations of
energy consumers. The predictive segmentation problem
was formulated based on first extracting predictive patterns
(conjunctions) from data, then optimally allocating the pat-
terns to segments. The segments were defined using prior
behavioral and marketing research at an energy utility. The
optimal allocation was formulated as solving a generalized
(max-min) linear-fractional integer program with linear con-
straints. To solve this program, an eflicient bisection algo-
rithm was used. The method was used to 1dentily optimally
predictive segments in a population of ~1 M electricity
consumers of a large U.S. energy utility. Optimal sub-sets of
consumers were i1dentified whose characteristics aligned
with the general hypotheses of the utility about the types of
consumers 1t services, and who enrolled at least at double the
enrollment rate of ~5% 1n the overall population. These
segments represent consumers that the utility may crait
appropriate messages to, and for which are more eflective
and economical to target.

In the above disclosure, reference has been made to the
accompanying drawings, which form a part hereof, and 1n
which 1s shown by way of illustration specific implementa-
tions 1n which the disclosure may be practiced. It 1s under-
stood that other implementations may be utilized and struc-
tural changes may be made without departing from the scope
of the present disclosure. References in the specification to
“one embodiment,” “an embodiment,” “an example embodi-
ment,” etc., indicate that the embodiment described may
include a particular feature, structure, or characteristic, but
every embodiment may not necessarily include the particu-
lar feature, structure, or characteristic. Moreover, such
phrases are not necessarily referring to the same embodi-
ment. Further, when a particular feature, structure, or char-
acteristic 1s described 1n connection with an embodiment, 1t
1s submitted that 1t 1s within the knowledge of one skilled 1n
the art to affect such feature, structure, or characteristic in
connection with other embodiments whether or not explic-
itly described.

Implementations of the systems, devices, and methods
disclosed herein may comprise or utilize a special purpose or
general-purpose computer including computer hardware,
such as, for example, one or more processors and system
memory, as discussed herein. Implementations within the
scope of the present disclosure may also include physical
and other computer-readable media for carrying or storing
computer-executable instructions and/or data structures.
Such computer-readable media can be any available media
that can be accessed by a general purpose or special purpose
computer system. Computer-readable media that store com-
puter-executable instructions are computer storage media
(devices). Computer-readable media that carry computer-
executable instructions are transmission media. Thus, by
way of example, and not limitation, implementations of the
disclosure can comprise at least two distinctly different
kinds of computer-readable media: computer storage media
(devices) and transmission media.
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Computer storage media (devices) includes RAM, ROM,
EEPROM, CD-ROM, solid state drives (*SSDs”) (e.g.,
based on RAM), Flash memory, phase-change memory
(“PCM”), other types of memory, other optical disk storage,
magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to store desired
program code means in the form of computer-executable
istructions or data structures and which can be accessed by
a general purpose or special purpose computer.

An implementation of the devices, systems, and methods
disclosed herein may communicate over a computer net-
work. A “network™ 1s defined as one or more data links that
cnable the transport of electronic data between computer
systems and/or modules and/or other electronic devices.
When information 1s transferred or provided over a network
or another communications connection (either hardwired,
wireless, or a combination of hardwired or wireless) to a
computer, the computer properly views the connection as a
transmission medium. Transmissions media can include a
network and/or data links, which can be used to carry
desired program code means in the form of computer-
executable 1nstructions or data structures and which can be
accessed by a general purpose or special purpose computer.
Combinations of the above should also be imncluded within
the scope of computer-readable media.

Computer-executable mstructions comprise, for example,
instructions and data which, when executed at a processor,
cause a general purpose computer, special purpose com-
puter, or special purpose processing device to perform a
certain function or group of functions. The computer execut-
able 1nstructions may be, for example, binaries, intermediate
format instructions such as assembly language, or even
source code. Although the subject matter has been described
in language specific to structural features and/or method-
ological acts, 1t 1s to be understood that the subject matter
defined 1n the appended claims 1s not necessarily limited to
the described features or acts described above. Rather, the
described features and acts are disclosed as example forms
of implementing the claims.

Those skilled 1n the art will appreciate that the disclosure
may be practiced in network computing environments with
many types of computer system configurations, including,
an 1n-dash vehicle computer, personal computers, desktop
computers, laptop computers, message processors, hand-
held devices, multi-processor systems, miCroprocessor-
based or programmable consumer electronics, network PCs,
mimicomputers, mainirame computers, mobile telephones,
PDAs, tablets, pagers, routers, switches, various storage
devices, and the like. The disclosure may also be practiced
in distributed system environments where local and remote
computer systems, which are linked (either by hardwired
data links, wireless data links, or by a combination of
hardwired and wireless data links) through a network, both
perform tasks. In a distributed system environment, program
modules may be located 1n both local and remote memory
storage devices.

Further, where appropriate, functions described herein
can be performed in one or more of hardware, software,
firmware, digital components, or analog components. For
example, one or more application specific integrated circuits
(ASICs) can be programmed to carry out one or more of the
systems and procedures described herein. Certain terms are
used throughout the description and claims to refer to
particular system components. As one skilled 1n the art waill
appreciate, components may be referred to by different
names. This document does not intend to distinguish
between components that differ 1n name, but not function.
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It should be noted that the sensor embodiments discussed
above may comprise computer hardware, solftware, firm-
ware, or any combination thereol to perform at least a
portion of their functions. For example, a sensor may
include computer code configured to be executed 1n one or
more processors, and may include hardware logic/electrical
circuitry controlled by the computer code. These example
devices are provided herein purposes of 1llustration, and are
not intended to be limiting. Embodiments of the present
disclosure may be implemented 1n further types of devices,
as would be known to persons skilled in the relevant art(s).

At least some embodiments of the disclosure have been
directed to computer program products comprising such
logic (e.g., in the form of software) stored on any computer
useable medium. Such software, when executed 1n one or
more data processing devices, causes a device to operate as
described herein.

While various embodiments of the present disclosure
have been described above, 1t should be understood that they
have been presented by way of example only, and not
limitation. It will be apparent to persons skilled 1n the
relevant art that various changes in form and detail can be
made therein without departing from the spirit and scope of
the disclosure. Thus, the breadth and scope of the present
disclosure should not be limited by any of the above-
described exemplary embodiments, but should be defined
only in accordance with the following claims and their
equivalents. The foregoing description has been presented
for the purposes of 1illustration and description. It 1s not
intended to be exhaustive or to limit the disclosure to the
precise form disclosed. Many modifications and variations
are possible 1 light of the above teaching. Further, it should
be noted that any or all of the aforementioned alternate
implementations may be used 1n any combination desired to
form additional hybrid implementations of the disclosure.

The present invention may be embodied 1n other specific
forms without departing from 1ts spirit or essential charac-
teristics. The described embodiments are to be considered in
all respects only as illustrative, and not restrictive. The scope
of the invention 1s, therefore, indicated by the appended
claims, rather than by the foregoing description. All changes
which come within the meaning and range of equivalency of
the claims are to be embraced within their scope
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The mvention claimed 1s:

1. A computer-implemented method comprising:

(a) determining, by one or more computer processors, a
plurality of data patterns from a set of data records,
wherein the set of data records comprise attributes
associated with a plurality of energy targets, wherein
cach data pattern of the plurality of data patterns 1s
associated with a subset of attributes included in the set
of data records, and wherein each data pattern of the
plurality of data patterns (1) comprises a subset of
attributes included 1n at least a threshold quantity of
data records and (11) has at most a threshold level of
overlap with other data patterns of the plurality of data
patterns;

(b) assigning, by the one or more computer processors,
the plurality of data patterns to a plurality of segments
according to a bisection algorithm configured to itera-
tively determine a feasible allocation of the plurality of
data patterns to each segment of the plurality of seg-
ments that maximizes a minimum eflectiveness of the
plurality of segments, wherein a search space associ-
ated with allocation of data patterns to segments 1s
reduced during each iteration of the bisection algo-
rithm, wherein the eflectiveness of a segment 1s a
measure ol a quantity of data records indicating a
positive adoption status with respect to an energy

clliciency program assigned to the segment and exhib-

iting attributes matching the subset of attributes corre-
sponding to the data patterns assigned to the segment,
and wherein the mimmimum effectiveness of the plurality
of segments 1s greater than an eflectiveness of the




US 11,823,291 B2

25

plurality of energy targets as a whole with respect to the
energy efliciency program; and

(c) using, by the one or more computer processors, the

positive adoption status among the plurality of seg-
ments to 1dentily the attributes associated with a pre-
dicted likelihood of a particular energy target corre-
sponding to a particular segment of the plurality of
segments adopting the energy efliciency program.

2. The computer-implemented method of claim 1,
wherein the plurality of segments comprises a high con-
sumption segment, a cost-conscious segment, a home
improver segment, a green advocate segment, and a cultural
driver segment.

3. The computer-implemented method of claim 1,
wherein the plurality of segments 1s determined based on
domain knowledge, wherein the feasible allocation of the
plurality of data patterns to each segment of the plurality of
segments 1s based on a set of feasibility constraints, wherein
the set of feasibility constraints comprise a number of
allowed segments constraint, a patterns per segment con-
straint, a pattern assignment constraint, and a selection
constraint, wherein the number of allowed segments con-
straint specifies an allowed number of segments that may be
included 1n the plurality of segments, wherein the patterns
per segment constraint specifies a limit on a number of
patterns that may be assigned to any individual segment of
the plurality of segments and the pattern assignment con-
straint specifies whether a pattern can belong to only one
segment, and wherein the selection constraint comprises a
criterion for selecting or not selecting a pattern for assign-
ment to a segment.

4. The computer-implemented method of claim 1,
wherein the attributes comprise one or more home value
metrics.

5. The computer-implemented method of claim 4,
wherein the one or more home value metrics comprise a
home value, an available equity, or a loan-to-value ratio.

6. The computer-implemented method of claim 1,
wherein the attributes comprise one or more energy con-
sumption metrics.

7. The computer-implemented method of claim 1,
wherein (b) comprises iteratively solving a feasibility prob-
lem using the bisection algorithm, wherein the bisection
algorithm 1s configured to reduce a search space for solving
the feasibility problem during each 1teration such that a first
iteration has a first search space and each subsequent itera-
tion has a reduced search space compared to a prior iteration.

8. The computer-implemented method of claim 7,
wherein the feasibility problem 1s a linear fractional integer
program.

9. The computer-implemented method of claim 1,
wherein (b) comprises optimally distributing the patterns
among the plurality of segments such that an effectiveness of
cach segment 1s approximately equal.

10. The computer-implemented method of claim 1,
wherein the mimmimum effectiveness 1s at least three times the
cllectiveness of the plurality data records as a whole with
respect to the energy efliciency program.

11. The computer-implemented method of claim 1,
wherein the energy etliciency program associated with each
segment 1s the same.

12. The computer-implemented method of claim 1, fur-
ther comprising transmitting customized communications to
cach segment.

13. The computer-implemented method of claim 1,
wherein each segment of the plurality of segments has a
mimmum eflectiveness.

"y
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14. The computer-implemented method of claim 1,
wherein (a) comprises using a random forest algorithm to
determine the plurality of data patterns by:

generating one or more trees based on the data record

d using the random forest algorithm, wherein each node
of the one or more trees corresponds to an attribute or
range of attributes; and

traversing the one or more trees generated using the

random forest algorithm via different traversal paths,

0 and wherein the subset of attributes associated with
cach of the data patterns represent different attributes
corresponding to nodes of the one or more trees tra-
versed by a respective traversal paths of the different

5 traversal paths.

15. The computer-implemented method of claim 1,
wherein the attributes comprises one or more sociodemo-
graphic metrics.

16. The computer-implemented method of claim 185,
>0 wherein the one or more sociodemographic metrics com-
prise a household 1ncome metric or an education metric.

17. The computer-implemented method of claim 1, fur-
ther comprising processing, by the one or more computer
processors, the plurality of segments to formulate and trans-

25 mit communications based on attributes matching the pat-

terns of a corresponding segment.

18. The computer-implemented method of claim 1,
wherein assigning the plurality of data patterns comprises
optimally distributing the data patterns among the plurality

30 ol segments.

19. A computer-implemented method comprising:

(a) determining, by one or more computer processors, a
plurality of data patterns from a plurality of data
records, wherein the plurality of data records comprise
attributes associated with a plurality of energy targets,
and wherein each data pattern of the plurality of data
patterns 1s associated with a diflerent subset of attri-
butes 1included in the plurality of data records;

(b) pruning the plurality of data patterns by removing data
patterns that (1) comprise less than a threshold quantity
of the plurality of data records and (1) exceed a
threshold level of overlap with attributes corresponding
to other data patterns of the plurality of data patterns;

(c) assigning, by the one or more computer processors, the
plurality of data patterns to a plurality of segments
according to a bisection algorithm configured to itera-
tively determine a feasible allocation of the plurality of
data patterns to each segment of the plurality of seg-
ments that maximizes a minimum eflectiveness of the
plurality of segments by assigning an optimal number
of data patterns to each of the plurality of segments,
wherein a search space associated with allocation of
data patterns to segments 1s reduced during each itera-
tion of the bisection algorithm, wherein the eflective-
ness of a segment of the plurality of segments 1s a
measure ol a quantity of the plurality data records
represented in the patterns assigned to the segment that
are associated with a positive adoption status of an
energy efliciency program associated with the segment,
and wherein the mimimum effectiveness of the plurality
of segments 1s greater than an eflectiveness of the
plurality data records as a whole with respect to the
energy elliciency program; and

(d) using, by the one or more computer processors, the
positive adoption status among the plurality of seg-
ments to 1dentity the attributes associated with adopting
the energy efliciency program; and
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() processing, by the one or more computer processors,
the plurality of segments to formulate and transmait
communications only to devices associated with data
records matching the subset of attributes associated
with a data pattern corresponding to a segment having
a positive adoption status with respect to the energy

clliciency program.
20. A computer-implemented method comprising:
analyzing, by one or more computer processors, a plural-
ity ol data records to identily a plurality of patterns
within the plurality of data records, wherein each
pattern of the plurality of patterns corresponds to a
portion of the data records and 1s i1dentified based on
attributes associated with the data records, and wherein
cach pattern of the plurality of patterns represents a set
ol attributes that 1s predictive with respect to execution
of an action to reduce energy consumption 1n response
{0 an event,

pruning, by the one or more computer processors, the
plurality of patterns using at least one pruning criterion
to produce a pruned set of patterns, wherein the at least
one pruning criterion 1s configured to optimize the
plurality of patterns with respect to an effectiveness
metric, and wherein the pruned set of patterns represent
a subset of the plurality of patterns optimized with
respect to a predictiveness that the action will occur 1n
response to the event;

assigning, by the one or more computer processors, each

pattern of the pruned set of patterns to a plurality of
segments according to a bisection algorithm, wherein
the bisection algornithm i1s configured to iteratively
determine a feasible allocation of the pruned set of
patterns to each segment of the plurality of segments,
wherein a search space associated with allocation of
patterns of the pruned set of patterns to segments of the
plurality of segments 1s reduced during each iteration of
the bisection algorithm, wherein a particular segment to
which each pattern 1s assigned by the bisection algo-
rithm corresponds to a segment that provides a thresh-
old eflectiveness associated with execution of the
action; and

initiating, by the one or more computer processors, an

event corresponding to at least one segment of the
plurality of segments, wherein 1nitiation of the event 1s
configured to trigger execution of at least one energy
consumption action to reduce an energy consumption
or an environmental impact associated with the at least
one segment.

21. The computer-implemented method of claim 20,
wherein the at least one energy consumption action 1s the
same for different segments and the event for the different
segments are diflerent.

22. The computer-implemented method of claim 20,
wherein the event configured to trigger execution of the at
least one energy consumption action comprises transmitting
a communication to one or more devices associated with
data records corresponding to at least one pattern assigned to
the at least one segment.

23. The computer-implemented method of claim 20,
wherein the threshold eflectiveness corresponds to a mini-
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mum eflectiveness for the corresponding at least one seg-
ment, and wherein the eflfectiveness metric for a particular
pattern of the plurality of patterns represents a probability of
the energy consumption action occurring with respect to the
data records associated with the particular pattern.

24. The computer-implemented method of claim 20,
wherein the plurality of patterns are 1dentified using one or
more random forest algorithms.

25. The computer-implemented method of claim 20,
wherein the attributes associated with the data records
comprise one or more energy consumption metrics, and
wherein the at least one energy consumption action 1s
configured to reduce a volume of energy consumption
associated with at least a portion of the one or more energy
consumption metrics.

26. The computer-implemented method of claim 20,
wherein the at least one pruning criterion 1s configured to
remove one or more patterns of the plurality of patterns.

27. The computer-implemented method of claim 20,
wherein the one or more patterns comprise a first pattern, a
second pattern, and additional patterns, wherein the at least
one pruning criterion comprises an overlap criterion config-
ured to remove the first pattern or the second pattern based
on an overlap between the first pattern and the second
pattern, and wherein a portion of the additional patterns are
pruned based on the overlap criterion.

28. The computer-implemented method of claim 20,
wherein the at least one energy consumption action 1s
configured to reduce an environmental impact attributed to
energy consumption associated with at least one data record.

29. The computer-implemented method of claim 27,
wherein the at least one pruning criterion further comprises
a support criterion and a eflectiveness criterion, wherein the
support criterion specifies a threshold number of data
records, wherein the eflectiveness criterion specifies the
threshold eflectiveness, and wherein patterns failing to sat-
1s1y the threshold number of data records specified by the
support criterion or the threshold eflectiveness are pruned.

30. The computer-implemented method of claim 23, fur-
ther comprising:

assigning a plurality of weights to one or more data

records of the plurality of data records, wherein, for a
particular data record of the one or more data records,
the plurality of weights include a first weight and a
second weight, wherein the first weight represents a
first fractional coverage of the particular data record
with respect to a set of attributes corresponding to a first
pattern of the plurality of patterns and the second
welght represents a second fractional coverage of the
particular data record with respect to a set of attributes
corresponding to a second pattern of the plurality of
patterns, wherein the set of attributes corresponding to
first pattern and the set of attributes corresponding to
the second pattern are at least partially different, and
wherein eflectiveness metrics for the first pattern and
the second pattern are determined based, at least 1n part,
on the first weight and the second weight, respectively.
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UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENT NO. : 11,823,291 B2 Page 1 of 1
APPLICATIONNO.  :16/950564

DATED : November 21, 2023
INVENTOR(S) : Adrian Albert et al.

It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

In the Specification

At Column &, Line number 10, delete “threshold t; learned from data” and replace with --threshold t;

learned from data--.

At Column 11, Line number 33, delete the portion of the equation reading “1<k<K™ and replace with
-] <k<K--.

At Column 12, Line number 7, delete “A=" and replace with —-A*=--.

At Column 12, Line number 41, delete the portion of the equation reading “A={A—" and replace with
-—~A={A |--.

At Column 17, Line number 18, delete “6-consistent” and replace with --o-consistent--.

At Column 19, starting at Line number 42, delete “values of 6 and w” and replace with values of “TT
and TT--.

Signed and Sealed this
Ninth Day ot January, 2024

- H

Katherme Kelly Vidal
Director of the United States Patent and Trademark Office
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