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VARIABLE LENGTH ECC CODE
ACCORDING TO VALUE LENGTH IN NVMELE
KEY VALUE PAIR DEVICES

BACKGROUND OF THE DISCLOSURE
Field of the Disclosure

Embodiments of the present disclosure generally relate to
data storage devices, such as solid state drives (SSDs), and,
more specifically, storing key value (KV) pair data 1n a data
storage device.

Description of the Related Art

A KV database works by storing a quantity of user data
that 1s associated with a key that 1s addressable as a complete
entity. Examples of user data that can be stored in a KV
database may include photos, records, and files. From a host
device point-of-view, the photo, the record, or the file may
be retrieved using a single key/address, rather than using
multiple addresses that include data of the photo, the record,
or the file. The data is stored as unstructured data and may
be addressed using a key of vanable length. Storage space
of a memory device may be allocated for KV pair data in
increments of bytes, where a length value of the KV pair
data 1s associated with the necessary storage space to store
the KV pair data.

Using a KV database in a data storage device may
increase the performance of the data storage device. For
example, the number of data transfers/second may be
improved because the KV pair data to physical storage
location translation layer 1n the host device may be removed.
Furthermore, the number of commands over the bus may be
reduced since an entire KV pair data may utilize a single
transfer. KV pair data allows access to data on a controller
using a key rather than a block address. By providing a key
to store a corresponding value on a memory device, the
value may be retrieved from the memory device using the
corresponding key. Error correction codes (ECC) have vari-
able lengths that may depend on a life cycle of the memory
device or a bit error rate (BER) level of the memory device.
Because programming ECC data to the memory device
requires storage space, the overall storage space of the
memory device for storing non-ECC data may be decreased.

Theretfore, there 1s a need in the art for optimizing ECC
lengths for KV pair data.

SUMMARY OF THE DISCLOSURE

The present disclosure generally relates to data storage
devices, such as solid state drives (SSDs), and, more spe-
cifically, storing key value (KV) pair data 1in a data storage
device. A data storage device includes a memory device and
a controller coupled to the memory device. The controller 1s
configured to determine an error correction code (ECC) code
length for KV pair data and/or an ECC code rate for the KV
pair data, where the ECC code length and the ECC code rate
are selected according to a value length and decoding
capability of the KV pair data, generate ECC parity based on
the selecting, and program the KV pair data and the gener-
ated ECC parity to the memory device.

In one embodiment, a data storage device includes a
memory device and a controller coupled to the memory
device. The controller 1s configured to determine an error
correction code (ECC) code length for KV pair data and/or
an ECC code rate for the KV pair data, where the ECC code
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length and the ECC code rate are selected according to a
value length and decoding capability of the KV pair data,
generate ECC parity based on the selecting, and program the
KV pair data and the generated ECC parity to the memory
device.

In another embodiment, a data storage device includes a
memory device and a controller coupled to the memory
device. The controller 1s configured to determine an error
correction code (ECC) code length for KV pair data and/or
an ECC code rate for the KV pair data, where the ECC code
length and the ECC code rate are selected according to a
value length and a relative performance (RP) of the KV pair
data, generate ECC parity based on the selecting, and
program the KV pair data and the generated ECC parity to
the memory device.

In another embodiment, a data storage device includes
memory means and a controller coupled to the memory
means. The controller 1s configured to select an error cor-
rection code (ECC) rate and/or an ECC length based on one
or more of a value length, a relative performance (RP), and
a decoding capability of a key value (KV) pair data.

BRIEF DESCRIPTION OF THE DRAWINGS

So that the manner 1n which the above recited features of
the present disclosure can be understood in detail, a more
particular description of the disclosure, briefly summarized
above, may be had by reference to embodiments, some of
which are illustrated in the appended drawings. It 1s to be
noted, however, that the appended drawings 1llustrate only
typical embodiments of this disclosure and are therefore not
to be considered limiting of its scope, for the disclosure may
admit to other equally effective embodiments.

FIG. 1 1s a schematic block diagram illustrating a storage
system 1n which a data storage device may function as a
storage device for a host device, according to certain
embodiments.

FIG. 2 1s a flow diagram 1illustrating a method of pro-
gramming encoded KV pair data to a memory device,
according to certain embodiments.

FIG. 3 1s an exemplary graph of showing a correction
capability of different length ECC data, according to certain
embodiments.

FIG. 4 1s an exemplary illustration of a codeword, accord-
ing to certain embodiments.

FIG. 5 15 a flow diagram 1llustrating a method of selecting
an ECC code rate, according to certain embodiments.

FIG. 6 15 a flow diagram 1llustrating a method of selecting
an ECC code rate, according to certain embodiments.

FIG. 7 1s a flow diagram 1llustrating a method of selecting
an ECC code length, according to certain embodiments.

FIG. 8 1s a flow diagram 1llustrating a method of selecting
an ECC code length, according to certain embodiments.

To facilitate understanding, 1dentical reference numerals
have been used, where possible, to designate identical
clements that are common to the figures. It 1s contemplated
that elements disclosed 1n one embodiment may be benefi-

cially utilized on other embodiments without specific reci-
tation.

DETAILED DESCRIPTION

In the following, reference 1s made to embodiments of the
disclosure. However, 1t should be understood that the dis-
closure 1s not limited to specifically described embodiments.
Instead, any combination of the following features and
elements, whether related to different embodiments or not, 1s
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contemplated to implement and practice the disclosure.
Furthermore, although embodiments of the disclosure may
achieve advantages over other possible solutions and/or over
the prior art, whether or not a particular advantage 1s
achieved by a given embodiment 1s not limiting of the
disclosure. Thus, the following aspects, features, embodi-
ments, and advantages are merely illustrative and are not
considered elements or limitations of the appended claims
except where explicitly recited in a claim(s). Likewise,
reference to “‘the disclosure” shall not be construed as a
generalization of any inventive subject matter disclosed
herein and shall not be considered to be an element or
limitation of the appended claims except where explicitly
recited 1n a claim(s).

The present disclosure generally relates to data storage
devices, such as solid state drives (SSDs), and, more spe-
cifically, storing key value (KV) pair data 1n a data storage
device. A data storage device includes a memory device and
a controller coupled to the memory device. The controller 1s
configured to determine an error correction code (ECC) code
length for KV pair data and/or an ECC code rate for the KV
pair data, where the ECC code length and the ECC code rate
are selected according to a value length and decoding
capability of the KV pair data, generate ECC parity based on
the selecting, and program the KV pair data and the gener-
ated ECC parity to the memory device.

FIG. 1 1s a schematic block diagram illustrating a storage
system 100 in which a host device 104 1s in communication
with a data storage device 106, according to certain embodi-
ments. For instance, the host device 104 may utilize a
non-volatile memory (NVM) 110 included in data storage
device 106 to store and retrieve data. The host device 104
comprises a host DRAM 138. In some examples, the storage
system 100 may include a plurality of storage devices, such
as the data storage device 106, which may operate as a
storage array. For instance, the storage system 100 may
include a plurality of data storage devices 106 configured as
a redundant array of inexpensive/independent disks (RAID)
that collectively function as a mass storage device for the
host device 104.

The host device 104 may store and/or retrieve data to
and/or from one or more storage devices, such as the data
storage device 106. As illustrated 1n FIG. 1, the host device
104 may communicate with the data storage device 106 via
an interface 114. The host device 104 may comprise any of
a wide range of devices, including computer servers, net-
work-attached storage (NAS) units, desktop computers,
notebook (1.e., laptop) computers, tablet computers, set-top
boxes, telephone handsets such as so-called “smart” phones,
so-called “smart” pads, televisions, cameras, display
devices, digital media players, video gaming consoles, video
streaming device, or other devices capable of sending or
receiving data from a data storage device.

The data storage device 106 includes a controller 108,
NVM 110, a power supply 111, volatile memory 112, the
interface 114, and a write bufler 116. In some examples, the
data storage device 106 may include additional components
not shown 1n FIG. 1 for the sake of clanty. For example, the
data storage device 106 may include a printed circuit board
(PCB) to which components of the data storage device 106
are mechanically attached and which includes electrically
conductive traces that electrically interconnect components
of the data storage device 106 or the like. In some examples,
the physical dimensions and connector configurations of the
data storage device 106 may conform to one or more
standard form factors. Some example standard form factors
include, but are not limited to, 3.5" data storage device (e.g.,
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4

an HDD or SSD), 2.5" data storage device, 1.8" data storage
device, peripheral component interconnect (PCI), PCI-ex-
tended (PCI-X), PCI Express (PCle) (e.g., PCle x1, x4, X8,
x16, PCle Min1 Card, MiniPCI, etc.). In some examples, the
data storage device 106 may be directly coupled (e.g.,
directly soldered or plugged 1nto a connector) to a mother-
board of the host device 104.

Interface 114 may 1nclude one or both of a data bus for
exchanging data with the host device 104 and a control bus
for exchanging commands with the host device 104. Inter-
face 114 may operate i accordance with any suitable
protocol. For example, the interface 114 may operate in

accordance with one or more of the following protocols:
advanced technology attachment (ATA) (e.g., serial-ATA

(SATA) and parallel-ATA (PATA)), Fibre Channel Protocol
(FCP), small computer system interface (SCSI), serially
attached SCSI (SAS), PCI, and PCle, non-volatile memory
express (NVMe), OpenCAPI, GenZ, Cache Coherent Inter-
tace Accelerator (CCIX), Open Channel SSD (OCSSD), or
the like. Interface 114 (e.g., the data bus, the control bus, or
both) 1s electrically connected to the controller 108, provid-
ing an electrical connection between the host device 104 and
the controller 108, allowing data to be exchanged between
the host device 104 and the controller 108. In some
examples, the electrical connection of interface 114 may also
permit the data storage device 106 to receive power from the
host device 104. For example, as illustrated 1n FIG. 1, the
power supply 111 may receive power from the host device
104 via interface 114.

The NVM 110 may include a plurality of memory devices
or memory units. NVM 110 may be configured to store
and/or retrieve data. For instance, a memory unit of NVM
110 may recerve data and a message from controller 108 that
instructs the memory unit to store the data. Similarly, the
memory unit may recerve a message from controller 108 that
instructs the memory unit to retrieve data. In some
examples, each of the memory units may be referred to as a
die. In some examples, the NVM 110 may include a plurality
of dies (1.e., a plurality of memory units). In some examples,
cach memory unit may be configured to store relatively large
amounts of data (e.g., 128 MB, 256 MB, 512 MB, 1 GB, 2
GB, 4 GB, 8 GB, 16 GB, 32 GB, 64 GB, 128 GB, 256 GB,
512 GB, 1 TB, etc.).

In some examples, each memory unit may include any
type of non-volatile memory devices, such as tlash memory
devices, phase-change memory (PCM) devices, resistive
random-access memory (ReRAM) devices, magneto-resis-
tive random-access memory (MRAM) devices, ferroelectric
random-access memory (F-RAM), holographic memory
devices, and any other type of non-volatile memory devices.

The NVM 110 may comprise a plurality of flash memory
devices or memory units. NVM Flash memory devices may
include NAND or NOR-based flash memory devices and
may store data based on a charge contained 1n a floating gate
of a transistor for each flash memory cell. In NVM flash
memory devices, the flash memory device may be divided
into a plurality of dies, where each die of the plurality of dies
includes a plurality of physical or logical blocks, which may
be further divided 1nto a plurality of pages. Each block of the
plurality of blocks within a particular memory device may
include a plurality of NVM cells. Rows of NVM cells may
be electrically connected using a word line to define a page
of a plurality of pages. Respective cells in each of the
plurality of pages may be electrically connected to respec-

tive bit lines. Furthermore, NVM tlash memory devices may
be 2D or 3D devices and may be single level cell (SLC),

multi-level cell (MLC), triple level cell (TLC), or quad level
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cell (QLC). The controller 108 may write data to and read
data from NVM flash memory devices at the page level and
crase data from NVM flash memory devices at the block
level.

The power supply 111 may provide power to one or more
components of the data storage device 106. When operating
in a standard mode, the power supply 111 may provide
power to one or more components using power provided by
an external device, such as the host device 104. For instance,
the power supply 111 may provide power to the one or more
components using power received from the host device 104
via interface 114. In some examples, the power supply 111
may include one or more power storage components con-
figured to provide power to the one or more components
when operating 1n a shutdown mode, such as where power
ceases to be received from the external device. In this way,
the power supply 111 may function as an onboard backup
power source. Some examples of the one or more power
storage components include, but are not limited to, capaci-
tors, super-capacitors, batteries, and the like. In some
examples, the amount of power that may be stored by the
one or more power storage components may be a function of
the cost and/or the size (e.g., area/volume) of the one or
more power storage components. In other words, as the
amount of power stored by the one or more power storage
components increases, the cost and/or the size of the one or
more power storage components also increases.

The volatile memory 112 may be used by controller 108
to store information. Volatile memory 112 may include one
or more volatile memory devices. In some examples, con-
troller 108 may use volatile memory 112 as a cache. For
instance, controller 108 may store cached information 1n
volatile memory 112 until the cached information 1s written
to the NVM 110. As 1llustrated 1in FIG. 1, volatile memory
112 may consume power received from the power supply
111. Examples of volatile memory 112 include, but are not

limited to, random-access memory (RAM), dynamic ran-
dom access memory (DRAM), static RAM (SRAM), and
synchronous dynamic RAM (SDRAM (e.g., DDR1, DDR2,
DDR3, DDR3L, LPDDR3, DDR4, LPDDR4, and the like)).

Controller 108 may manage one or more operations of the
data storage device 106. For instance, controller 108 may
manage the reading of data from and/or the writing of data
to the NVM 110. In some embodiments, when the data
storage device 106 receives a write command from the host
device 104, the controller 108 may mmitiate a data storage
command to store data to the NVM 110 and monitor the
progress ol the data storage command. Controller 108 may
determine at least one operational characteristic of the
storage system 100 and store at least one operational char-
acteristic 1n the NVM 110. In some embodiments, when the
data storage device 106 receives a write command from the
host device 104, the controller 108 temporarily stores the
data associated with the write command in the internal
memory or write bufler 116 before sending the data to the
NVM 110.

The controller 108 includes an encoder/decoder unit 150.
The encoder/decoder unit 150 may be separate components,
such that the controller 108 includes an encoder unit and a
decoder unit. Furthermore, the encoder/decoder unit 150
may be coupled to the controller 108, where the encoder/
decoder unit 150 1s external to the controller 108. The
encoder of the encoder/decoder unit 150 may be configured
to encode received host data with error correction code
(ECC) 1 order to protect the received host data from bit
errors and/or to correct bit errors. The decoder of the
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10

15

20

25

30

35

40

45

50

55

60

65

6

the host data read from the NVM 110 includes bit errors and
correct bit errors. The decoder decodes the host data read
from the NVM 110 so that the host device 104 may be able
to read the data. In some embodiments, the decoder 1s a
content aware decoder or an iterative content aware decoder.

KV pair data stores host data, which corresponds to
objects 1n a higher data hierarchy, such that the KV pair data
may have inherent structures (e.g., journaling, data tables,
padded areas. etc.). Because bits in data may be statistically
dependent on another bit, content aware decoders may use
pattern recognition to improve decoding performance. For
example, 1 a text file, bits are organized in bytes, where
cach byte represents a character. The most used characters 1n
the text file may be alphanumeric, spaces, and/or punctua-
tion marks. Therefore, bits from the same byte may be
statistically dependent. By knowing at least a portion of the
bits within a byte, the decoding performance of the content
aware decoder may be increased due to the recognition of
the statistics of the byte.

KV pair data includes a key and a value, where the data
of the value 1s addressed by the key. The key may have a size
of about 1 byte to about 64 bytes and the value may have a
size of about 0 bytes to about 2°*-1 bytes. For example, a
value having a size of about O bytes 1s an empty value. It 1s
to be understood that the previously mentioned values are
not intended to be limiting, but to provide an example of an
embodiment. A KV system may include a command set that
includes, 1n a non-limiting list, a delete command, a list
command, a retrieve command, an exist command, and a
store command.

The delete command may cause the controller 108 to
delete the key and value associated with a specified key. The
list command may cause the controller 108 to list keys that
exist in a KV namespace starting at a specified key. The exist
command may cause the controller 108 to return a status
indicating whether a KV exists for a specified key to the
command generator, such as the host device 104. The store
command may cause the controller 108 to store a KV to a
KV namespace.

The retrieve command may cause the controller 108 to
retrieve the value associated with a specified key from a KV
namespace. The length to be retrieved of the KV pair data 1s
specified 1 the retrieve command and the location to
transfer the KV pair data i1s specified by either a scatter
gather list (SGL) pointer or a physical region page (PRP)
pointer in the retrieve command. If the specified length in
the retrieve command 1s less than the length of the KV pair
data that 1s being retrieved, then the controller 108 returns
the requested amount and the length of the KV pair data to
the completion queue. However, 11 the specified length in the
retrieve command 1s greater than the length of the KV pair
data that 1s being retrieved, then the controller 108 returns
the data from the NVM 110 and the length of that KV pair
data 1s returned to the completion queue.

In the KV system, there may be one or more KV formats
present, each with a different set of KV sizes and properties.
Furthermore, each KV format may have a relative perfor-
mance (RP) requirement which may dictate where the KV
pair data 1s stored 1n the NVM 110. It 1s to be understood that
the term “requirement” may refer to a general guideline,
such that the controller 108 may attempt to program KV pair
data in the RP specified wordlines or blocks, but may also
program the KV pair data in adjacent RP groups to the RP
requirement. Blocks of the NVM 110 may be classified
according to conditions that relate to the health of the block.
For example, conditions relating to the health of the block
may include, but not limited to, a number of program erase
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cycles (PEC), a bit error rate (BER) severity, a physical
location of a wordline on the block, and an amount of time
exceeding a temperature threshold or thresholds. Wordlines
near an edge of the block may exhibit higher BER than
wordlines near the middle of the block.

Theretfore, blocks and/or wordlines of the blocks may be
logically grouped into performance groups. For example,
there may be four groups where a first group has the highest
performance, a second group has a performance lower than
the first group, a third group has a performance lower than
the second group, and a fourth group has a performance
lower than the third group. An example of RP values 1is
shown 1n Table 1 below.

TABLE 1
Value Definition
00b Best Performance
Olb Better Performance
10b Good Performance
11b Degraded Performance

When storing KV pair data, the value of the KV pair data
may be divided between wordlines and blocks of the NVM
110 that have different health properties in order to ensure
that overall read throughput 1s not impaired due to random
placement across the blocks. Additionally, prioritization of
values may be incorporated. For example, values with a
higher RP requirement are placed 1n blocks that have a first
health and values with a lower RP requirement are placed in
blocks that have a second health, where the first health 1s
greater than the second health. For example, the first health
may be associated with “best performance” or “00b” of
Table 1 and the second health may be associated with “better
performance” or “01 b” of Table 1 above.

FIG. 2 1s a flow diagram illustrating a method 200 of
programming encoded KV pair data to a memory device,
according to certain embodiments. Aspects of the storage
system 100 of FIG. 1 may be referenced herein for exem-
plary purposes. For example, method 200 may be executed
by the controller 108. At block 202, the controller 108
receives KV pair data to be programmed to a memory
device, such as the NVM 110. The KV pair data includes a
value length and/or an RP requirement.

At block 204, the controller 108 selects an ECC code
length based on a health of the memory device. The health
of the memory device may be based on either a BER level
of the memory device (or block to be programmed), a PEC
of the memory device (or block to be programmed), a
number of operating hours, and the like. The selection of the
ECC code length 1s not based on the KV pair data param-
cters, but rather the physical storage location itself. At block
206, an encoder of the controller 108, such as the encoder of
the encoder/decoder unit 150, generates the ECC parity data
based on the ECC code rate selected at block 204 and
encodes the KV pair data and the controller 108 programs
the encoded value to the selected location in the memory
device.

FIG. 3 1s an exemplary graph 300 of showing a correction
capability of different length ECC data, according to certain
embodiments. It 1s to be understood that the values shown
are not mtended to be limiting, but to provide an example.
The upper bound on correction capability or Shannon limait
for a given channel may refer to the maximum rate of
error-free data that can theoretically be transierred over the
channel 1f the link 1s subject to random data transmission
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are finite, the Shannon limit for a particular data set may or
may not be reached. By using a longer ECC data length,
reaching the Shannon limit may be closer than using a
shorter ECC data length. In other words, the correction
capability increases as the ECC data length increases. For
example, 1n the exemplary graph 300, the 64 KB example
has a better correction capability than the 1 K example as
indicated by the slope of the curve to reach a block error rate
(BLER) of 10°.

FIG. 4 1s an exemplary 1llustration 400 of a codeword 402,
according to certain embodiments. Regular address based
devices have an unknown length for data being transterred.
Thus, for simplicity, an ECC codeword 1s usually similar to
a flash management unit (FMU) size. In cases where the
ECC 1s greater than the length of the FMU, a degraded
performance 1n random read scenarios may arise. For
example, 1n order to read a single FMU, the full codeword
may need to be transferred and decoded, thus, adding
significant overhead.

However, with a KV pair data, the length of the value 1s
known since the value length 1s transferred with the key and
value. Because the value length 1s known, an amount of
additional parity data (e.g., ECC data) may be adjusted
based on the value length. Rather than having a set amount
of parity data for data of any size (which may be sized for
a worst case scenario), the amount of parity data may be
adjusted so that the same or similar correction capability 1s
available for all KV pair data. For example, the codeword
402 includes a host data section 404 and a parity data section
406. Reterring to FIG. 3, the correction capability of a 64
KB code length 1s greater than the correction capability of a
4 KB code length at the same BLER. Thus, if parity data 1s
used 1n the 64 KB code length, then the correction capability
of the 64 KB code length may be similar to the correction
capability of the 4 KB code length. Therefore, storage space
may be saved by using less parity data for longer code
lengths, where the storage space saved may be used for other
operations. Thus, the parity section 406 may be reduced by
the saved space 410 to an actual parity section 408. The
previously mentioned example 1s not intended to be limiting,
but to provide an example. It 1s contemplated that the
amount of saved space may be diflerent 1n other embodi-
ments.

By decreasing the amount of parity data generated and
stored, while maintaining the same quality of service, the
saved space may be used for other operations of the data
storage device 106. Values may span across multiple word-
line and/or blocks, where the values are read sequentially.
The saved space may be accumulated by concatenating
codewords, where the accumulated saved space may be used
for overprovisioming. Thus, the data storage device 106 may
be more agile and have improved endurance. In other words,
the correction capabilities for KV pair data having diflerent
value lengths and/or different KV formats may be the same
or similar, where the amount of parity data generated for KV
pair data based on value length, RP, and/or correction
capability may be less than the amount of parnty data
generated for KV pair data based on a health of the memory
device or the health of the physical storage location.

The saved space may also be used for data shaping, where
the additional data may help map the orniginal data into a
better representation. For example, the better representation
may include coding the data into states that are less stress for
the NVM 110 (e.g., shaping the data so that there are more
1 bits than O bits). The saved space may also be used for
storing firmware metadata, which may allow for increased
firmware tlexibility.
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The data storage device 106 1s able to mamipulate data
based on content, where values may be searched for due to
a particular pattern or an encoding performed on the value.
The saved space may be used to keep content metadata that
1s related to the content of the saved data. Thus, the metadata
may be used to improve a processing speed or fetching speed
of a retrieve command. For example, the process of sifting
features of an 1mage object and/or indexing text documents
may be may be improved or quicker.

FIG. 5 15 a flow diagram illustrating a method 300 of
selecting an ECC code rate, according to certain embodi-
ments. Aspects of the storage system 100 of FIG. 1 may be
referenced herein for exemplary purposes. For example,
method 500 may be executed by the controller 108. At block
502, the controller 108 receives KV pair data to be pro-
grammed to a memory device, such as the NVM 110. The
KV pair data includes a value length and/or an RP require-
ment.

At block 504, the controller 108 selects an ECC code rate

based on the value length and the required correction
capability for the ECC data. The ECC code rate corresponds
to a ratio of between the number of data bits and the total
number of bits (e.g., data bits plus ECC/parity bits) for a
given codeword. For example, a low code rate may corre-
spond to a codeword with a large amount of ECC/parity bits
and a high code rate may correspond to a codeword with a
low amount of ECC/parnty bits. Because the value length of
the KV pair data may be varniable, the ECC code rate may be
adjusted based on the value length and the required correc-
tion capability for the value length. At block 506, an encoder
of the controller 108, such as the encoder of the encoder/
decoder unit 150, generates the ECC parity data based on the
ECC code rate selected at block 504 and encodes the KV
pair data and the controller 108 programs the encoded value
to the selected location 1n the memory device.

FIG. 6 15 a flow diagram illustrating a method 600 of
selecting an ECC code rate, according to certain embodi-
ments. Aspects of the storage system 100 of FIG. 1 may be
referenced herein for exemplary purposes. For example,
method 600 may be executed by the controller 108. At block
602, the controller 108 receives KV pair data to be pro-
grammed to a memory device, such as the NVM 110. The
KV pair data includes a value length and/or an RP require-
ment. At block 604, the controller 108 selects an ECC code
rate according to the value length and the RP in order to
sustain the RP requirement and the required correction
capability. At block 606, an encoder of the controller 108,
such as the encoder of the encoder/decoder unit 150, gen-
erates the ECC parity data based on the ECC code rate
selected at block 604 and encodes the KV pair data and the
controller 108 programs the encoded value to the selected
location 1n the memory device.

FIG. 7 1s a flow diagram illustrating a method 700 of
selecting an ECC code length, according to certain embodi-
ments. Aspects of the storage system 100 of FIG. 1 may be
referenced herein for exemplary purposes. For example,
method 700 may be executed by the controller 108. At block
702, the controller 108 receives KV pair data to be pro-
grammed to a memory device, such as the NVM 110. The
KV pair data includes a value length and/or an RP require-
ment. At block 704, the controller 108 selects an ECC code
length based on the value length and the required correction
capability for the ECC data. At block 706, an encoder of the
controller 108, such as the encoder of the encoder/decoder
unit 150, generates the ECC parity data based on the ECC
code rate selected at block 704 and encodes the KV pair data
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and the controller 108 programs the encoded value to the
selected location in the memory device.

Because data 1s ordered in a KV system and the value
length of the value 1s provided for a given KV format, the
data may read sequentially. The ECC code length may be
changed according to the KV pair data value length. there-
tore, when the value length 1s significantly long, longer ECC
code lengths may be used and when the KV value length 1s
short, shorter ECC code lengths may be used. Thus, perfor-
mance may be improved for various value lengths without
impacting other value lengths. Furthermore, the quality of
service (QoS) may be mmproved due to better correction
capabilities over various value lengths and a decrease 1n a
probability of decoding failures. In some examples, the
decoding latency may be reduced due to more data being
decoded by lower tier faster decoder engines.

FIG. 8 1s a flow diagram illustrating a method 800 of
selecting an ECC code length, according to certain embodi-
ments. Aspects of the storage system 100 of FIG. 1 may be
referenced herein for exemplary purposes. For example,
method 800 may be executed by the controller 108. At block
802, the controller 108 receives KV pair data to be pro-
grammed to a memory device, such as the NVM 110. The
KV pair data includes a value length and/or an RP require-
ment. At block 804, the controller 108 selects an ECC code
length according to the value length and the RP 1n order to
sustain the RP requirement and the required correction
capability. At block 806, an encoder of the controller 108,
such as the encoder of the encoder/decoder unit 150, gen-
crates the ECC parity data based on the ECC code rate
selected at block 804 and encodes the KV pair data and the
controller 108 programs the encoded value to the selected
location 1n the memory device.

It 1s to be understood that methods 500, 600, 700, and 800
may be implemented together (e.g., two or more of the
methods) or independently.

By changing the amount of parity data generated for KV
pair data based on the value length and the RP of the KV pair
data, overall system performance may be increased, correc-
tion capability may be improved, latency may be decreased,
and QoS may be improved.

In one embodiment, a data storage device includes a
memory device and a controller coupled to the memory
device. The controller 1s configured to determine an error
correction code (ECC) code length for KV pair data and/or
an ECC code rate for the KV pair data, where the ECC code
length and the ECC code rate are selected according to a
value length and decoding capability of the KV pair data,
generate ECC parity based on the selecting, and program the
KV pair data and the generated ECC parity to the memory
device.

All KV pair data has an equal correction capability. The
correction capability 1s independent of the value length of
the KV pair data. The controller 1s further configured to
select the ECC code rate based on a relative performance
(RP) and the value length. The RP includes a first tier, a
second tier, a third tier, and a fourth tier. The first tier has a
better performance than the second tier. The second tier has
a better performance than the third tier. The third tier has a
better performance than the fourth tier. The controller 1s
further configured to receive KV pair data from a host
device. The received KV pair data includes the value length.
A first size of the programmed KV pair data and the
generated ECC parity 1s less than a second size of the KV
pair data and the ECC parity generated without the deter-
mining. A third size 1s the second size minus the first size.
The third size 1s used for additional overprovisioning. A
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third size 1s the second size minus the first size. The third
s1ze 1s used for data shaping or controller metadata. A third
s1ze 1s the second size minus the first size. The third size 1s
used for content metadata.

In another embodiment, a data storage device includes a
memory device and a controller coupled to the memory
device. The controller 1s configured to determine an error
correction code (ECC) code length for KV pair data and/or
an ECC code rate for the KV pair data, where the ECC code
length and the ECC code rate are selected according to a
value length and a relative performance (RP) of the KV pair
data, generate ECC parity based on the selecting, and
program the KV pair data and the generated ECC parity to
the memory device.

The KV pair data 1s received from a host device. The KV
pair data includes the value length and the RP of the KV pair
data. The programmed KV pair data and generated ECC
parity 1s 1n a size less than the KV pair data and the ECC
parity generated without the determining. Values of the KV
pair data spans across one or more wordlines. The controller
1s Turther configured to read the values of the KV pair data
sequentially. A first amount of the generated ECC parity 1s
less than a second amount of generated ECC parity. The
second amount of generated ECC parity 1s generated without
the determining.

In another embodiment, a data storage device includes
memory means and a controller coupled to the memory
means. The controller 1s configured to select an error cor-
rection code (ECC) rate and/or an ECC length based on one
or more of a value length, a relative performance (RP), and
a decoding capability of a key value (KV) pair data.

A first value length 1s greater than a second value length.
A first correction capability associated with the first value
length 1s greater than a second correction capability associ-
ated with the second value length. The controller 1s further
configured to store content metadata. The content metadata
includes features of an image document and/or data of a text
document.

While the foregoing 1s directed to embodiments of the
present disclosure, other and further embodiments of the
disclosure may be devised without departing from the basic
scope thereol, and the scope thereof 1s determined by the
claims that follow.

What 1s claimed 1s:

1. A data storage device, comprising:

a memory device; and

a controller coupled to the memory device, the controller

configured to:

determine an error correction code (ECC) code length
tor key value (KV) pair data and/or an ECC code rate
for the KV pair data, wherein the ECC code length
and the ECC code rate are selected according to a
value length of the KV pair data and a correction
capability associated with the KV pair data, and
wherein the correction capability 1s based on a
detected pattern of the KV pair data;

generate ECC parity based on the selecting; and

program the KV pair data and the generated ECC parity
to the memory device.

2. The data storage device of claim 1, wherein all KV pair
data 1s associated with an equal correction capability.

3. The data storage device of claam 2, wherein the
correction capability associated with the KV pair data is
independent of the value length of the KV pair data.

4. The data storage device of claam 1, wherein the
controller 1s further configured to select the ECC code rate
based on a relative performance (RP) associated with the
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KV pair data and the value length, and wherein the RP
indicates a location of the memory device to store the KV
pair data based on a health metric of the location.

5. The data storage device of claim 4, wherein the RP
comprises a first tier, a second tier, a third tier, and a fourth
tier, wherein the first tier has a better performance than the
second tier, wherein the second tier has a better performance
than the third tier, and wherein the third tier has a better
performance than the fourth tier.

6. The data storage device of claim 1, wherein the
controller 1s further configured to receive KV pair data from
a host device.

7. The data storage device of claim 6, wherein the
received KV pair data includes the value length.

8. The data storage device of claim 1, wherein a first size
of the programmed KV pair data and the generated ECC
parity 1s less than a second size of the KV pair data and the
ECC parity generated without the determining.

9. The data storage device of claim 8, wherein a third size
1s the second size minus the first size, and wherein the third
s1ze 15 used for additional overprovisioning.

10. The data storage device of claim 8, wherein a third
size 1s the second size minus the first size, and wherein the
third size 1s used for data shaping or controller metadata.

11. The data storage device of claim 8, wherein a third size
1s the second si1ze minus the first size, and wherein the third
s1ze 15 used for content metadata.

12. A data storage device, comprising:

a memory device; and

a controller coupled to the memory device, the controller

configured to:

determine an error correction code (ECC) code length
tor key value (KV) pair data and/or an ECC code rate
for the KV pair data, wherein the ECC code length
and the ECC code rate are selected according to a
value length and a relative performance (RP) asso-
ciated with the KV pair data, and wherein the RP
indicates a location of the memory device to store the
KV pair data based on a health metric of the location;

generate ECC parity based on the selecting; and

program the KV pair data and the generated ECC parity
to the memory device.

13. The data storage device of claim 12, wherein the KV
pair data 1s received from a host device, and wherein the KV
pair data includes the value length and the RP of the KV pair
data.

14. The data storage device of claim 12, wherein the
programmed KV pair data and generated ECC parity 1s in a
s1ze less than the KV pair data and the ECC parity generated
without the determining.

15. The data storage device of claim 12, wherein values
of the KV pair data spans across one or more wordlines.

16. The data storage device of claim 15, wherein the
controller 1s further configured to read the values of the KV
pair data sequentially.

17. The data storage device of claim 12, wherein a first
amount ol the generated ECC parity 1s less than a second
amount of generated ECC parity, and wherein the second
amount ol generated ECC parity 1s generated without the
determining.

18. A data storage device, comprising:

memory means; and

a controller coupled to the memory means, the controller

configured to:

select an error correction code (ECC) rate and/or an
ECC length based on one or more of a value length,
a relative performance (RP), and a correction capa-
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bility associated with a key value (KV) pair data,
wherein the correction capability 1s based on a
detected pattern of the KV pair data, and wherein the
RP indicates a location of the memory device to store
the KV pair data based on a health metric of the
location.

19. The data storage device of claim 18, wherein a {first
value length 1s greater than a second value length, and
wherein a first correction capability associated with the first
value length 1s greater than a second correction capability
associated with the second value length.

20. The data storage device of claim 18, wherein the
controller 1s further configured to store content metadata,
and wherein the content metadata comprises features of an
image document and/or data of a text document.
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