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DEVICES AND METHODS FOR SAFE

STORAGE OF MEDIA CONTAINING

PERSONAL DATA AND ERASURE OF
STORED PERSONAL DATA

FIELD OF INVENTION

The present disclosure relates to technology for safely
storing and regenerating media containing personal data and
reliably erasing such personal data on request.

TECHNICAL BACKGROUND

The present disclosure addresses storage of media con-
taining a mixture of personal data and other data, and
especially seeks to propose such technology that fulfills
privacy safeguards ol the character laid down 1n legal
istruments such as the Regulation (EU) 2016/679 on the
protection of natural persons with regard to the processing of
personal data and on the free movement of such data
(General Data Protection Regulation, GDPR), the China
Cyber Security Law, the California Consumer Privacy Act
and other U.S. federal and state law. Under the GDPR, each
person shall have a right at any time to request the complete
deletion of his or her stored personal data. This 1s referred to
as the data subject’s right to erasure, or ‘right to be forgot-
ten’. In existing technology, however, the right to be for-
gotten may not be compatible with data version control, a
near-indispensable tool for managing large datasets and over
an extended time.

A particular complication arises in connection with the
storage ol non-discrete media, such as text, image, and video
data. In one scenario, a person (data subject), who has
previously given a company (data recipient) her consent to
store a video where she appears 1n a small fraction of the
frames, contacts the data recipient with a request to have her
personal data erased. While the data recipient 1s entitled in
principle to keep all frames but those where the person
appears, the storing of personal identifiers for each video
frame would be highly problematic from a data protection
perspective. This 1s because the storing of identified personal
data, with higher associated privacy risks, would require
technical arrangements to ensure a higher safety level, which
may be practically unwieldy. To meet the person’s request
for erasure, therefore, the data recipient 1s left with the
option of blindly deleting the full video sequence, which
represents a massive and unjustified loss of useful data.

SUMMARY

One aspect of the present disclosure 1s to make available
methods and devices for storing a file containing personal
data in such manner that a data subject’s request for erasure
of her personal data can be carried out without unnecessarily
deleting other data contained 1n the file. Another aspect 1s to
ensure that the file with the personal data 1s stored sately
until such a request for erasure 1s made, yet 1n a form that
lends 1itself to eflicient management and processing. A
particular safety aspect to be addressed by the present
disclosure 1s to prevent a party who gains unauthorized
access to the stored personal data from identifying the data
subject (person) to which 1t belongs. A particular efliciency
aspect 1s to allow version control. Another aspect of the
present disclosure 1s to make available methods and devices
for eflicient reestablishment of a file with personal data that
has undergone safe storage using the techniques proposed
herein.
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2

These and other aspects are achieved by the details set
forth herein according to the independent claims. The depen-
dent claims relate to advantageous embodiments.

In a first aspect, there 1s provided a method for storing a
file containing personal data, the method comprising:
obtaining a temporary anonymous identifier (AnonlD.m) of
a person which temporary anonymous identifier (Anon-
ID.m) 1s dependent on a token (FileID.m) of the file; from
the file, extracting personal data items associated with the
person; for each personal data item, generating a locator
(Loc.m.n), which allows the personal data item to be rein-
stated 1nto the file, and an 1tem-specific anonymous 1denti-
fier (AnonlD.m.n) of the person, wherein the item-specific
anonymous 1dentifier 1s generated by applying a predefined
one-way function to a combination of the temporary anony-
mous 1dentifier (AnonlD.m) and an identifier (n) of the
personal data item; storing each personal data 1tem together
with the locator and the item-specific anonymous 1dentifier
in a first memory; and storing an anonymized version of the
file without the personal data items 1n a second memory.

Because the item-specific anonymous 1dentifiers are gen-
crated using a one-way function, a party gaining unauthor-
1zed access to the first memory cannot easily attribute the
stored personal data items to the person. There 1s also no
way for the unauthorized party to gather all personal data
items that are associated with the same person. This may be
considered a form of pseudonymization of the file. Because
the file 1s anonymized before being stored in the second
memory, this memory may be subject to less strict safety
requirement than the first memory. Because the person 1s
identified by a temporary anonymous identifier, the data
recipient can carry out the method for storing the file without
asking the person to share a non-anonymous i1dentifier of
herself. Finally, because each personal data item 1s stored
together with the item-specific anonymous identifier,
exhaustive and precise deletion of all items relating to a
specific person 1s possible on request.

In a second aspect, there 1s provided a method for erasing
personal data associated with a person from a first memory,
which stores personal data items together with correspond-
ing locators (Loc.m.n) and 1tem-specific anonymous 1denti-
fiers (AnonID.m.n) of persons associated with the personal
data i1tems, the method comprising: obtaining a private
identifier (PrivID) of the person; obtaining tokens (Fil-
c¢IlD.m) of all files from which the personal data items may
have been extracted; for each one of the files, obtaiming
identifiers (n) of all personal data items which are associated
with the person and may have been extracted from the file;
generating temporary anonymous 1dentifiers (AnonlD.m) of
the person by applying a predefined one-way function to
combinations of the obtained private identifier (PriviD) and
the obtained file tokens (FileID.m); for each generated
temporary anonymous identifier (AnonlD.m) of the person,
generating 1tem-specific anonymous 1dentifiers (Anon-
ID.m.n) of the person by applying the predefined one-way
function to combinations of the temporary anonymous 1den-
tifier (AnonlD.m) and the obtained identifiers (n) of the
personal data items; and erasing all personal data items from
the first memory which match any of the generated 1tem-
specific anonymous identifiers (AnonlD.m.n) of the person.

The fact that each personal data item i1s stored together
with the i1tem-specific anonymous 1dentifier makes 1t pos-
sible to locate and erase all items relating to a specific person
exhaustively and precisely. The erasing method according to
the second aspect does not need to modily or delete any
anonymized versions of the files from which the personal
data items have been extracted. This leaves the data recipient
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free to decide how and to what extent the file 1s to be
salvaged after the erasure of the person’s personal data
items. The data recipient may decide to reconstruct and use
a subset of the file after the erasure, 1n accordance with the
degree of granularity that 1s suitable for the type of data
concerned and the use case at hand. To mention a few
examples, after erasure of a person’s face from an 1mage, a
cropped version ol the image may be retained for further
use; alter erasure of a person’s face from certain frames in
a video sequence, all remaining video frames—or continu-
ous video sub-sequences of at least N remaimng frames
cach—may be retained; after erasure of a person’s name
from a database row, the other rows of the database may be
retained; after erasure ol a person’s credentials from a
document, the other sections of the document may be
retained etc. The erasing method 1n 1tself does not introduce
any significant technical limitations on the salvaging of the
file. Finally, to verily that an execution of this method has
completely erased all personal data associated with the
person, 1t 1s enough to establish that none of the generated
item-specilic anonymous identifiers matches any of the
personal data items that remain stored in the first memory.

In a third aspect, there 1s provided a method for reinstating,
personal data into a file, the method comprising: from a first
memory storing personal data items, which have been
extracted from files, together with corresponding locators
(Loc.m.n) and item-specific anonymous 1dentifiers (Anon-
ID.m.n) of persons associated with the personal data items,
retrieving those personal data items which have been
extracted from said file and corresponding locators; from a
second memory, retrieving an anonymized version of the file
without the personal data items; and reinstating the personal
data 1tems 1nto the anonymized version 1n accordance with
the corresponding locators.

Because the personal data items are stored together with
corresponding locators and item-specific anonymous 1den-
tifiers, the personal data items can be correctly reinstated
into the anonymized version of the file without jeopardizing
the privacy of the persons associated therewith. The rein-
statement method can be carried out by the data recipient
without requiring the person to share a non-anonymous
identifier of herseltf. Further, because the reinstatement
method uses the anonymized version of the file as mput, the
method will execute robustly even when some or all of the
personal data have been erased from the first memory, e.g.,
on request by the associated person. In that case, more
precisely, the method may be implemented robustly 1n such
manner that it terminates to return a usable (consistent,
readable, editable etc.) file version, on which the portions
from which the erased personal data 1tems were erased have
no corrupting eflect.

When used together, the three aspects form a data storage
ecosystem with privacy by design.

There 1s further provided a device communicatively con-
nected to first and second memories and comprising pro-
cessing circuitry that 1s arranged to perform the method of
the first, second or third aspect. The embodiments moreover
relate to a computer program containing instructions for
causing a computer, or this device 1n particular, to carry out
the method of the first, second or third aspect. The computer
program may be stored or distributed on a data carrier. As
used herein, a “data carrier” may be a transitory data carrier,
such as modulated electromagnetic or optical waves, or a
non-transitory data carrier. Non-transitory data carriers
include volatile and nonvolatile memories, such as perma-
nent and non-permanent storage media of magnetic, optical
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or solid-state type. Still within the scope of “data carrier”,
such memories may be fixedly mounted or portable.

In the present disclosure, “file” 1s used 1n the broad sense,
to refer to any independently storable and/or processable
data set 1n a file system, including a database, file archive or
other data storage context. In the interest of avoiding unnec-
essary removal of data i response to a request for erasure,
a data recipient will normally want to handle media con-
taining personal data in as small chunks as practicable, 1.¢.,
usually 1n a per-file manner. The present embodiments are in
line with this aspiration imnasmuch as it allows not only files
but subsets of a {ile to be salvaged after a person’s personal
data has been erased. Revisiting the examples listed above,
a file may for instance correspond to an image, a video
sequence, a database, or a document.

The present disclosure endeavors to use the terms “per-
sonal data”, *“data subject” (1.e., a natural person), “data
recipient” (1.e., a party to which personal data i1s at least
disclosed) and “pseudonymization” consistently with their
meaning 1 the GDPR. Accordingly, a “personal data item™
1s an item of “personal data”, such as an area of an 1image
containing a person’s lface, a video frame in which the
license plate of a privately owned car 1s visible, a database
row containing a person’s name, or a section of a document
containing a person’s credentials.

Generally, all terms used 1n the claims are to be inter-
preted according to their ordinary meaning in the technical
field, unless explicitly defined otherwise herein. All refer-
ences to “a/an/the element, apparatus, component, means,
step, etc.” are to be interpreted openly as referring to at least
one mstance of the element, apparatus, component, means,
step, etc., unless explicitly stated otherwise. The steps of any
method disclosed herein do not have to be performed in the
exact order disclosed, unless explicitly stated.

BRIEF DESCRIPTION OF THE DRAWINGS

Aspects and embodiments are now described, by way of
example, with reference to the accompanying drawings, on
which:

FIG. 1 1s a flowchart of a method for storing a file
containing personal data;

FIG. 2 1s a flowchart of a method for erasing personal data
associated with a person;

FIG. 3 15 a flowchart of a method for reinstating personal
data 1into a stored file:

FIG. 4 1s a functional block diagram of a device for
performing at least the method 1llustrated 1n FIG. 1; and

FIG. 5 shows a key dernivation structure, in which each
arrow represents a one-way mapping.

DETAILED DESCRIPTION

The aspects of the present disclosure will now be
described more fully heremafter with reference to the
accompanying drawings, on which certain embodiments are
shown. These aspects may, however, be embodied 1n many
different forms and should not be construed as limiting;
rather, these embodiments are provided by way of example
so that this disclosure will be thorough and complete, and to
tully convey the scope of all aspects of the invention to those
skilled 1n the art. Like numbers refer to like elements
throughout the description.

Storing a File Containing Personal Data

FIG. 1 1llustrates a method 100 for storing a file contain-
ing personal data. The method 100 may be performed by or
on behalf of a data recipient, a natural or legal person which



US 11,809,598 B2

S

has received or generated the file and has further obtained a
person’s consent to store her personal data in the file. The
consent may cover not only personal data in the file to be
stored but additional files as well. The method 100 has been
conceilved to handle the scenario where the person revokes
her consent; the revocation may be equivalent to a request to
have the person’s personal data completely erased.

In an initial optional step 110, a one-way function inter-
tace (c1. FIG. 4, elements 490) configured with a predefined
one-way function 1s made available to a person to allow her
to generate a temporary anonymous identifier (AnonlID.m)
on the basis of a combination of a private identifier (PriviD)
and a token (FileID.m) of the file to be stored. The one-way
function interface 1s made available as locally installed
software or an online interface laid out 1n such manner that
the person can generate the temporary anonymous 1dentifier
(AnonlID.m) without sharing the private identifier (PriviD)
with the data recipient. Sharing of the private i1dentifier
(PrivID) may be necessary only 1f the person wishes to have
her personal data erased, as explained below with reference
to FIG. 2.

As the one-way function, implementations of the method
100 may use a hash function, 1n particular a cryptographic
hash function that provides a safety level considered
adequate 1n view of the sensitivity of the personal data to be
stored. Two examples are SHA-256 and SHA3-512. The
one-way Iunction shall be predefined (e.g., it shall be
reproducible) so that the temporary anonymous identifier
(AnonlD.m) can be regenerated when a request for erasure
1s to be carried out.

The one-way function interface made available to the
person 1n step 110 may further allow the person to generate
the private identifier (PriviD) on the basis of a personal
identifier (ID). The personal identifier (ID) may be a civil or
oflicial identifier, such as an 1dentity number, social security
number, passport number, combination of name and birth
date, etc., which the person can reconstruct without actively
archiving 1t. If this advantage 1s not considered important,
the person may feed the one-way function interface with an
arbitrary bit pattern as the private identifier (PrivID), as long
as the person 1s confident she can reproduce the bit pattern
in connection with a future request for erasure and the bit
pattern 1s reasonably hard for third parties to reproduce. The
mapping from the personal i1dentifier (ID) to the private
identifier (PrivID) can be the same one-way function as 1s
used to map the private identifier (PrivID) to the temporary
anonymous 1dentifier (AnonlD.m); alternatively, a different
one-way function can be used. Either way, unless the person
has stored the private 1identifier (PrivID) reliably, she should
ensure she has access to the same one-way function or
one-way functions also 1n the future, to remain able to order
erasure of her personal data.

The token (FileID.m) of the file to be stored 1s arbitrary
as long as it 1s can be reconstructed based on information
about the files stored in the second memory. The token
(FileID.m) may be a running sequence number. To allow
retroactive enumeration (e.g., when erasure has been
requested) the token 1s preferably a discrete quantity.
Example tokens include file creation date, media recording
data, file size (of the anonymized version of the file), a size
bin to which the {file size belongs 1n a predefined set of size
bins (e.g., size m MB in the ranges [0, 10), [10, 20),
[20, 30), . . . ), a fingerprint/digest of the file content, a
filename 1dentifying the file 1n the file system etc. To carry
out personal data erasure, the data recipient may retroac-
tively obtain complete value sets of these tokens by querying,
a file system about all files stored in the second memory. If
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the file creation date 1s used as token, a complete value set
corresponds to the data range over which file storage has
been going on, which can for instance be read from a
worklog, 1n a digital or non-digital format. While not essen-
tial to the embodiments, it 1s of some advantage to use a
unique token for each file (1.e., an identifier), as this ensures
there 1s no collision among 1tem-specific anonymous iden-
tifiers (AnonlD.m.n); alternatively, identical tokens (Fil-
elD.m) may be used for a cluster of multiple files that are
stored at the same or at nearby points in time, so that no need
arises 1o store the sensitive temporary anonymous 1dentifier
(AnonlID.m). It 1s not advisable, however, to use a constant
token for all files, as this will imply that all item-specific
anonymous 1dentifiers will belong to a common sequence
and render eflicient bookkeeping of the total quantity of
personal data items stored impossible; such bookkeeping 1s
of great convenience when complete erasure 1s requested.

I1 the token (FileID.m) of the file to be stored 1s unknown
to the person—unlike, say, today’s date—its value may be
shared with the person or may be directly supplied to the
one-way function interface, in a second optional step 112.
The temporary anonymous identifier (AnonlD.m) can then
be correctly generated based on the combination of the
private 1dentifier (PrivID) and the token (FileID.m). The
method 100 may include step 110 or step 112, the combi-
nation of both these steps or neither.

In a next step 114 of the method 100, a temporary
anonymous identifier (AnonID.m) of the person 1s obtained.
The temporary anonymous identifier (AnonlD.m) varies
with the token (FileID.m) of the file. A preferred way of
obtaining the temporary anonymous identifier (AnonlD.m)
1s to receive 1t from the person; 1n this manner, the person
does not need to share the private or personal identifier with
the data recipient executing the method 100.

In a step 116, personal data items associated with the
person are extracted.

In a step 118, for each personal data 1item that has been
extracted 1 step 116, a locator (Loc.m.n) and an item-
specific anonymous 1dentifier (AnonlD.m.n) of the person
are generated.

The locator (Loc.m.n) allows the personal data 1item to be
reinstated into the file. Its structure may depend on the media
type to which the file relates. If the personal data item 1s an
area ol an 1mage, the locator (Loc.m.n) may indicate that
area 1n the 1mage, e.g., 1 terms ol its bounding box
coordinates. For video data, a locator allowing reinstatement
of an extracted area corresponding to the person’s face or her
car’s license plate in a frame may indicate a sequence
number of the frame and 1image coordinates of the extracted
area.

The 1tem-specific anonymous 1dentifier (AnonlD.m.n) of
the person 1s generated 1n step 118 by applying a predefined
one-way function to a combination of the temporary anony-
mous 1dentifier (AnonlD.m) and an identifier (n) of the
personal data item. The one-way function may be the same
as the one used by the person to generate the temporary
anonymous identifier (AnonlD.m), or it may be a difierent
one-way function with similar characteristics. The identifier
(n) of the personal data 1tem can be a file-specific sequence
number, 1.e., the sequence counter 1s reset for each new file
to be stored or—as the case may be—{tor each cluster of files
to be stored at the same time, so that each identifier 1s unique
within its file (file cluster) but personal data items belonging,
to two different files (file clusters) may have i1dentical
identifiers. The i1dentifier (n) may furthermore be a global
sequence number, or 1t may be a complete 1dentifier of the
personal data item on the level of the operating system or
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another relevant namespace. Instead of a numerical counter,
one may equivalently use an alphabetic counter or a counter
taking values in any suitable discrete set or space. The
counter may use a predefined enumeration (or icrementa-
tion) rule n, ,=t(n,).

In a further development of the method 100, 1n which
successive versions of a file can be stored, step 118 1s
repeated when a new version 1s to be stored, whereby the
locators of the personal data items further depend on a
version (or commit) v of the file, Loc.m.n.v. This supports
the implementation of version control 1n the second memory.

Reference 1s made to FIG. 5, which illustrates how the
identifiers 1D, PrivID, AnonlD.m, AnonlD.m.n are related.
Each downward arrow corresponds to the application of a
one-way function. The letters on the left-hand side of FIG.
5 further indicates what entity has access to the identifiers
concerned.

A: The pnivate identifier (ID) remains with the data

subject; sharing with data recipient 1s never needed.
B: The data subject stores the private identifier (PrivIiD)
until the consent to store personal data 1s to be revoked.
At that point, the data subject shares the private i1den-
tifier (PriviD) with the data recipient to allow the data
recipient to erase her personal data according to the
method 200.

C: The data subject’s sharing of one of the temporary
anonymous 1dentifiers (AnonlD.m) with the data
recipient 1s equivalent to consenting to storage of the

file with her personal data. The data recipient uses this
identifier to carry out the storage of the file according
to the method 100.

D: The data recipient stores item-specilic anonymous
identifiers (AnonlD.m.n) in the first memory together
with the extracted personal data items. To allow the
data recipient to carry out a requested erasure of the
personal data items according to the method 200, these
identifiers cannot be deleted until the personal data
items are.

Returning to FIG. 1, the method 100 further comprises a
step 120 1n which each personal data 1tem 1s stored together
with the locator (Loc.m.n or Loc.m.n.v) and the item-
specific anonymous identifier (AnonIlD.m.n) i a first
memory (cl. FIG. 4, element 421). A relational database may
be used for this storage operation, which may be visualized
as a table with the following general appearance:

TABLE 1

Example data structure for first memory

[tem-specific

Locator Personal data item anonymous 1dentifier
Loc.1.1 First picture of the person’s face  AnonlD.1.1
Loc.1.2 Second picture of the person’s face AnonlD.1.2

In an optional step 122, a counter entry for the person 1s
stored, e.g., 1n the first memory or elsewhere. The counter
entry allows verification of the exhaustiveness of an enu-
meration ol all personal data items associated with the
person. To this end, the counter entry may indicate:

the total number of personal data items, 1n which case the

crasing method applies a pre-agreed enumeration rule
and a begin rule,

the first and last personal data 1item (e.g., 1n terms of their

item-speciiic anonymous 1dentifiers, AnonlD.m.n, or 1n
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terms of their locators, Loc.m.n), in which case the
erasing method applies an enumeration rule,

a list of all the personal data items, in which case the

erasing method can be agnostic, or

a list of the locations of all the personal data 1tems or their

locations, 1n which case the erasing method can be
agnostic.
Preferably, one counter entry 1s stored for each file which
contains personal data of the person or for each new file
token (FileID.m) that 1s used.

In some embodiments, the counter entry 1ncludes a rec-
ognizable anonymous 1dentifier (RecAnonlD.m) of the per-
son, which 1s generated by applying the one-way function to
the temporary anonymous identifier (AnonlD.m), as also
indicated by the dashed arrows in FIG. 5. Since the recog-
nizable anonymous i1dentifier (RecAnonlD.m) has been gen-
erated by means of a one-way function, 1t cannot be attrib-
uted to the person. The recognizable anonymous 1dentifier
(RecAnonlD.m) does however allow, in connection with
carrying out an erasure request, to verily that the counter
entry of the correct person has been located. When the
counter entry includes the recognizable anonymous 1denti-
fier (RecAnonlD.m), it may have the following structure:

TABLE 2

Example data structure for counter entry

Recognizable anonymous Total number of personal

identifier data items
RecAnonlD.1 N1
RecAnonlD.2 N2

This may be understood as follows: the file or files for which
the token FileID.1 has been used contains exactly NI
personal data items associated with the person, the file or
files for which the token FileID.2 has been used contains
exactly N2 personal data 1items associated with the person,
and so forth.

In a further optional step 124 of the method 100, action 1s
taken to prevent non-volatile storage of the temporary
anonymous 1identifier (AnonlD.m). Such protection mea-
sures may include erasing the identifier 1n a runtime memory
or overwriting it; alternatively, the first and second memo-
rics and any available further non-volatile memories are
provided with a gatekeeper functionality rejecting storage of
data having the datatype of the temporary anonymous 1den-
tifier (AnonlD.m). In this manner, 1f a new file 1s to be stored
on the following day—assuming this period is too long to
maintain the identifier 1n the runtime memory—it 1s neces-
sary to obtain a new temporary anonymous identifier (Anon-
ID.(m+1)), 1.e., execute the step 114 anew.

At this point, 1n step 126, 1t 1s assessed whether the file to
be stored contains personal data associated with any further
person. If this 1s the case (Y branch), the execution loops
back to carry out steps 114, 116, 118 and 120 (together with
the optional steps 110 and 112, 11 included) for said further
person. Accordingly, a temporary anonymous identifier
(AnonID'.m) of the further person 1s obtained; personal data
items associated with the further person are extracted; and a
locator (Loc.m.n) and an 1tem-specific anonymous 1dentifier
(AnonlID'.m.n) of the further person are generated for each
personal data item. It 1s noted that the locators of both
persons may depend on an identifier (n) belonging to the
same sequence.
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If there are no turther persons to consider for the file to be
stored (N branch from step 126), the execution of the
method 100 goes on to an optional step 128, in which the
personal data items in the file are removed to obtain an
anonymized (or censored) version of the file. The removal
may be achieved by at least one of removing (deleting) the
personal data item, abrogating possible recognition factors
in the personal data item, concealing, redacting, masking,
replacing, or overwriting the personal data item, or further-
more applying suitable filtering or image processing. Suit-
able filtering and i1mage processing include those which

[

impart a blurring, pixelating, deforming, or other eflect
tending to render the personal data unidentifiable. Such
filtering or image processing 1s typically of the data-destruc-

tive type and will decrease the information content of the
file.

In a subsequent step 130, the anonymized version of the
file without the personal data items 1s stored 1n a second
memory (ci. FIG. 4, element 422). The second memory may
be the same memory as the first memory. However, 1n some
embodiments, the second memory 1s different from the first
memory.

Within step 130, the locators (Loc.m.n) of all extracted
personal data items may optionally be stored together with
the anonymized version of the file. In other words, this
option means that the locators (Loc.m.n) are stored both 1n
the first and the second memory. Access to a spare copy of
the locators (Loc.m.n) 1s helpful when the file 1s to be
reconstructed 1n a situation where some of the personal data
which it originally contained has been erased and this
crasure has been performed by deleting all rows of Table 1
associated with the requesting person, including the locators.
The spare copy of the locators (Loc.m.n) then allows the
corresponding locations to be marked as empty/modified/
invalid despite the erasure. Alternatively, the same marking
functionality can be implemented 11 the erasing operation
preserves the locators (1.e., 1t leaves the first column of Table
1 1ntact).

This completes the storing of a first version of the file.

Optionally, the method 100 may extend to the storing of
a second file, which also contains personal data associated
with the person. The second file may be related to the first
one by belonging to the same temporal, spatial or subject-
matter context. For instance, the files may represent images
acquired at consecutive points 1n time, or video sequences
that succeed each other. The files may further relate to
different subareas of an 1maged space, which has been
partitioned to obtain manageable file sizes, granularity or the
like.

Accordingly, it 1s assessed 1n a step 132 whether a second
file 1s to be stored, 1n which case (Y branch) the execution
loops back, beginming at step 114. In this execution round,
a second temporary anonymous identifier (AnonID.(m+1))
of the person 1s obtained, which temporary anonymous
identifier (AnonlID.(m+1)) 1s dependent on a token (FilelD.
(m+1)) of the second file. Personal data items associated
with the person are extracted from the second file. For each
extracted personal data item, a locator (Loc.(m+1).n) and an
item-speciiic anonymous 1dentifier (AnonlD.(m+1).n) of the
person are generated. Each personal data item 1s stored
together with the locator and the 1tem-specific anonymous
identifier 1n the first memory. Finally, an anonymized ver-
sion of the second file without the personal data items 1s
stored 1n the second memory.

If no more files are to be stored (N branch from step 132),
the execution of the method 100 can terminate.
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In an optional additional step 134 of the method 100, an
updated anonymized version of the file 1s stored in the
second memory. The updated anonymized version may be
stored under version control, 1.e., the previous anonymized
version 1s not deleted from the second memory. The storing
of the updated anonymized version may be performed
without necessarily updating the information in the first
memory, which remains valid; this fact advantageously
makes 1t possible to limit the circle of stail entrusted with the
processing of personal data.

Optionally, the step 134 aflects data both 1n the first and
the second memory. Assuming that 1t 1s desired to increase
the brightness m a video sequence, this 1mage processing
operation may be applied to all frames of the video sequence
and to all cropped images (1.e., extracted personal data
items) 1n the first memory. The anonymized video sequence
1s saved as a new version 1n the version-controlled second
memory, and new locators (Loc.m.n.2) which are stored on
new rows 1n the data structure of the first memory are
generated for the new version (v=2). Each new row 1ncludes
the modified (brightened) cropped image but the same
AnonlD.m.n as the for the first version. This 1s made
possible without detriment to the protection of the person’s
privacy.

Erasing Personal Data Associated with a Person

FIG. 2 illustrates in flowchart form a method 200 for
erasing, from a first memory, personal data associated with
a person. The method 200 1s 1initiated at a point 1n time when
the memory stores personal data items together with corre-
sponding locators (Loc.m.n) and item-specific anonymous
identifiers (AnonlD.m.n) of persons associated with the
personal data items; this content may have been loaded 1nto
the memory as a result of executing the method 100 for
storing a {ile containing personal data described above.

The method 200 may for example be performed by or on
behalf of a data recipient, a natural or legal person which had
previously received or generated one or more files and had
obtained the person’s consent to store her personal data
contained in the files. The method 200 for erasing the
personal data associated with the person may be executed
when the person requests ‘to be forgotten’ (to have her
personal data erased) or, equivalently, when the person
revokes the consent previously given.

In a first step 210 of the method 200, a private 1dentifier
(PrivID) of the person i1s obtained. Since the data recipient
does not receive any private identifier (PriviD) from the
person during a normal execution implementation of the
method 100 for storing the file—such sharing would not
improve the person’s privacy—the step 210 will usually
entall receiving the private identifier (PriviD) from the
person or retrieving the private identifier (PriviD) from a
shared memory to which the person grants the data recipient
read access.

In a second step 212, tokens (FileID.m) of all files from
which the personal data items may have been extracted are
obtained. In this step 212, the data recipient may regenerate
the tokens (FileID.m) in accordance with a rule and/or
documentation relating to the storing of the one or more files
in which the personal data was contained. Alternatively, the
tokens (FileID.m) are received or fetched from a memory.

In principle, the person could maintain her own register of
the tokens (FileID.m), which she shares with the data
recipient in connection with the request for erasure; this wall
allow the person to restrict her request to a partial erasure,
¢.g., of personal data contained 1n files that were recorded on
a particular date. If the data recipient 1s a professional entity,
however, a more convenient option may be for the data
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recipient to store information suflicient to allow it to regen-
erate the tokens (FileID.m) exhaustively on 1ts own, without
any other mput from the person than the private identifier
(PrivID). The storage of this information should be at least
as reliable and/or enduring as the storage of the private data,
for 1f the information 1s lost, there 1s no longer any conve-
nient way to perform selective deletion based on knowledge
of the prnivate data relating to a particular person. An
attractive option, which can be practiced 1t the tokens
(FileID.m) are based on filename, original file size, creation
date or other file attributes, 1s for the data recipient to query
a second memory, which stores anonymized versions of the
files from which the personal data items have been extracted.
Then, 1n a substep 212.1, the query may include a Is or dir
command 1ssued to the file system of the second memory,
which will be successtul for as long as the second memory
stores the concerned files. Since the tokens dertved from the
output of the query will be matched against generated
item-speciiic anonymous 1dentifiers (AnonlD.m.n) 1n a fol-
lowing step 224, 1t 1s a very small concern 1f the query to the
second memory returns attributes ol additional files which
are unrelated to the person as a by-product.

In a next step 214, for each of the file tokens (FileID.m),
identifiers (n) of all personal data items which are associated
with the person and may have been extracted from the
corresponding file or files are obtained. The obtention of
these identifiers (n) may include retrieving them from a
memory or other entity, or may be based on a regeneration
process. The regeneration process may be controlled by the
private identifier (PrivID) received from the person and may
turther depend on information stored in a memory main-
tained by the data recipient.

For example, the 1dentifiers (n) of the personal data 1tems
to be erased may be obtained by executing a substep 214.1,
in which a counter entry for the person 1s read. The concept
of a counter entry was 1ntroduced above in connection with
step 122 of the method 100 for storing, together with an
example data structure that optionally includes a recogniz-
able anonymous 1dentifier (RecAnonlD.m). To find the right
counter entry for a file among multiple stored counter
entries, the data recipient regenerates the recognizable
anonymous identifier (RecAnonlD.m) by first applying the
one-way function to the combination of the private identifier
(PrivID) and the token (FileID.m) of the file, which returns
a temporary anonymous identifier (AnonlD.m), and then
applying the one-way function to the temporary anonymous
identifier (AnonlD.m). The data recipient matches the output
of this operation with the relevant field (column) of multiple
stored counter entries. Another field of the matching counter
entry will represent the total number of personal data 1tems,
the first and last personal data item 1n a sequence determined
by a predefined enumeration rule, a list of all the personal
data items, or any of the other options listed under step 122.
Accordingly, since one counter entry 1s expected for each
temporary anonymous 1dentifier (AnonlD.m), substep 214.1
returns one set of 1dentifiers (n) for each temporary anony-
mous 1dentifier (AnonlD.m).

To illustrate, 1t 1s assumed that the counter entry indicates
an i1dentifier (n,) of the first personal data i1tem and an
identifier (n,) of the last personal data item stored. Here,
“first” and “last” refers to the enumeration sequence of the
identifiers, not necessarily the points in time at which the
personal data items were stored. In this case, the erasing
method 200 applies an enumeration rule n,_ ,=f(n,), which 1s
identical or equivalent to a corresponding enumeration rule
used 1n the storing method 100. By applying the enumera-
tion rule to the identifier (n ) of the first personal data item
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and then recursively to the successive outputs until the
identifier (n,) of the last personal data item has been
reached, the data recipient may regenerate all identifiers.
The i1dentifier (n,) of the last personal data item stored in the
counter entry serves to verily the exhaustiveness of the
enumerated identifiers. In variations of this regeneration
process, the identifier (n ) of the first personal data item may
be pre-agreed or pre-specified. Further alternatively, a coun-
ter entry 1indicating the total number of 1dentifiers will be as
usetul as knowing the 1dentifier (n,) of the last personal data
item stored.

In a further step 216, temporary anonymous identifiers
(AnonlD.m) of the person are generated by applying a
predefined one-way function to combmations of the
obtained private identifier (PriviD) and the obtained file
tokens (FileID.m). The one-way function 1s predefined in the
sense that 1ts action 1s equivalent to the one-way function
which was used to generate the temporary anonymous
identifiers (AnonlD.m) when the file or files containing the
personal data were stored.

As those skilled in the art will appreciate, steps 214 and
216 can be executed 1n any order, or in parallel. Since the
temporary anonymous identifier (AnonlD.m) generated in
step 216 may be used as an 1nput in substep 214.1, parallel
execution may reduce the total number of times the one-way
function has to be evaluated.

Next follows a step 218 of generating item-specific
anonymous 1dentifiers (AnonID.m.n) of the person, which
proceeds by applying, for each generated temporary anony-
mous 1dentifier (AnonlD.m) of the person, the predefined
one-way function to combinations of the temporary anony-
mous 1dentifier (AnonlD.m) and the obtained 1dentifiers (n)
of the personal data items. To ensure complete erasure, step
218 should generate a complete collection of those item-
specific anonymous identifiers (AnonlD.m.n) that have been
used for storing personal data items associated with the
person. If the identifiers (n) have been obtained using
substep 214.1, there 1s one set of identifiers (n) for each
temporary anonymous identifier (AnonlD.m); it should then
be suflicient to combine the i1dentifiers (n) in one of these
sets with the corresponding temporary anonymous 1dentifier
(AnonlD.m), whereas combining with a different temporary
anonymous 1dentifier (AnonlD.m'") 1s unlikely to provide
further 1tem-specific anonymous identifiers that match any
of the stored personal data items.

It 1s assessed 1n step 220 whether any more generated
temporary anonymous i1dentifiers (AnonlD.m) of the person
remain to be processed 1n step 218. If not (N branch), 1t 1s
assessed 1n step 222 whether there 1s any further file token
(FileID.m) that has been used to store personal data items
associated with the person. If such further file tokens (Fil-
elD.m) are found to exist (Y branch), steps 214 onwards are
re-executed for each further file token (FileID.m).

When all file tokens (FileID.m) have been processed, the
method 200 proceeds to step 224, in which all such personal
data items that match any of the generated item-specific
anonymous 1dentifiers (AnonlD.m.n) of the person are
erased from the first memory. The erasing may target the
personal data items only, or the corresponding locators
and/or 1tem-specific anonymous identifiers may be deleted
jointly. The latter option corresponds to deleting complete
rows ol the data structure illustrated by Table 1 above. If 1t
1s desired to locate the portions of the file from which
personal data items have been extracted (e.g., for marking
purposes ), the locators should be left intact or recuperated in
some other way, unless a copy of the locators has been stored
clsewhere.
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Reinstating Personal Data into a Stored File

FIG. 3 1s a flowchart of a method 300 for reinstating
personal data into a file. The method 300 1s mitiated at a
point in time when a first memory stores personal data items
together with corresponding locators (Loc.m.n) and item-
specific anonymous identifiers (AnonID.m.n) of persons
associated with the personal data 1tems and when a second
memory stores an anonymized version of the file. The
memories may have received this content as a result of an
execution of the method 100 for storing a file containing
personal data described above. Since the time of storing the
file, furthermore, the method 200 for erasing personal data
associated with a person may have been executed, 1n which
case the first memory now contains an incomplete collection
of the personal data 1tems that were extracted from the file
when the storing method 100 was executed.

In a first step 310 of the method 300, those personal data
items which have been extracted from said file and corre-
sponding locators (Loc.m.n) are retrieved from the first
memory. IT the locators (Loc.m.n) have also been stored in
a location other than the first memory, such as the second
memory, they may equivalently be retrieved from there.

In a second step 312, the anonymized version of the file
without the personal data 1tems 1s retrieved from the second
memory.

The personal data 1tems are then reinstated, 1n step 314,
into the anonymized version of the file 1n accordance with
the corresponding locators (Loc.m.n). For example, a
cropped area of a video frame corresponding to a person’s
face may be pasted back into the video frame, as indicated
in the locator (Loc.m.n), which restores the video frame to
an appearance similar to 1ts original condition. The restored
video frame may differ from the original condition 11 later
versions of the file have been stored, e.g., as a result of 1image
processing or video editing. Step 314 may entail a complete
restoration of the file, namely, by reinstating all personal
data items regardless of what persons they are associated
with.

Substep 314.1 represents an advantageous way of execut-
ing step 314. Here, all retrieved personal data items are
traversed sequentially and step 314 terminates after the last
item. The substep 314.1 will execute robustly even when
some or all of the personal data have been erased from the
first memory, €.g., on request by the associated person, and
it can be configured to return a usable (non-corrupted,
readable, editable etc.) file with some remaining portions
corresponding to the erased personal data items. The remain-
ing portions may contain the output of any of removing,
concealing, redacting, masking, replacing, overwriting, {il-
tering and 1mage processing that was applied 1n the execu-
tion of the storing method 100.

In an optional step 316, such portions of the anonymized
version where a personal data item has been extracted but
not reinstated are i1dentified.

In a further optional step 318, a downstream utility
processing step 1s nofified of the portions which were
identified 1n step 316. The i1dentified portions may be under-
stood as invalid or artificially modified data, as opposed to
natural or representative data. For example, 11 the down-
stream processing includes training a machine-learning
(ML) model, the i1dentified portions may be excluded from
the tramning data fed to the ML model. Alternatively, any
updates the ML model derives from the i1dentified portions
(as represented, e.g., by a set of updated weights, or calcu-
lated gradients, or derived errors for a neural network) are
deleted, neutralized, or rolled back to a previous value.
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The file with the reinstated personal data items 1s kept 1n
a runtime memory of a processor executing the method 300.
To reinforce the privacy of the data subject, the method 300
may optionally include a final step 320 of taking action to
prevent non-volatile storage of the file with the reinstated
personal data items. Such action may include erasing the file
in a runtime memory or overwriting it after i1t has been
processed. Alternatively, the first and second memories and
any available further non-volatile memories are provided
with a gatekeeper functionality preventing storage of the
file. Further alternatively, a cleanup based on dependency
tracking techniques may be performed.

Device Implementations

FIG. 4 shows a device 410 which 1s communicatively
connected to first and second memories 421, 422 and
comprises processing circuitry 411 arranged to perform the
storing method 100, the erasing method 200 and/or the
reinstatement method 300. The processing circuitry 411 may
contain application-specific or programmable circuits, or
they may be implemented in a distributed manner using
networked (‘cloud’) resources. The processing circuitry 411
may include a volatile runtime memory. Alternatively, the
memory may be non-volatile and provided with a gatekeeper
or covered by dependency tracking. The first memory 421
may be used to store extracted personal data items extracted
from a file, locators, and 1tem-specific anonymous 1dentifi-
ers. Since the first memory 421 1s used for relatively
sensitive content, 1t should preferably have a high resistance
to 1ntrusion attacks. Similarly, the communicative connec-
tion to the first memory 421, e.g., over a network, should be
protected against eavesdropping. The second memory 422
may be used to store an anonymized version (or multiple
anonymized versions) of the file. Both memories 421, 422
may be non-volatile memories. The second memory 422
may be subject to version control. The first memory 421
need not have version control.

FIG. 4 has been annotated with data labels illustrating
how the storing method 100 may be executed. A file to be
stored 1s supplied at the upper lett side of the device 410. At
the lower lett side, a temporary anonymous identifier (Anon-
ID.m) 1s supplied. The temporary anonymous identifier
(AnonlD.m) may have been generated by or on behalf of the
person associated with the private data using a one-way
function iterface 490. As indicated, the one-way function

interface 490 recerves as mput a private identifier (PriviD)
of the person and i1s further modified in accordance with a
file token (FileID.m), which the device 410 supplies. The
person may use the one-way function interface 490 (illus-
trated 1 FI1G. 4 as a further instance thereotf) to generate the
private 1dentifier (PrivID) on the basis of a personal 1denti-
fier (ID). On the basis of these mputs, the device 410 extracts
the personal data items (symbolized as a rectangle and a
circle 1n FIG. 4) from the supplied file and stores these
together with corresponding locators (Loc.m.n) and item-
specific anonymous 1dentifiers (AnonlD.m.n) in the first
memory 421. The first memory may then contain triplets of
personal data items, locators and 1dentifiers. Parallel to this,
the device 410 stores an anonymized version of the file 1n the
second memory 422.

When the device 410 executes the erasing method 200, it
may receive a private identifier (PriviD) of the requesting
person, and it 1ssues deletion commands to the first memory
421. When the device 410 executes the reinstatement
method 300, it retrieves data from the first memory 421 and
second memory 422 and outputs the reinstated file.
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NUMBERED EMBODIMENTS

Embodiment 1. A method (100) for storing a file containing
personal data, the method comprising;:

obtaining (114) a temporary anonymous identifier (Anon-
ID.m) of a person which temporary anonymous identifier
(AnonlID.m) 1s dependent on a token (FileID.m) of the file;
from the file, extracting (116) personal data items associated
with the person;

for each personal data item, generating (118) a locator
(Loc.m.n), which allows the personal data item to be rein-
stated into the file, and an 1tem-specific anonymous 1denti-
fier (AnonlD.m.n) of the person, wherein the item-specific
anonymous 1dentifier 1s generated by applying a predefined
one-way function to a combination of the temporary anony-
mous 1dentifier (AnonlD.m) and an identifier (n) of the
personal data item; storing (120) each personal data item
together with the locator and the item-specific anonymous
identifier 1n a first memory; and storing (130) an anony-
mized version of the file without the personal data items in
a second memory.

Embodiment 2. The method of embodiment 1, for further
storing a second {file containing personal data associated
with the person, the method comprising:

obtaining (114) a second temporary anonymous identifier
(AnonID.(m+1)) of the person, which temporary anony-
mous identifier (AnonlD.(m+1)) 1s dependent on a token
(FileID.(m+1)) of the second file;

from the second file, extracting (116) personal data items
associated with the person; for each personal data item,
generating (118) a locator (Loc.(m+1).n) and an item-spe-
cific anonymous identifier (AnonlD.(m+1).n) of the person,
wherein the 1tem-specific anonymous 1dentifier 1s generated
by applving the one-way function to a combination of the
second temporary anonymous identifier (AnonID.(m+1))
and an identifier (n) of the personal data item:;

storing (120) each personal data item together with the
locator and the 1item-specific anonymous 1dentifier 1n the first
memory; and storing (130) an anonymized version of the
second file without the personal data items in the second
memory.

Embodiment 3. The method of embodiment 1 or 2, further
comprising;

obtaining (114) a temporary anonymous identifier (Anon-
ID'"'m) of a further person, which temporary anonymous

identifier (AnonlD'.m) 1s dependent on the token (FileID.m)
of the file;

from the file, extracting (116) personal data 1tems associated
with the further person; for each personal data item, gener-
ating (118) a locator (Loc.m.n) and an 1tem-specific anony-
mous identifier (AnonID'.m.n) of the further person, wherein
the 1item-specific anonymous 1dentifier 1s generated by
applying the one-way function to a combination of the
temporary anonymous identifier (AnonlD'.m) and an 1den-
tifier (n) of the personal data item; and

storing (120) each personal data item together with the
locator and 1tem-specific anonymous identifier in the first
memory,

wherein the anonymized version of the file 1s stored 1n the
second memory without the personal data 1tems associated
with the person and the personal data 1tems associated with
the further person.

Embodiment 4. The method of any of the preceding embodi-
ments, wherein the second memory but not the first memory
1s subject to version control.
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Embodiment 5. The method of any of the preceding embodi-
ments, wherein the first and second memories are non-
volatile.
Embodiment 6. The method of any of the preceding embodi-
ments, wherein:
at least one of the personal data 1tems 1s an area of an 1image;
and
the locator (Loc.m.n) indicates the area 1n the 1mage.
Embodiment 7. A method (300) for reinstating personal data
into a file, the method comprising:
from a first memory storing personal data items, which have
been extracted from files, together with corresponding loca-
tors (Loc.m.n) and item-specific anonymous identifiers
(AnonlID.m.n) of persons associated with the personal data
items, retrieving (310) those personal data items which have
been extracted from said file and corresponding locators;
from a second memory, retrieving (312) an anonymized
version of the file without the personal data items; and
reinstating (314) the personal data items into the anony-
mized version in accordance with the corresponding loca-
tors.
Embodiment 8. The method of embodiment 7, wherein said
reinstating 1ncludes sequentially reimnstating (314.1) the
retrieved personal data items and terminates after the last
item.
Embodiment 9. The method of embodiment 7 or &, further
comprising;
identifying (316) such portions of the anonymized version
where a personal data item has been extracted but not
reinstated; and
notifying (318) a downstream utility processing step of the
identified portions.
Embodiment 10. The method of any of embodiment 7 to 9,
further comprising: acting (320) to prevent non-volatile
storage of the file with the reimnstated personal data items.
The aspects of the present disclosure have mainly been
described above with reference to a few embodiments.
However, as 1s readily appreciated by a person skilled 1n the
art, other embodiments than the ones disclosed above are
equally possible within the scope of the embodiments, as
defined by the appended patent claims.

The mnvention claimed 1s:
1. A method for storing a file containing personal data, the
method comprising:

obtaining a temporary anonymous 1dentifier of a person,
wherein the temporary anonymous 1dentifier 1s depen-
dent on a token of the file;

extracting from the file personal data items associated
with the person;

for each personal data item, generating a locator, which
allows the personal data item to be reinstated into the
file, and an 1tem-specific anonymous identifier of the
person, wherein the item-specific anonymous identifier
1s generated by applying a predefined one-way function
to a combination of the temporary anonymous identifier
and an identifier of the personal data i1tem;

storing each personal data item together with the locator
and the item-specific anonymous 1dentifier 1n a {first
memory; and

storing an anonymized version of the file without the
personal data items 1n a second memory.

2. The method of claim 1, further comprising:

storing a counter entry for the person, which counter entry
allows verification of exhaustiveness of an enumeration
of all personal data 1tems associated with the person.
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3. The method of claim 2, wherein the counter entry
includes a recognizable anonymous identifier of the person
generated by applying the one-way function to the tempo-
rary anonymous identifier.

4. The method of claim 1, which 1s performed by a data
recipient and further comprises:

making available a one-way function interface configured

with said predefined one-way function to allow a
person to generate the temporary anonymous 1dentifier
based on a combination of a private identifier and the
token of the file without sharing the private 1dentifier
with the data recipient; and

optionally sharing the token of the file with the person or

the one-way function interface.

5. The method of claim 4, wherein the one-way function
interface 1s further configured to allow the person to gener-
ate the private identifier based on a personal 1dentifier.

6. The method of claim 1, further comprising:

acting to prevent non-volatile storage of the temporary

anonymous 1dentifier.

7. The method of claim 1, turther comprising;:

removing the personal data items 1n the file by an ano-

nymization operation including at least one of remov-
ing, concealing, redacting, masking, replacing, over-
writing, filtering, image processing, to obtain said
anonymized version of the file.

8. The method of claim 1, further comprising:

storing an updated anonymized version of the file in the

second memory.

9. The method of claim 1, wherein:

at least one of the personal data 1tems 1s an area of a frame

in a video sequence; and

the locator indicates the frame 1n the video sequence and

further indicates the area in the frame.

10. A method for erasing personal data associated with a
person from a {first memory where personal data items
together with corresponding locators, which allow the per-
sonal data items to reinstated into a first file, and item-
specific anonymous 1dentifiers of the person, which are 1s
generated by applying a predefined one-way function to a
combination of a temporary anonymous identifier of the
person and an 1dentifier of the personal data item, associated
with the personal data items were previously stored, the
method comprising:

obtaining a private 1dentifier of the person;
obtaining tokens of all files from which the personal data
items may have been extracted;

for each one of the file tokens, obtaiming identifiers of all

personal data items which are associated with the
person and may have been extracted from a corre-
sponding file;

generating temporary anonymous 1dentifiers of the person

by applying a predefined one-way function to combi-
nations of the obtained private identifier and the
obtained file tokens;

for each generated temporary anonymous identifier of the

person, generating 1tem-specific anonymous 1dentifiers
of the person by applying the predefined one-way
function to combinations of the temporary anonymous
identifier and the obtained identifiers of the personal
data 1tems; and

crasing all personal data items from the first memory

which match any of the generated 1tem-specific anony-
mous 1dentifiers of the person.

11. The method of claim 10, wherein the tokens of all files
from which the personal data items may have been extracted
are obtained by querying a second memory where anony-
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mized versions of the files from which the personal data
items have been extracted were previously stored, without
the personal data items, comprising:

obtaining a temporary anonymous identifier ol a person,
which temporary anonymous identifier 1s dependent on
a token of the file;
extracting from the file personal data items associated with
the person;
for each personal data item, generating a locator, which
allows the personal data item to be reinstated into the
file, and an item-specific anonymous identifier of the
person, wherein the item-specific anonymous identifier

1s generated by applying a predefined one-way function
to a combination of the temporary anonymous 1dentifier

and an identifier of the personal data 1tem;

storing each personal data item together with the locator
and the item-specific anonymous 1dentifier 1n a {first
memory; and

storing an anonymized version of the file without the

personal data items 1n a second memory.

12. The method of claim 10, wherein the 1dentifiers of all
personal data items are obtained by retrieving a counter
entry for the person.

13. The method of claim 12, further comprising:

enumerating identifiers of all personal data 1items which

are associated with the person; and

veriiying exhaustiveness of the enumerated identifiers on

the basis of the retrieved counter entry.

14. A device communicatively connected to first and
second memories and comprising processing circuitry
arranged to perform a method for storing a file containing
personal data, the method comprising:

obtaining a temporary anonymous 1dentifier of a person,
wherein the temporary anonymous 1dentifier 1s depen-
dent on a token of the file;

extracting from the file personal data items associated

with the person;

for each personal data item, generating a locator, which

allows the personal data item to be reinstated into the
file, and an 1tem-specific anonymous identifier of the
person, wherein the item-specific anonymous identifier
1s generated by applying a predefined one-way function
to a combination of the temporary anonymous identifier
and an i1dentifier of the personal data 1tem:;

storing each personal data item together with the locator

and the item-specific anonymous 1dentifier 1n a {first
memory; and

storing an anonymized version of the file without the

personal data items 1n a second memory.

15. A non-transitory computer-readable storage medium
having stored thereon a computer program for implementing
a method for storing a file containing personal data when
executed on a computer having processing capabilities, the
method comprising:

obtaining a temporary anonymous identifier ol a person,

which wherein the temporary anonymous identifier 1s
dependent on a token of the file;

extracting from the file personal data items associated

with the person;

for each personal data item, generating a locator, which

allows the personal data item to be reinstated into the
file, and an item-specific anonymous identifier of the
person, wherein the 1tem-specific anonymous 1dentifier
1s generated by applying a predefined one-way function
to a combination of the temporary anonymous 1dentifier
and an i1dentifier of the personal data 1tem:;
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storing each personal data item together with the locator
and the item-specific anonymous 1dentifier 1n a first
memory; and

storing an anonymized version of the file without the
personal data items 1n a second memory. 5
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