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MACHINE LEARNING BASED RECEIVER
PERFORMANCE IMPROVEMENT USING
PEAK REDUCTION TONES

RELATED APPLICATIONS

This application claims the benefit of prionty to U.S.
Provisional Patent Application Ser. No. 62/980,776 entitled
“Machine Learning Based Receiver Performance Improve-
ment Using Peak Reduction Tones™ filed on Feb. 24, 2020,
and to U.S. Provisional Patent Application Ser. No. 63/009,
369 entitled “Machine Learning Based Uplink Coverage
Enhancement Using Peak Reduction Tones™ filed Apr. 13,
2020. The entire contents of both provisional applications
are 1ncorporated herein by reference for all purposes.

BACKGROUND

In wireless communication systems, such as those speci-
fied under standards for Fifth Generation (5G) New Radio
(NR), the conventional using orthogonal {frequency-division
multiplexing (OFDM) waveform suflers from large peak-
to-average power ratio (PAPR). Mitigating large PAPR can
necessitate large amounts of power amplifier back-ofl, at the
cost of degraded power amplifier efliciency.

SUMMARY

Various aspects include systems and methods of wireless
communication performed by wireless communication
device, such as a base station and mobile wireless devices.

Various aspects may include performing in receiver cir-
cuitry of a recerver wireless communication device opera-
tions for demodulating wireless transmission waveforms to
reconstruct data tones, including receiving, from a transmit-
ter, wireless transmission waveforms that include peak
reduction tones (PRTs) that were generated by a PRT neural
network in the transmaitter, and demodulating the receirved
wireless transmission wavelorms using a receirver neural
network that has been trained based on outputs of the
transmitter to output a reconstruction of the data tones.

Some aspects may further include selecting from among
a plurality of trained receiver neural networks stored 1n the
receiver wireless communication device a receiver neural
network that has been trained on the PRT neural network
being used by the transmitter of the received transmission
wavelorms. Some aspects may further include receiving
from the transmitter of the received transmission waveforms
an indicator of the receiver neural network that has been
trained on the PRT neural network being used by the
transmitter of the received transmission waveforms, wherein
selecting a recerver neural network from among a plurality
of trained recerver neural networks stored in the receiver
wireless communication device comprises selecting the
receiver neural network based on the indicator received from
the transmitter. Some aspects may further include receiving
weights for the receiver neural network from the transmaitter,
wherein demodulating the received transmission waveforms
using the receiver neural network that has been trained based
on outputs of the transmitter comprises demodulating the
received transmission wavelorms using the selected receiver
neural network and the weights for the receiver neural
network received from the transmitter.

Some aspects may further include sending to the trans-
mitter an indicator of a PRT neural network to be used by the
transmitter to insert PRTs into transmission waveforms,
wherein the PRT neural network associated with the indi-
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2

cator was used to train the receiver neural network used to
demodulate transmission waveforms received from the
transmitter. Some aspects may further include transmitting,
weights for the PRT neural network to the transmutter.

Various aspects may include performing in transmitter
circuitry ol a transmitter wireless communication device
operations for transmitting data tones via wireless transmis-
sion wavelorms to a receiver, including processing the data
tones through a PRT neural network traimned to generate
PRTs that when combined with the data tones will result 1n
a transmission waveform that will exhibit a peak-to-average
power ratio (PAPR) within a PAPR limit threshold, and
combining the data tones with PRTs output by the PRT
neural network to output a transmission waveform for
transmission to a receiving wireless communication device
configured with a receiver neural network that has been
trained based on outputs of the transmitter circuitry to
demodulate wireless transmission waveforms Ifrom the
transmitter circuitry.

Some aspects may further include transmitting a neural
network indicator configured to indicate a recerver neural
network for use by the receiving wireless communication
device 1 demodulating the transmitted wireless transmis-
sion waveforms, wherein the indicated receiver neural net-
work was trained based on outputs of the transmitter cir-
cuitry. Some aspects may further include transmitting
weights for the indicated receiver neural network to the
receiving wireless communication device. Some aspects
may further include selecting from among a plurality of PRT
neural networks stored on the receiving wireless communi-
cation device a PRT neural network to use in processing the
data tones to generate PRTs that was used to train the
receiver neural network used in the receiving wireless
communication device. Some aspects may further include
receiving an indicator of the PRT neural network to use from
the receiving wireless communication device, wherein
selecting from among a plurality of PRT neural networks
stored on the wireless communication device a PRT neural
network to use in processing the data tones to generate PRTs
comprises selecting the PRT neural network corresponding
to the received indicator. Some aspects may further include
receiving from the receiving wireless communication device
weilghts for the receiving wireless communication device.

Further aspects may include methods of training a PRT
neural network used 1n transmitting circuitry to msert PRTs
into transmitted transmission wavelorms and a receiver
neural network used 1n recerver circuitry for demodulating
received transmission wavelorms to recover a data tone.
Such aspects may include traiming the PRT neural network
using data tones to generate PRTs that when inserted into
transmitted transmission wavelorms with data tones result in
time-domain signals for amplification that will satisty PAPR
threshold limits, and training the recerver neural network to
demodulate received transmission waveforms from the
transmitting circuitry by comparing data tones output of the
receiver neural network to data tones applied to the PRT
neural network.

In some aspects, training the PRT neural network may
include determining an error of the PRT neural network, and
using the error to update the PRT neural network. In some

aspects, determining an error of the PRT neural network may
include determining an error of the PRT neural network
based on an amount by which a PAPR of a transmitted
transmission waveform exceeds the PAPR threshold.
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In some aspects. training the PRT neural network and
training the receiver neural network may include training the

PRT neural network and training the receiver neural network
for the receiver circuitry.

Some aspects may include indicating to the transmitting
circuitry a PRT neural network to use for transmitted trans-
mission wavelforms for the receiver circuitry.

In some aspects, training the PRT neural network and
training the receiver neural network may include training the
PRT neural network and training the receiver neural network
for the transmitting circuitry.

Some aspects may 1include indicating to the receiver
circuitry a receiver neural network to use for received
transmission waveforms from the transmitting circuitry.

Further aspects may include a wireless communication
device having transmitting circuitry and/or receiving cir-
cuitry configured to perform operations of any of the meth-
ods summarized above. Further aspects may include a
wireless communication device having means for perform-
ing functions of any of the methods summarized above.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated
herein and constitute part of this specification, illustrate
exemplary embodiments of the claims, and together with the
general description given above and the detailed description
given below, serve to explain the features of the claims.

FIG. 1 1s a system block diagram 1illustrating an example
of a communications system suitable for implementing any
of the various embodiments.

FIG. 2 1s a component block diagram illustrating an
example computing and wireless modem system suitable for
implementing any of the various embodiments.

FIG. 3 1s a component block diagram illustrating am
example of a software architecture including a radio proto-
col stack for the user and control planes in wireless com-
munications suitable for implementing any of the various
embodiments.

FIGS. 4A and 4B are component block diagrams 1illus-
trating an example of a system configured for managing
information transmission for wireless communication for
implementing any of the various embodiments.

FIG. 5 1s a component block diagram illustrating an
example of an encoder circuit configured to 1mplement
machine learning and/or machine learning based encoding
for recerver performance improvement using peak reduction
tones (PRTs) 1n accordance with various embodiments.

FIG. 6 1s a component block diagram illustrating an
example of a neural network decoder configured to 1mple-
ment machine learning and/or machine learning based
decoding for receiver performance improvement using PRTs
in accordance with various embodiments.

FIG. 7 1s a component signaling diagram illustrating an
example of a system configured to implement machine
learning based encoding and decoding for receiver pertor-
mance improvement using PRTs 1n accordance with various
embodiments.

FIG. 8 1s a component signaling diagram 1llustrating an
example of a system configured to implement machine
learning based encoding and decoding for receiver perfor-
mance improvement using PRTs 1n accordance with various
embodiments.

FIG. 9 1s a process flow diagram illustrating an example
of a method for transmitting machine learning based data for
receiver performance improvement using PRTs 1n accor-
dance with various embodiments.
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FIG. 10 1s a process flow diagram 1illustrating an example
of a method for implementing machine learming based

encoding and decoding for receiver performance improve-
ment using PRTs 1n accordance with various embodiments.

FIGS. 11 A and 11B are process flow diagrams illustrating,
examples of methods for training neural networks for gen-
erating PRTs based on an input data signal and for extracting
the PRTs on the transmitter side and reconstructing the data
signal on the receiver in accordance with various embodi-
ments.

FIG. 12 1s a carrier signal block diagram illustrating an
example of a transmission wavelform having data tones and
PRTs on orthogonal subcarriers in accordance with various
embodiments.

FIG. 13 1s a component block diagram illustrating an
example network computing device.

FIG. 14 1s a component block diagram illustrating an
example wireless device.

Like reference numbers and designations in the various
drawings indicate like elements.

DETAILED DESCRIPTION

The following description 1s directed to certain embodi-
ments for the purposes of describing the innovative aspects
of this disclosure. However, a person having ordinary skill
in the art will readily recognize that the teachings herein may
be applied 1n a multitude of different ways.

Various embodiments provide methods that may be
implemented 1n wireless communication devices (e.g., base
stations, wireless access points, mobile devices, etc.) that
make use of a trained PRT neural network module on the
transmitter side of a wireless communication link to deter-
mine PRTs suitable for a given transmission and make use
of an associated trained receiver neural network module on
the receiver side of the wireless communication link remove
PRTs from a received signal and extract information regard-
ing the target data tones that i1s carried by the PRTs.

The described embodiments may be implemented 1n any
device, system, or network that 1s capable of transmitting
and receiving radio frequency (RF) signals according to any
of the Institute of Flectrical and FElectronics Engineers
(IEEE) 16.11 standards, or any of the IEEE 802.11 stan-
dards, the Bluetooth® standard, code division multiple
access (CDMA), 1frequency division multiple access
(FDMA), time division multiple access (I DMA), Global
System for Mobile communications (GSM), GSM/General
Packet Radio Service (GPRS), Enhanced Data GSM Envi-
ronment (EDGE), Terrestrial Trunked Radio (TETRA),
Wideband-CDMA (W-CDMA), Evolution Data Optimized
(EV-DO), 1xEV-DO, EV-DO Rev A, EV-DO Rev B, High
Speed Packet Access (HSPA), High Speed Downlink Packet
Access (HSDPA), High Speed Uplink Packet Access
(HSUPA), Evolved High Speed Packet Access (HSPA+),
Long Teim Evolution (LTE), AMPS, Fiith Generation (5G)
New Radio (NR), or other signals that are used to commu-
nicate within a wireless, cellular or Internet of Things (IoT)
network, such as a system utilizing 3G, 4G, or 3G technol-
ogy, or lurther embodiments thereof.

The term “wireless device” 1s used herein to refer to any
one or all of wireless router devices, wireless appliances,
cellular telephones, smartphones, portable computing
devices, personal or mobile multi-media players, laptop
computers, tablet computers, smartbooks, ultrabooks, palm-
top computers, wireless electronic mail receivers, multime-
dia Internet-enabled cellular telephones, medical devices
and equipment, biometric sensors/devices, wearable devices
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including smart watches, smart clothing, smart glasses,
smart wrist bands, smart jewelry (such as smart rings, smart
bracelets, etc.), entertainment devices (such as wireless
gaming controllers, music and video players, satellite radios,
ctc.), wireless-network enabled Internet of Things (IoT)
devices including smart meters/sensors, industrial manufac-
turing equipment, large and small machinery and appliances
for home or enterprise use, wireless communication ele-
ments within autonomous and semiautonomous vehicles,
wireless devices aflixed to or incorporated into various
mobile platiforms, global positioning system devices, and
similar electronic devices that include a memory, wireless
communication components and a programmable processor.

The term “system on chip” (SOC) 1s used herein to refer
to a single integrated circuit (IC) chip that contains multiple
resources or processors mtegrated on a single substrate. A
single SOC may contain circuitry for digital, analog, mixed-
signal, and radio-frequency functions. A single SOC also
may include any number of general purpose or specialized
processors (digital signal processors, modem processors,
video processors, etc.), memory blocks (such as ROM,
RAM, Flash, etc.), and resources (such as timers, voltage
regulators, oscillators, etc.). SOCs also may include soft-
ware for controlling the integrated resources and processors,
as well as for controlling peripheral devices.

The term “system 1n a package™ (SIP) may be used herein
to refer to a single module or package that contains multiple
resources, computational units, cores or processors on two
or more IC chips, substrates, or SOCs. For example, a SIP
may include a single substrate on which multiple IC chips or
semiconductor dies are stacked 1n a vertical configuration.
Similarly, the SIP may include one or more multi-chip
modules (MCMs) on which multiple ICs or semiconductor
dies are packaged into a unifying substrate. A SIP also may
include multiple independent SOCs coupled together via
high speed communication circuitry and packaged 1n close
proximity, such as on a single motherboard or 1n a single
wireless device. The proximity of the SOCs facilitates high
speed communications and the sharing of memory and
resources.

The conventional orthogonal frequency-division multi-
plexing (OFDM) waveform adopted in the 5G NR specifi-
cation suflers from large peak-to-average power ratio
(PAPR). Without other mitigation of PAPR of a waveform,
the transmitter may need to reduce power amplification (1.€.,
implement power amplifier back-ofl), at the cost of the
degraded power amplifier efliciency in order to avoid dis-
tortion caused by the power amplifier nonlinearity. A signal
processing approach to PAPR reduction includes a tone
reservation scheme, 1 which peak reduction tones (PRT)
that are orthogonal to data tones are used to shape the
transmission wavelforms, 1.e., an OFDM symbols containing,
the PRTs and the data tones, 1n the time domain. The PRTs
are designed to reduce the peaks in the amplitude of the
transmission wavelorms in the time domain. However, there
1s no known relation between the data tones and the PRTs
when the PRTs are found by the traditional signal processing
algorithms. In other words, mapping between the data tones
and the PRTs can be arbitrary. As such, a receiver is
indifferent to the content of the PRTs, and the PRTs only
present overhead to the recerver. When PRTs are paired with
data tones, the peak power of the transmission waveform are
reduced at the cost of the increased average transmission
power and the error vector magnitude (EVM) 1s maintained
for the data tones.

The embodiments described herein use machine learning
trained neural networks configured to map data tones to
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PRTs for transmission from a specific transmitter and/or for
transmission to a specific recerver. Machine learning may be
used to train a PRT neural network and a receiver neural
network pair. In some embodiments, the PRT neural network
may be trained to pair a data tone and a PRT based on an
input of the data tone. The receiver neural network may be
trained to demodulate a transmission wavelform of an
OFDM symbol having the data tone and the PRT to generate
a reconstruction of the data tone based on an iput of the
transmission waveform. In some embodiments, the PRT
neural network and the receiver neural network may be
trained for a specific transmitter, such as based on a hard-
ware configuration of a transmitter. In some embodiments,
the PRT neural network and the receiver neural network may
be trained for a specific receiver, such as based on a
hardware configuration of a receiver.

In some embodiments, a transmitter and a receirver may
share configurations of a PRT neural network and/or a
receiver neural network. For example, a transmitter, such as
a wireless device, may share with a receiver, such as a base
station or a node, a configuration of a receiver neural
network, which may be the receiver neural network tramned
in conjunction with a PRT neural network implemented by
the transmitter, for the receiver to implement. As a further
example, the receiver may share with the transmitter a
configuration of a PRT neural network, which may be the
PRT neural network trained in conjunction with the receiver
neural network implemented by the receiver, for the trans-
mitter to 1implement.

In some embodiments, the transmitter and the receiver
may be preconfigured with multiple PRT neural networks
and/or recerver neural networks, and sharing the configura-
tions of a PRT neural network and/or a receiver neural
network may include sharing an indicator of a configuration
of a PRT neural network and/or a receiver neural network.
The transmitter and/or the recerver may use the indicator to
select the configuration of the PRT neural network and/or the
receiver neural network.

In some embodiments, sharing the configurations of a
PRT neural network and/or a receiver neural network may
include sharing weights resulting from the training of the
PRT neural network and/or the receiver neural network.
Sharing the configurations of a PRT neural network and/or
a recerver neural network may include sending the indicator

and/or the weights to the transmitter and/or the receiver.
In some embodiments, the transmitter may use a default
PRT neural network and/or a PRT neural network selected 1n
response to receiving an indicator of the configuration of the
PRT neural network to generate a PRT for a data tone. The
transmitter may generate a transmission waveform by com-
bining the data tones and the PRTs. The transmitter may
transmit the transmission waveform to the receiver. The
receiver may receive the transmission waveform and use a
default receiver neural network and/or a receiver neural
network selected in response to receiving an indicator of the
configuration of the receiver neural network to demodulate
the transmission waveform 1n order to reconstruct the data
tones. For a PRT neural network and a receiver neural
network trained together, the PRT neural network used to
generate the PRTs to combine with the data tones to generate
the transmission wavelform may be known to a receiver
implementing the receiver neural network. As such, the PRT
may contain information to facilitate generating a recon-
struction of the data tones. The mnformation contained in the
PRT may improve demodulation performance, such as
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improving accuracy of a reconstruction of the data tones
compared to sending the PRTs generated by a traditional
signal processing algorithm.

FIG. 1 1s a system block diagram 1illustrating an example
communication system 100 suitable for implementing any of
the various embodiments. The communications system 100
may be a 5G New Radio (NR) network, or any other suitable
network such as a Long Term Evolution (LTE) network.

The communications system 100 may include a hetero-
geneous network architecture that includes a core network
140 and a variety of mobile devices (illustrated as wireless
device 120a-120¢ 1n FIG. 1). The communications system
100 may also include a number of base stations (illustrated
as the BS 110qa, the BS 1105, the BS 110c¢, and the BS 1104)
and other network entities. A base station 1s an entity that
communicates with wireless devices (mobile devices), and
also may be referred to as an NodeB, a Node B, an LTE
evolved nodeB (eNB), an access point (AP), a radio head, a
transmit receive point (TRP), a New Radio base station (INR.
BS), a 5G NodeB (NB), a Next Generation NodeB (gNB),
or the like. Each base station may provide communication
coverage for a particular geographic area. In 3GPP, the term
“cell” can refer to a coverage area of a base station, a base
station subsystem serving this coverage area, or a combina-
tion thereof, depending on the context 1n which the term 1s
used.

A base station 110aq-1104d may provide communication
coverage for a macro cell, a pico cell, a femto cell, another
type of cell, or a combination thereof. A macro cell may
cover a relatively large geographic area (for example, sev-
cral kilometers in radius) and may allow unrestricted access
by mobile devices with service subscription. A pico cell may
cover a relatively small geographic areca and may allow
unrestricted access by mobile devices with service subscrip-
tion. A femto cell may cover a relatively small geographic
area (for example, a home) and may allow restricted access
by mobile devices having association with the femto cell
(for example, mobile devices 1n a closed subscriber group
(CSG)). A base station for a macro cell may be referred to
as a macro BS. A base station for a pico cell may be referred
to as a pico BS. A base station for a femto cell may be
referred to as a femto BS or a home BS. In the example
illustrated 1n FIG. 1, a base station 110q may be a macro BS
for a macro cell 102a, a base station 1105 may be a pico BS
for a pico cell 1025, and a base station 110¢ may be a femto
BS for a femto cell 102¢. A base station 110q-1104 may
support one or multiple (for example, three) cells. The terms
“eNB”, “base station”, “NR BS”, “gNB”, “TRP”, “AP”,
“node B”, “5G NB”, and “cell” may be used interchangeably
herein.

In some examples, a cell may not be stationary, and the
geographic area of the cell may move according to the
location of a mobile base station. In some examples, the base
stations 110a-1104 may be interconnected to one another as
well as to one or more other base stations or network nodes
(not 1llustrated) in the communications system 100 through
various types of backhaul interfaces, such as a direct physi-
cal connection, a virtual network, or a combination thereof
using any suitable transport network

The base station 110aq-1104 may communicate with the
core network 140 over a wired or wireless communication
link 126. The wireless device 120a-120e may communicate
with the base station 110a-110d over a wireless communi-
cation link 122.

The wired communication link 126 may use a variety of
wired networks (e.g., Ethernet, TV cable, telephony, fiber
optic and other forms of physical network connections) that
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may use one or more wired communication protocols, such
as Ethernet, Point-To-Point protocol, High-Level Data Link
Control (HDLC), Advanced Data Communication Contro
Protocol (ADCCP), and Transmission Control Protocol/
Internet Protocol (TCP/IP).

The communications system 100 also may include relay
stations (e.g., relay BS 110d). A relay station 1s an entity that
can receive a transmission of data from an upstream station
(for example, a base station or a mobile device) and transmit
the data to a downstream station (for example, a wireless
device or a base station). A relay station also may be a
mobile device that can relay transmissions for other wireless
devices. In the example illustrated i FIG. 1, a relay station
1104 may communicate with macro the base station 110a
and the wireless device 1204 1n order to facilitate commu-
nication between the base station 110a¢ and the wireless
device 1204. A relay station also may be referred to as a
relay base station, a relay base station, a relay, etc.

The communications system 100 may be a heterogeneous
network that includes base stations of different types, for
example, macro base stations, pico base stations, femto base
stations, relay base stations, etc. These different types of
base stations may have different transmit power levels,
different coverage areas, and different impacts on 1nterfer-
ence 1 communications system 100. For example, macro
base stations may have a high transmit power level (for
example, 5 to 40 Watts) whereas pico base stations, femto
base stations, and relay base stations may have lower
transmit power levels (for example, 0.1 to 2 Watts).

A network controller 130 may couple to a set of base
stations and may provide coordination and control for these
base stations. The network controller 130 may communicate
with the base stations via a backhaul. The base stations also
may communicate with one another, for example, directly or
indirectly via a wireless or wireline backhaul.

The wireless devices 120a, 1205, 120c may be dispersed
throughout communications system 100, and each wireless
device may be stationary or mobile. A wireless device also
may be referred to as an access terminal, a terminal, a mobile
station, a subscriber unit, a station, etc.

A macro base station 110a may communicate with the
communication network 140 over a wired or wireless com-
munication link 126. The wireless devices 120a, 12054, 120c¢
may communicate with a base station 110a-110d over a
wireless communication link 122.

The wireless communication links 122, 124 may include
a plurality of carrier signals, frequencies, or Irequency
bands, each of which may include a plurality of logical
channels. The wireless communication links 122 and 124
may utilize one or more radio access technologies (RATs).

Examples of RATs that may be used 1n a wireless commu-
nication link include 3GPP LTE, 3G, 4G, 5G (e.g., NR),

GSM, Code Division Multiple Access (CDMA), Wideband
Code Division Multiple Access (WCDMA), Worldwide
Interoperability for Microwave Access (WIMAX), Time
Division Multiple Access (TDMA), and other mobile tele-
phony communication technologies cellular RATs. Further
examples of RATs that may be used 1n one or more of the
various wireless communication links 122, 124 within the
communication system 100 include medium range protocols
such as Wi-Fi1, LTE-U, L'TE-Direct, LAA, MuLTFEfire, and

relatively short range RATSs such as ZigBee, Bluetooth, and
Bluetooth Low Energy (LE).

Certain wireless networks (e.g., LTE) utilize orthogonal
frequency division multiplexing (OFDM) on the downlink
and single-carrier frequency division multiplexing (SC-
FDM) on the uplink. OFDM and SC-FDM partition the
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system bandwidth into multiple (K) orthogonal subcarriers,
which are also commonly referred to as tones, bins, efc.
Each subcarrier may be modulated with data. In general,
modulation symbols are sent 1n the frequency domain with
OFDM and in the time domain with SC-FDM. The spacing
between adjacent subcarriers may be fixed, and the total
number of subcarriers (K) may be dependent on the system
bandwidth. For example, the spacing of the subcarriers may
be 15 kHz and the minimum resource allocation (called a
“resource block™) may be 12 subcarriers (or 180 kHz).

Consequently, the nominal Fast File Transfer (FFT) size may
be equal to 128, 256, 512, 1024 or 2048 for system band-

width of 1.25, 2.5, 5, 10 or 20 megahertz (MHz), respec-
tively. The system bandwidth may also be partitioned into
subbands. For example, a subband may cover 1.08 MHz
(1.e., 6 resource blocks), and there may be 1, 2, 4, 8 or 16
subbands for system bandwidth of 1.25, 2.5, 35, 10 or 20
MHz, respectively.

While descriptions of some embodiments may use termi-
nology and examples associated with LTE technologies,
various embodiments may be applicable to other wireless
communications systems, such as a new radio (NR) or 5G
network. NR may utilize OFDM with a cyclic prefix (CP) on
the uplink (UL) and downlink (DL) and include support for
half-duplex operation using time-division duplexing (TDD).
A single component carrier bandwidth of 100 MHz may be
supported. NR resource blocks may span 12 sub-carriers
with a sub-carrier bandwidth of 75 kHz over a 0.1 millisec-
ond (ms) duration. Each radio frame may consist of 50
subirames with a length of 10 ms. Consequently, each
subirame may have a length of 0.2 ms. Each subiframe may
indicate a link direction (1.e., DL or UL) for data transmis-
sion and the link direction for each subiframe may be
dynamically switched. Each subiframe may include DL/UL
data as well as DL/UL control data. Beamforming may be
supported and beam direction may be dynamically config-
ured. Multiple Input Multiple Output (MIMO) transmissions
with precoding may also be supported. MIMO configura-
tions 1n the DL may support up to eight transmit antennas
with multi-layer DL transmissions up to eight streams and
up to two streams per wireless device. Multi-layer transmis-
sions with up to 2 streams per wireless device may be
supported. Aggregation of multiple cells may be supported
with up to eight serving cells. Alternatively, NR may support
a different air interface, other than an OFDM-based air
interface.

Some mobile devices may be considered machine-type
communication (MTC) or evolved or enhanced machine-
type communication (eMTC) mobile devices. MTC and
eMTC mobile devices include, for example, robots, drones,
remote devices, sensors, meters, monitors, location tags,
etc., that may communicate with a base station, another
device (for example, remote device), or some other entity. A
wireless node may provide, for example, connectivity for or
to a network (for example, a wide area network such as
Internet or a cellular network) via a wired or wireless
communication link. Some mobile devices may be consid-
cered Internet-of-Things (IoT) devices or may be imple-
mented as NB-IoT (narrowband Internet of things) devices.
A wireless device 120a-120¢ may be included inside a
housing that houses components of the wireless device, such
as processor components, memory components, similar
components, or a combination thereof.

In general, any number of communication systems and
any number of wireless networks may be deployed 1n a
given geographic area. Each communications system and
wireless network may support a particular radio access
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technology (RAT) and may operate on one or more {requen-
cies. A RAT also may be referred to as a radio technology,
an air interface, etc. A frequency also may be referred to as
a carrier, a frequency channel, etc. Fach frequency may
support a single RAT 1n a given geographic area in order to
avoild interference between communications systems of dii-
terent RATs. In some cases, NR or 3G RAT networks may
be deployed.

FIG. 2 1s a component block diagram illustrating an
example computing and wireless modem system 200 suit-
able for implementing any of the various embodiments.
Various embodiments may be implemented on a number of
single processor and multiprocessor computer systems,
including a system-on-chip (SOC) or system 1n a package
(SIP).

With reference to FIGS. 1 and 2, the illustrated example
computing system 200 (which may be a SIP in some
embodiments) includes a two SOCs 202, 204 coupled to a
clock 206, a voltage regulator 208, and a wireless trans-
ceiver 266 configured to send and receive wireless commus-
nications via an antenna (not shown) to/from wireless
devices, such as a base station 110a. In some embodiments,
the first SOC 202 operate as central processing unit (CPU)
of the wireless device that carries out the instructions of
soltware application programs by performing the arithmetic,
logical, control and 1nput/output (I/0) operations specified
by the instructions. In some embodiments, the second SOC
204 may operate as a specialized processing umit. For
example, the second SOC 204 may operate as a specialized
S5G processing unit responsible for managing high volume,
high speed (e.g., 5 Gbps, etc.), and/or very lhigh frequency
short wave length (e.g., 28 GHz mmWave spectrum, etc.)
communications.

The first SOC 202 may include a digital signal processor
(DSP) 210, a modem processor 212, a graphics processor
214, an application processor 216, one or more Coprocessors
218 (e.g., vector co-processor) connected to one or more of
the processors, memory 220, custom circuitry 222, system
components and resources 224, an interconnection/bus mod-
ule 226, one or more temperature sensors 230, a thermal
management unit 232, and a thermal power envelope (TPE)
component 234. The second SOC 204 may include a 5G
modem processor 252, a power management unit 254, an
interconnection/bus module 264, the plurality of mmWave
transceivers 256, memory 258, and various additional pro-
cessors 260, such as an applications processor, packet pro-
cessor, etc.

Each processor 210, 212, 214, 216, 218, 252, 260 may
include one or more cores, and each processor/core may
perform operations independent of the other processors/
cores. For example, the first SOC 202 may include a
processor that executes a first type of operating system (e.g.,
FreeBSD, LINUX, OS X, etc.) and a processor that executes
a second type of operating system (e.g., MICROSOFT
WINDOWS 10). In addition, any or all of the processors
210, 212, 214, 216, 218, 252, 260 may be included as part
of a processor cluster architecture (e.g., a synchronous
processor cluster architecture, an asynchronous or hetero-
geneous processor cluster architecture, etc.).

The first and second SOC 202, 204 may include various
system components, resources and custom circuitry for
managing sensor data, analog-to-digital conversions, wire-
less data transmissions, and for performing other specialized
operations, such as decoding data packets and processing
encoded audio and video signals for rendering in a web
browser. For example, the system components and resources
224 of the first SOC 202 may include power amplifiers,
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voltage regulators, oscillators, phase-locked loops, periph-
eral bridges, data controllers, memory controllers, system
controllers, access ports, timers, and other similar compo-
nents used to support the processors and software clients
running on a wireless device. The system components and
resources 224 and/or custom circuitry 222 may also include
circuitry to interface with peripheral devices, such as cam-
eras, electronic displays, wireless communication devices,
external memory chips, etc.

The first and second SOC 202, 204 may communicate via
interconnection/bus module 2350. The various processors
210, 212, 214, 216, 218, may be iterconnected to one or
more memory elements 220, system components and
resources 224, and custom circuitry 222, and a thermal
management unit 232 via an interconnection/bus module
226. Similarly, the processor 252 may be interconnected to
the power management unit 254, the mmWave transceivers
256, memory 2358, and various additional processors 260 via
the interconnection/bus module 264. The interconnection/
bus module 226, 250, 264 may include an array of recon-
figurable logic gates and/or implement a bus architecture
(e.g., CoreConnect, AMBA, etc.). Communications may be
provided by advanced interconnects, such as high-perfor-
mance networks-on chip (NoCs).

The first and/or second SOCs 202, 204 may further
include an mput/output module (not illustrated) for commu-
nicating with resources external to the SOC, such as a clock
206 and a voltage regulator 208. Resources external to the
SOC (e.g., clock 206, voltage regulator 208) may be shared
by two or more of the internal SOC processors/cores.

In addition to the example SIP 200 discussed above,
various embodiments may be implemented in a wide variety
of computing systems, which may include a single proces-
sor, multiple processors, multicore processors, or any com-
bination thereof.

FIG. 3 1s a component block diagram illustrating a soft-
ware architecture 300 including a radio protocol stack for
the user and control planes in wireless communications
suitable for implementing any of the various embodiments.
With reference to FIGS. 1-3, the wireless device 320 may
implement the software architecture 300 to facilitate com-
munication between a wireless device 320 (e.g., the wireless
device 120a-120¢, 200) and the base station 350 (e.g., the
base station 110a) of a communication system (e.g., 100). In
vartous embodiments, layers in soitware architecture 300
may form logical connections with corresponding layers in
software of the base station 350. The software architecture
300 may be distributed among one or more processors (€.g.,
the processors 212, 214, 216, 218, 252, 260). While 1illus-
trated with respect to one radio protocol stack, 1n a multi-
SIM (subscriber identity module) wireless device, the soft-
ware architecture 300 may include multiple protocol stacks,
cach of which may be associated with a different SIM (e.g.,
two protocol stacks associated with two SIMs, respectively,
in a dual-SIM wireless communication device). While
described below with reference to LTE communication
layers, the software architecture 300 may support any of
variety of standards and protocols for wireless communica-
tions, and/or may include additional protocol stacks that
support any of variety of standards and protocols wireless
communications.

The software architecture 300 may include a Non-Access
Stratum (NAS) 302 and an Access Stratum (AS) 304. The
NAS 302 may include functions and protocols to support
packet filtering, security management, mobility control,
session management, and tratflic and signaling between a

SIM(s) of the wireless device (e.g., SIM(s) 204) and 1ts core
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network 140. The AS 304 may include functions and pro-
tocols that support communication between a SIM(s) (e.g.,
SIM(s) 204) and entities of supported access networks (e.g.,
a base station). In particular, the AS 304 may include at least
three layers (Layer 1, Layer 2, and Layer 3), each of which
may contain various sub-layers.

In the user and control planes, Layer 1 (LL1) of the AS 304
may be a physical layer (PHY) 306, which may oversee
functions that enable transmission and/or reception over the
air interface via a wireless transceiver (e.g., 256). Examples
of such physical layer 306 functions may include cyclic
redundancy check (CRC) attachment, coding blocks, scram-
bling and descrambling, modulation and demodulation, sig-
nal measurements, MIMO, etc. The physical layer may

include various logical channels, including the Physical
Downlink Control Channel (PDCCH) and the Physical

Downlink Shared Channel (PDSCH).

In the user and control planes, Layer 2 (L.2) of the AS 304
may be responsible for the link between the wireless device
320 and the base station 350 over the physical layer 306. In
the various embodiments, Layer 2 may include a media
access control (MAC) sublayer 308, a radio link control
(RLC) sublayer 310, and a packet data convergence protocol
(PDCP) 312 sublayer, each of which foul logical connec-
tions terminating at the base station 350.

In the control plane, Layer 3 (L3) of the AS 304 may
include a radio resource control (RRC) sublayer 3. While not
shown, the software architecture 300 may include additional
Layer 3 sublayers, as well as various upper layers above
Layer 3. In various embodiments, the RRC sublayer 313
may provide functions INCLUDING broadcasting system
information, paging, and establishing and releasing an RRC
signaling connection between the wireless device 320 and
the base station 350.

In various embodiments, the PDCP sublayer 312 may
provide uplink functions including multiplexing between
different radio bearers and logical channels, sequence num-
ber addition, handover data handling, integrity protection,
ciphering, and header compression. In the downlink, the
PDCP sublayer 312 may provide functions that include
in-sequence delivery of data packets, duplicate data packet
detection, integrity validation, deciphering, and header
decompression.

In the uplink, the RLC sublayer 310 may provide seg-
mentation and concatenation ol upper layer data packets,
retransmission of lost data packets, and Automatic Repeat
Request (ARQ). In the downlink, while the RLC sublayer
310 functions may include reordering of data packets to
compensate for out-of-order reception, reassembly of upper
layer data packets, and ARQ.

In the uplink, MAC sublayer 308 may provide functions
including multiplexing between logical and transport chan-
nels, random access procedure, logical channel priority, and
hybrid-ARQ (HARQ) operations. In the downlink, the MAC
layer functions may include channel mapping within a cell,
de-multiplexing, discontinuous reception (DRX), and
HARQ operations.

While the software architecture 300 may provide func-
tions to transmit data through physical media, the software
architecture 300 may further include at least one host layer
314 to provide data transier services to various applications
in the wireless device 320. In some embodiments, applica-
tion-specific functions provided by the at least one host layer
314 may provide an interface between the solftware archi-
tecture and the general purpose processor 206.

In other embodiments, the software architecture 300 may
include one or more higher logical layer (e.g., transport,
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session, presentation, application, etc.) that provide host
layer tunctions. For example, 1n some embodiments, the
soltware architecture 300 may 1nclude a network layer (e.g.,
Internet Protocol (IP) layer) in which a logical connection
terminates at a packet data network (PDN) gateway (PGW).
In some embodiments, the software architecture 300 may
include an application layer in which a logical connection
terminates at another device (e.g., end user device, server,
etc.). In some embodiments, the software architecture 300
may further include 1n the AS 304 a hardware interface 316
between the physical layer 306 and the communication
hardware (e.g., one or more radio frequency (RF) transceiv-
ers ).

FIGS. 4A and 4B are component block diagrams 1illus-
trating a system 400 configured for managing information
transmission for wireless communication 1n accordance with

various embodiments. With reference to FIGS. 1-4B, system
400 may include a base station 402 (e.g., 120a-120e, 200,
320) and a wireless device 404 (e.g., 120a-120e, 200, 320).

The base station 402 and the wireless device 404 may
communicate over a wireless communication network 424
(aspects of which are illustrated 1in FIG. 1).

The base station 402 and/or the wireless device 404 may
include one or more processors 428, 432 (e.g., 210, 212,
214, 216, 218, 252, 260) coupled to electronic storage 426,
430 and a wireless transceiver 266. The wireless transceiver
266 may be configured to receive messages to be sent 1n
uplink transmissions from the processor(s) 428, 432, and to
transmit such messages via an antenna (not shown) to a
wireless communication network 424 for relay to the base
station 402 and/or wireless device 404. Similarly, the wire-
less transceiver 266 may be configured to receive messages
from the base station 402 and/or wireless device 404 1n
downlink transmissions from the wireless communication
network 424 and pass the messages (e.g., via a modem (e.g.,
252) that demodulates the messages) to the one or more
processors 428, 432.

The processor(s) 428, 432 may be configured by machine-
readable instructions 406, 434. Machine-readable 1nstruc-
tions 406 may include one or more mstruction modules. The
instruction modules may include computer program mod-
ules. The 1nstruction modules may include one or more of a
neural network training module 410, 436, a PRT neural
network module 412, a recei1ver neural network module 438,
a wireless communication module 414, 440, or other instruc-
tion modules.

The neural network training module 410, 436 may be
configured to train the PRT neural network and/or a receiver
neural network on a data set of data tones and for accurate
reconstruction of the data tones, within a threshold of error.

The PRT neural network module 412 may be configured
to apply a PRT neural network to the data tones to generate
PRTs for combination with the data tones to reduce PAPR of
the transmission wavelorms. The PRT neural network may
be trained to generate PRTs so that a trained receiver neural
network can accurately generate reconstructions of the data
tones from transmission waveforms that are made up of a
combination of the data tones and the PRTs.

The receiver neural network module 438 may be config-
ured to apply a recerver neural network to the transmission
wavelorms to accurately generate reconstructions of data
tones. The receiver neural network may be trained so that the
generated PRTs from a trained PRT neural network provide
information to a trained receiver neural network to aid in
accurately generating reconstructions of data tones from
transmission waveforms made up of a combination of the
data tones and PRTs.
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The wireless communication module 414, 440 may be
configured to transmit indicators of the PRT neural network
and/or receiver neural network, weights of the PRT neural
network and/or receiver neural network, and/or the trans-
mission waveforms between the wireless device 404 and the
based station 402.

In some embodiments, the base station 402 and wireless
device 404 may be operatively linked via one or more
clectronic communication links. For example, such elec-
tronic communication links may be established, at least in
part, via a network such as the Internet and/or other net-
works. However, this example 1s not intended to be limiting,
and the scope of this disclosure includes embodiments 1n
which the base station 402 and wireless device 404 may be
operatively linked via some other communication media.

The electronic storage 426, 430 may include non-transi-
tory storage media that electronically stores information.
The electronic storage media of electronic storage 426, 430
may include one or both of system storage that 1s provided
integrally (1.e., substantially non-removable) with the base
station 402 or wireless device 404 and/or removable storage
that 1s removably connectable to the base station 402 or
wireless device 404 via, for example, a port (e.g., a universal
serial bus (USB) port, a firewire port, etc.) or a drive (e.g.,
a disk drive, etc.). Electronic storage 426, 430 may include
one or more of optically readable storage media (e.g., optical
disks, etc.), magnetically readable storage media (e.g., mag-
netic tape, magnetic hard drive, floppy drive, etc.), electrical
charge-based storage media (e.g., EEPROM, RAM, efc.),
solid-state storage media (e.g., flash drive, etc.), and/or other
clectronically readable storage media. FElectronic storage
426, 430 may include one or more virtual storage resources
(e.g., cloud storage, a virtual private network, and/or other
virtual storage resources). Electronic storage 426, 430 may
store soltware algorithms, information determined by pro-
cessor(s) 428, 432, imnformation received from the base
station 402 or wireless device 404, or other information that
cnables the base station 402 or wireless device 404 to
function as described herein.

Processor(s) 428, 432 may be configured to provide
information processing capabilities in the base station 402.
As such, the processor(s) 428, 432 may include one or more
of a digital processor, an analog processor, a digital circuit
designed to process information, an analog circuit designed
to process information, a state machine, and/or other mecha-
nisms for electronically processing information. Although
the processor(s) 428, 432 are illustrated as single entities,
this 1s for illustrative purposes only. In some embodiments,
the processor(s) 428, 432 may include a plurality of pro-
cessing units and/or processor cores. The processing units
may be physically located within the same device, or pro-
cessor(s) 428, 432 may represent processing functionality of
a plurality of devices operating in coordination. The pro-
cessor(s) 428, 432 may be configured to execute modules
408-414 and modules 436-440 and/or other modules by
software; hardware; firmware; some combination of soft-
ware, hardware, and/or firmware; and/or other mechanisms
for configuring processing capabilities on processor(s) 428,
432. As used herein, the term “module” may refer to any
component or set of components that perform the function-
ality attributed to the module. This may 1include one or more
physical processors during execution of processor readable
istructions, the processor readable instructions, circuitry,
hardware, storage media, or any other components.

The description of the functionality provided by the
different modules 410-414 and modules 436-440 described

herein 1s for illustrative purposes, and 1s not itended to be
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limiting, as any of modules 410-414 and modules 436-440
may provide more or less functionality than 1s described. For
example, one or more of the modules 410-414 and modules
436-440 may be eliminated, and some or all of 1ts function-
ality may be provided by other modules 410-414 and
modules 436-440. As another example, the processor(s) 428,
432 may be configured to execute one or more additional
modules that may perform some or all of the functionality
attributed below to one of the modules 410-414 and modules

436-440.

FI1G. 5 1llustrates a functional block diagram including an
example encoder circuit 500 configured to 1mplement
machine learning and/or machine learning based encoding,
for inserting PRTs 1nto a transmission wavelorm in accor-
dance with various embodiments. With reference to FIGS.
1-5, a transmutter (e.g., wireless device 120a-120¢, 200, 320,
404) may include an encoder 500. The encoder 500 may be
implemented 1n hardware, software executing on a proces-
sor, and/or a combination of hardware and software execut-
ing on the processor. The encoder 500 may be may be a
standalone component of the transmitter, an integral com-
ponent of an SoC (e.g., SoC 200, 204), and/or an integral
hardware and/or software component of a processors (e.g.,
processors 210, 212, 214, 216, 218, 252, 260, 428). The
encoder 500 may include a PRT neural network 502, a signal
combiner 504, and an inverse fast Fourier transform com-
ponent 506. The encoder 500 may use machine learning
trained neural networks configured to map data tones and
PRTs for transmission from a specific transmitter and/or to
a specific recerver.

FIG. 6 1llustrates an example decoder 600 configured to
implement machine learning and/or machine learning based
decoding to extract PRTs from a received transmission
wavelorm and use information from this process to improve
receiver performance 1n estimating the original data tone in
accordance with various embodiments. With reference to
FIGS. 1-6, arecerver (e.g., base station 110a-1104, 350, 402)
may 1nclude a decoder 600. The decoder 600 may be
implemented 1n hardware, software executing on a proces-
sor, and/or a combination of hardware and software execut-
ing on the processor. The decoder 600 may be may be a
standalone component of the receiver, an integral compo-
nent of an SoC (e.g., SoC 200, 204), and/or an integral
hardware and/or software component of a processors (such
as the processors 210, 212, 214, 216, 218, 252, 256, 260,
432). The decoder 600 may include a fast Fourier transform
component 602 and a receiver neural network 604. The
decoder 600 may use machine learning trained neural net-
works configured to demodulate transmission wavelforms,
including data tones and PRTs, received from a specific
transmitter and/or by a specific receiver.

Referring to both FIGS. 5 and 6 together, machine learn-
ing may be used to train a PRT neural network 502 and a
receiver neural network 604 pair. Machine learning methods
may be implemented on the transmitter side and/or the
receiver separately, during which the transmitter and/or the
receiver may implement a PRT neural network 502 and a
receiver neural network 604. The PRT neural network 502
may be trained to receive data tones as mputs and output
PRTs that are combined with the data tones 1n a signal
combiner 504. When the combined signal 1s transformed to
the time domain by an inverse Fast Fourier Transform 506
the result 1s a transmission wavelform with reduced peaks to
reduce PAPR suitable for amplification for transmission. On
the receiver side, a receiver neural network 604 may be
trained to demodulate the transmission waveform, that is a
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combination of the data tones and the PRTs, to generate a
reconstruction of the data tones based on an input of the
transmission waveform.

In a non-limiting example, the PRT neural network 502
and the receiver neural network 604 pair may be imple-
mented as an autoencoder using unsupervised machine
learning. The PRT neural network 502 and the receiver
neural network 604 pair may be traimned such that the PRT
neural network 502 generates a PRT to combine with a data
tone so that the receiver neural network 604 may accurately
generate a reconstruction of the data tone, such as within a
threshold of error. The error 1n the reconstructed data tone
may be determined by comparison of the reconstruction of
the data tone to the data tone. In some embodiments, the
PRT neural network 502 and the receiver neural network 604
may be trained for a specific transmitter, such as by being
trained using the hardware configuration of the transmutter.

In some embodiments, the PRT neural network 502 and
the receiver neural network 604 may be trained for a specific
receiver, such as by being trained using a hardware configu-
ration of the receiver. For example, the PRT neural network
502 and recerver neural network 604 pair may be trained
using a specific transmitter and/or a transmitter similar to the
specific transmitter, such as a transmitter that uses a same
hardware and/or software configuration, such as a bench-
mark transmitter. As a further example, the PRT neural
network 502 and receiver neural network 604 pair may be
trained using a specific receiver and/or a receiver similar to
the specific receiver, such as a receiver that uses a same
hardware and/or software configuration, such as a bench-
mark receiver.

A transmitter and a receiver may share configurations of
the PRT neural network 502 and/or the receiver neural
network 604. The transmitter may share the configurations
of the receiver neural network 604 by wirelessly transmiut-
ting the configurations of the receiver neural network 604 to
the receiver. For example, the transmitter may share with the
receiver a configuration of the receiver neural network 604
for the recerver to implement, which may be the receiver
neural network 604 trained in conjunction with the PRT
neural network 502 implemented by the transmitter.

In some embodiments, the recerver may be preconfigured
with multiple receiver neural networks 604. Sharing the
configuration of the receiver neural network 604 may
include sharing an indicator of a configuration of the
receiver neural network 604. The recerver may use the
indicator to select the configuration of the receiver neural
network 604 from the multiple receiver neural networks
604.

In some embodiments, sharing the configurations oft the
receiver neural network 604 may include sharing weights
resulting from the training of the PRT neural network 502
and/or the receiver neural network 604. Sharing the con-
figurations of the receiver neural network 604 may include
sending the indicator and/or the weights to the receiver. In
some embodiments, the weights may be the indicator.

The recerver may share the configurations of the PRT
neural network 502 by wirelessly transmitting the configu-
rations of the PRT neural network 502 to the transmutter. For
example, the receiver may share with the transmitter a
configuration of the PRT neural network 502 for the trans-
mitter to implement, which may be the PRT neural network
502 trained 1n conjunction with the receiver neural network
604 implemented by the recerver. In some embodiments, the
transmitter may be preconfigured with multiple PRT neural
networks 502. Sharing the configurations of the PRT neural
network 502 may include sharing an indicator of a configu-
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ration of the PRT neural network 502. The transmitter may
use the indicator to select the configuration of the PRT
neural network 502 from the multiple PRT neural networks
502. In some embodiments, sharing the configurations of the
PRT neural network 502 may include sharing weights result-
ing from the traiming of the PRT neural network 502 and/or
the receiver neural network 604. Sharing the configurations
of the PRT neural network 502 may include sending the
indicator and/or the weights to the transmitter. In some
embodiments, the weights may be the indicator.

The transmitter may use the PRT neural network 502 to
generate PRTs to reduce PAPR within the transmatter, and
then the receiver may use a corresponding trained receiver
neural network 604 1n demodulating (i.e., decoding) trans-
mitted wavetorms received from the transmitter. In various
embodiments, the transmitter may use a trained PRT neural
network 502 to generate PRTs as data tones are received for
transmission (1.e., generating PRTs “on the 1ly”). By using a
receiver neural network 604 that was trained 1n conjunction
with (or using outputs from) the transmitter PRT neural
network 3502, the receiver may more accurately reconstruct
data tones from the received wavelorm than achievable
using conventional demodulation circuitry. To enable this
benefit, some embodiments include operations to coordinate
between the transmitter and the receiver so that the traimned
PRT neural network used in the transmitter corresponds to
the trained receiver neural network used 1n the receiver and
vice versa. In some embodiments, the transmitter may use a
PRT neural network 502 selected in response to receiving an
indicator of the configuration of the PRT neural network
502. In some embodiments, the transmitter may use a PRT
neural network 502 that 1s preconfigured on the transmutter.
A signal combiner 504 of the transmitter may receive data
tones and PRTs and generate a transmission waveform by
combining the data tones and the PRTs. The signal combiner
504 may combine the data tones and the PRTs by allocating
the PRTs to subcarriers that are not allocated to the data
tones. An mverse fast Fourier transform component 506 of
the transmitter may receive the transmission waveform and
convert the transmission waveform from the frequency
domain to the time domain. The transmitter may transmit the
transmission waveform in the time domain to the receiver.

The receiver may receive a transmission wavelorm in the
time domain and a fast Fourier transform component 602 of
the receiver may convert the transmission waveform from
the time domain to the frequency domain. The receiver may
use the receiver neural network 604 to demodulate the
transmission wavelform to generate a reconstruction of the
data signal. The recerver neural network 604 may receive the
transmission wavelorm 1in the {frequency domain and
demodulate the transmission wavelorm to generate a recon-
struction of the data tones. In some embodiments, the
receiver may use a receiver neural network 604 that 1s
preconfigured on the receiver. In some embodiments, the
receiver may use a receiver neural network 604 selected in
response to rece1ving an indicator of the configuration of the
receiver neural network 604.

For a PRT neural network 502 and a receiver neural
network 604 trained together, the means used to generate the
PRTs by the PRT neural network 502 to combine with the
data tones may be known to the receiver implementing the
receiver neural network 604. As such, the PRTs may contain
information for demodulating the transmission waveform
that a tramned receiver neural network 604 can use to
generate a reconstruction of the data tones. The information
contained 1n the PRTs may enable a receiver using a trained
receiver neural network 604 to improve demodulation per-
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formance, such as improving accuracy of a reconstruction of
the data tones compared to sending the transmission wave-
forms with PRTs generated by a traditional signal processing
algorithm and demodulating using conventional demodula-
tion circuitry.

FIG. 7 1llustrates an example of a system configured to
implement machine learning based encoding and decoding
for recerver performance improvement using PRTs 1n accor-
dance with various embodiments. With reference to FIGS.
1-7, a transmitter 700 (e.g., wireless device 120a-120e, 200,
320, 404) may 1ndicate to a receiver 702 (e.g., base station
110a-1104, 350, 402) a receiver neural network (e.g.,
receiver neural network 604) to use to decode a transmission
wavelorm to generate a reconstruction of data tones.

The transmitter 700 and the receiver 702 may establish an
uplink 704. The transmitter 700 may send a recerver neural
network indicator 706 to the receiver 702. The receiver
neural network indicator may be configured to indicate to
the receiver 702 a receiver neural network to select from
multiple receiver neural networks to decode a transmission
waveform from the transmitter 700. In some embodiments,
the recerver neural network indicator may be a reference,
such as a flag bit 1n a signal, a content of a value 1n the signal,
a quality of the signal, etc. configured to indicate to the
receiver 702 the receiver neural network to select. In some
embodiments, the receiver neural network indicator may be
an 1ndicator of the receiver neural network to select. In some
embodiments, the receiver neural network indicator may be
an indicator of a PRT neural network (e.g., PRT neural
network 502), which the transmitter 700 1s configured with
to generate a transmission wavelorm, from which the
receiver 702 may determine the receiver neural network to
select. In some embodiments, the receiver neural network
indicator may be weights for use with the receiver neural
network from which the receiver 702 may determine the
recerver neural network to select. In some embodiments, the
receiver 702 may use the receiver neural network indicator
as a value for a hash function, look up table, data structure
location, etc. for selecting the receiver neural network.

The transmitter 700 may send weights for the receiver
neural network 708 to the receiver 702. The weights may be
the weights for the receiver 702 to use 1n implementing the
selected rece1ver neural network for demodulating the trans-
mission wavelform to generate a reconstruction of the data
tones. In some embodiments, the weights may be the
receiver neural network indicator, and sending the weights
for the receiver neural network 708 may be combined with
sending the receiver neural network indicator 706.

The transmitter 700 may encode the data tones into PRTs
using the PRT neural network 710. The PRT neural network
of the transmitter 700 used to encode the data tones may be
the PRT neural network trained in conjunction with the
receiver neural network. The PRT neural network may
receive the data tones and generate PRTs, based on the
training of the PRT neural network and the receiver neural
network, which may result in the receiver neural network
accurately generating a reconstruction of the data tones. A
signal combiner (e.g., signal combiner 504) may receive and
combine the data tones and the PRTs, generating a trans-
mission waveform. An inverse fast Fourier transform com-
ponent (e.g., mnverse fast Fourier transform component 506)
may receive the transmission waveform in the frequency
domain and convert the transmission waveform to the time
domain. The transmitter 700 may send the transmission
wavelorm 1n the time domain 712 to the receiver 702.

The recerver 702 may recerve the transmission wavelorm
and decode the transmission waveform using the receiver
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neural network and the weights 714. A fast Fourier transform
component (e.g., fast Fourier transfer component 602) may
receive the transmission waveform in the time domain and
convert the transmission waveform to the frequency domain.
The receiver neural network used to demodulate the trans-
mission wavelorm may be a receiver neural network
selected based on the indicator received from the transmatter
700. The weights the recerver 702 may use with the receiver
neural network may be the weights recerved from the
transmitter 700. The receiver neural network may receive
the transmission wavetorm in the frequency domain and use
the received weights to demodulate the transmission wave-
form. Demodulating the transmission waveform may gen-
crate a reconstruction of the data tones.

FIG. 8 illustrates an example of a system configured to
implement machine learning based encoding and decoding
for recerver performance improvement using PRTs 1n accor-
dance with various embodiments. With reference to FIGS.
1-8, a recerver 702 (e.g., base station 110a-1104, 350, 402)
may indicate to a transmitter 700 (e.g., wireless device
120a-120e, 200, 320, 404) a PRT neural network (e.g., PRT
neural network 502) to use to encode data tones mto PRTs
to generate a transmission waveform.

The transmitter 700 and the recerver 702 may establish an
uplink 704. The receiver 702 may send a PRT neural
network indicator 800 to the transmitter 700. The PRT neural
network indicator may be configured to indicate to the
transmitter 700 a PRT neural network to select from multiple
PRT neural networks to encode data tones into PRTs by the
transmitter 700. In some embodiments, the PRT neural
network indicator may be a reference, such as a flag bit in
a signal, a content of a value 1n the signal, a quality of the
signal, etc. configured to indicate to the transmitter 700 the
PRT neural network to select. In some embodiments, the
PRT neural network indicator may be an indicator of the
PRT neural network to select. In some embodiments, the
PRT neural network indicator may be an indicator of a
receiver neural network (e.g., recerver neural network 604 ),
which the recerver 702 1s configured with to decode a
transmission wavetorm, from which the transmitter 700 may
determine the PRT neural network to select. In some
embodiments, the PRT neural network indicator may be
weights for use with the PRT neural network from which the
transmitter 700 may determine the PRT neural network to
select. In some embodiments, the transmaitter 700 may use
the PRT neural network indicator as a value for a hash
function, look up table, data structure location, etc. for
selecting the PRT neural network.

The receiver 702 may send weights for the PRT neural
network 802 to the transmitter 700. The weights may be the
weilghts for the transmitter 700 to use 1 implementing the
selected PRT neural network for generating a PRT to gen-
erate a transmission waveform. In some embodiments, the
weights may be the PRT neural network indicator, and
sending the weights for the PRT neural network 802 may be
combined with sending the PRT neural network indicator
800.

The transmitter 700 may encode the data tones into PRTs
using the PRT neural network and the weights 804. The PRT
neural network the transmitter 700 may use to encode the
data tones into PR1Ts may be an PRT neural network selected
based on the mdicator received from the receiver 702. The
welghts the transmitter 700 may use with the PRT neural
network to encode the data tones into PRTs may be the
welghts received from the receiver 702. The PRT neural
network may receive the data tones and use the recerved
welghts to generate PRTs, based on the training of the PRT
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neural network and the receiver neural network, which may
result 1n the receiver neural network accurately generating a
reconstruction of the data tones. A signal combiner (e.g.,
signal combiner 504) may receive and combine the data
tones and the PRTs, generating a transmission wavelform. An
iverse fast Fourier transform component (e.g., inverse fast
Fourier transform component 506) may receive the trans-
mission wavelform in the frequency domain and convert the
transmission waveform to the time domain. The transmaitter

700 may send the transmission wavetform in the time domain
712 to the recerver 702.

The receiver 702 may receirve the transmission waveform
and decode the transmission waveform using the receiver
neural network 806. A fast Fourier transform component
(e.g., fast Fourier transier component 602) may receive the
transmission wavelorm in the time domain and convert the
transmission waveform to the frequency domain. The
receiver neural network the receiver 702 may use to decode
the transmission wavelorm may be the receiver neural
network trained 1n conjunction with the PRT neural network.
The receiver neural network may receive the transmission
wavelorm 1n the frequency domain and demodulate the
transmission waveform to generate a reconstruction of the
data tones. As part of the demodulating the received signal,
the recetver neural network extracts the PRTs to obtain the
data tones, but also uses information that 1s inherent 1n the
way the PRTs were generated by the PRT neural network to
improve the accuracy of the reconstructed data tones.

FIG. 9 illustrates of a method for transmitting machine
learning based data for receiver performance improvement
using PRTs 1n accordance with various embodiments. With
reference to FIGS. 1-9, the method 900 may be implemented
in a computing device (e.g., base station 110a-1104, 350,
402, wireless device 120a-120e, 200, 320, 404, transmitter
700, recerver 702), in general purpose hardware, in dedi-
cated hardware, 1n software executing in a processor (e.g.,
processor 210, 212, 214, 216, 218, 252, 256, 260, 428, 432),
or in a combination of a software-configured processor and
dedicated hardware, such as a processor executing software

within an peak reduction encoder and/or decoder system
(e.g., processor 210, 212, 214, 216, 218, 252, 256, 260, 428,

432, encoder 500, decoder 600) that includes other indi-
vidual components, and various memory/cache controllers.
In order to encompass the alternative configurations enabled
in various embodiments, the hardware implementing the
method 900 1s referred to herein as a “wireless communi-
cation device.”

In block 902, the wireless communication device may
establish an uplink with another wireless communication
device. Establishing the uplink may be mnitiated by the
wireless communication device and established based on
communication signals and data transmitted between the
wireless communication devices. The uplink may be estab-
lished via various know means, including means for estab-
lishing an up link 1n a 5G NR network. In some embodi-
ments, establishing the uplink 1n block 902 may occur
between a transmitter and a receiver. In some embodiments,
establishing the uplink in block 902 may occur between a
wireless device and a base station.

In block 904, the wireless communication device may
send a PRT neural network and/or a receiver neural network.
The recerver neural network may be a receiver neural
network trained in conjunction with a PRT neural network
used by the wireless communication device. In some
embodiments, the transmitter and/or the wireless device may
send the receiver neural network 1n block 904.
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In some embodiments, sending the PRT neural network in
block 904 may be implemented by sending an indicator of
the PRT neural network configured to indicate to the other
wireless communication device which PRT neural network
(e¢.g., PRT neural network 302) to choose from among
multiple PRT neural networks preconfigured on the other
wireless communication device. In some embodiments,
sending the receiver neural network may be implemented by
sending an indicator of the receiver neural network (e.g.,
receiver neural network 604) configured to indicate to the
other wireless communication device which receiver neural
network to choose from among multiple receiver neural
networks preconfigured on the another wireless communi-
cation device. In some embodiments, the indicator may be a
reference, such as a flag bit 1n a signal, a content of a value
in the signal, a quality of the signal, etc. configured to
indicate to the another wireless communication device the
PRT neural network and/or the recetver neural network to
select. In some embodiments, the indicator may be an
indicator of the PRT neural network and/or the receiver
neural network to select. In some embodiments, the indica-
tor may be an indicator of a PRT neural network, which the
transmitting wireless communication device i1s configured
with to generate a transmission wavetorm, from which the
receiving wireless communication device may determine the
recerver neural network to select. In some embodiments, the
indicator may be an indicator of a receiver neural network,
which the receiving wireless communication device 1s con-
figured with to decode a transmission wavelform, from
which the transmitting wireless communication device may
determine the PRT neural network to use to generate PRTs.
In some embodiments, the indicator may be weights for use
with the PRT neural network and/or the receirver neural
network from which the other wireless communication
device may determine the PRT neural network and/or the
recelver neural network to select. In some embodiments, the
another wireless communication device may use the indi-
cator as a value for a hash function, look up table, data
structure location, etc. for selecting the PRT neural network
and/or the recetver neural network.

In some embodiments, the wireless communication
device may send the PRT neural network to the other
wireless communication device. The PRT neural network
may be a PRT neural network trained in conjunction with a
receiver neural network used by the wireless communication
device. In some embodiments, the receiver and/or the base
station may send the PRT neural network 1n block 904. In

some embodiments, the wireless communication device may
send the receiver neural network to the other wireless
communication device.

In block 906, the wireless communication device may
send the PRT neural network and/or a receiver neural
network weights. The wireless communication device may
send the weights to the other wireless communication
device. The weights may be the weights for the transmitting
wireless communication device to use in implementing the
selected PRT neural network for generating PRTs to generate
a transmission wavelorm. In some embodiments, the
weights may be the PRT neural network indicator, and
sending the weights for the PRT neural network 1n block 906
may be combined with sending the PRT neural network
indicator 1n block 904. In some embodiments, the weights
may be the weights for the receiving wireless communica-
tion device to use in 1mplementing the selected receiver
neural network for demodulating the transmission waveform
to generate a reconstruction of the data tones. In some
embodiments, the weights may be the receiver neural net-
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work indicator, and sending the weights for the receiver
neural network m block 906 may be combined with sending
the receiver neural network 1ndicator 1n block 904. In some
embodiments, the wireless communication device may send
the PRT neural network to the other wireless communication
device. In some embodiments, the receiver and/or the base
station may send the PRT neural network weights 1n block
906. In some embodiments, the transmitter and/or the wire-
less device may send the receiver neural network weights 1n
block 906.

In some embodiments, the method 900 may be 1mple-
mented for each uplink established between a mobile wire-
less communication device and a base station wireless
communication device. In some embodiments, the method
900 may be repeatedly implemented for each interval of a
certain number of uplinks established between the wireless
communication device and the base station wireless com-
munication device. In some embodiments, the method 900
may be repeatedly implemented for uplinks established
between the wireless communication device and the base
station wireless communication device following a desig-
nated period of time.

FIG. 10 1illustrates an example of a method for imple-
menting machine learning based encoding and decoding for
receiver performance improvement using PRTs in accor-
dance with various embodiments. With reference to FIGS.

1-10, the method 1000 may be implemented 1n a computing,
device (e.g., base station 110a-1104, 3350, 402, wireless

device 120a-120e, 200, 320, 404, transmuitter 700, receiver
702), 1n general purpose hardware, 1n dedicated hardware, 1n
soltware executing in a processor (€.g., processor 210, 212,
214, 216, 218, 252, 256, 260, 428, 432), or 1n a combination
ol a soltware-configured processor and dedicated hardware,
such as a processor executing soltware within an peak
reduction encoder and/or decoder system (e.g., processor
210, 212, 214, 216, 218, 252, 256, 260, 428, 432, encoder
500, decoder 600) that includes other individual compo-
nents, and various memory/cache controllers. In order to
encompass the alternative configurations enabled 1n various
embodiments, the hardware implementing the method 1000
1s referred to herein as a “wireless communication device.”

In block 1002, a transmuitter, a wireless device, an encoder
and/or a PRT neural network (e.g., PRT neural network 502)
of the wireless communication device may receive the data
tones 1n block 1002. In some embodiments, the transmuitter,
the wireless device, the encoder and/or a signal combiner
(e.g., signal combiner 504) may receive the data tones 1n
block 1002. The data tones may be a stream of data, such as
a data packet, that has been mapped to a sequence of
modulation symbols, such as quadrature amplitude modu-
lation (QAM) symbols (e.g. 16QAM symbols).

In block 1004, a trained PRT neural network (e.g., 502)
within the wireless communication device may receive the
data tones as an iput and output a one or more PRTSs
configured to reduce the PAPR of the signal output by the
Inverse Fast Fourier Transform circuit (e.g., 506). As
described herein, the PRT neural network (e.g., 502) may be
trained to generate PRTs based on the input data tones that
compensates for peaks 1n the signal that will be output from
the Inverse Fast Fourier Transform circuit. The PRTs may be
allocated to subcarriers orthogonal to the subcarriers of the
data tones such that the combination of the PRTs and the
data tones reduces the amplitude of the peaks of the wave-
form that corresponds to the data tones.

In block 1006, a signal combiner (e.g., 504) 1n the
wireless communication device may combine the data tones
and the PRTs, output by the trained neural network, to output




US 11,804,998 B2

23

a combined signal that 1s directed to the Inverse Fast Fourier
Transform circuit. The PRT may be combined with the data
tones to reduce the PAPR of the data tones. The PRTs and the
data signal may be combined through frequency division
multiplexing of the PRTs and the data signal. The combined
data signal and PRT may be referred to as a transmission
wavelorm.

In block 1008, an nverse fast Fourier transform compo-
nent (e.g., 306) in the wireless communication device may
transform the processed data signal from the frequency
domain to the time domain to generate a transmission
wavelorm for amplification and transmission.

In block 1010, a transmitter of the wireless communica-
tion device may transmit the transmission waveform to
another wireless communication device. In some embodi-
ments, the wireless communication device may transmit the
transmission waveform to wireless communication devices
via a 5G NR network.

In block 1012, the antenna of a receiver wireless com-
munication device may receive the transmission wavelorm
from the transmitting wireless communication device.

In block 1014, a fast Fourier transform component (e.g.,
602) of the recerver wireless communication device may
transform the transmission wavetform from the time domain
to the frequency domain.

In optional block 1016, the receiving wireless communi-
cation device may select a receiver neural network for
demodulating wireless signals received from the transmitter
wireless communication device. The operations in block
1016 are optional, because 1n some embodiments, the
receiver neural network may not change. Also, the opera-
tions 1n block 1016 may be performed prior to receiving the
transmission waveform, such as during processes for estab-
lishing a wireless communication link with the transmaitter.
In some embodiments, the receiver wireless communication
device may have already received and/or may receive, as
part of the transmission of the transmitter wireless commu-
nication device, a receiver neural network indicator, as
described herein 1n block 904 of the method 900 (FI1G. 9). In
some embodiments, the another wireless communication
device may use the receiver neural network indicator as a
value for a hash function, look up table, data structure
location, etc. for selecting the receiver neural network. In
some embodiments, the receiving wireless communication
device may be commumicative linked to multiple wireless
communication devices, and may us metadata of the trans-
mission wavelorm identifying the wireless communication
device to associate the receiver neural network indicator
from the wireless communication device with the transmis-
sion waveform. In some embodiments, the receiver, the base
station, the decoder, and/or a recerver neural network may
select a receiver neural network for demodulating the trans-
mission wavelorm in block 1016.

In block 1018, the receiver wireless communication
device may process the frequency domain signal output
from the fast Fourier transform component in block 1014
through a trained receiver neural network to generate a
reconstruction of the data tones. As described herein the
receiver neural network 1n the receiver may be trained based
on outputs ifrom the transmitter that includes a PRT neural
network (1.e., the PRT neural network used on block 1004)
trained to reduce PAPR 1n the signal for transmission by the
transmitting wireless communication device. The receiver
neural network in the recerver wireless communication
device may be configured to demodulate the frequency
domain signal to reconstruct the data tones. By being trained
based on outputs from the transmitter that includes the PRT

10

15

20

25

30

35

40

45

50

55

60

65

24

neural network, the receiver neural network 1s able to use
information inherent within the PRTs to recover the data
tones more accurately than may be possible using conven-
tional demodulating circuits.

FIGS. 11A and 11B 1illustrate examples of methods 11004,
11005 for training machine learning neural networks on the
transmitter side for generating PRTs based on an input of
data tones and for extracting the PRTs and reconstructing the
data tones on the receiver side 1n accordance with various
embodiments. With reference to FIGS. 1-11B, the methods
1100q, 110056 may be implemented 1n a wireless communi-
cation device (e.g., base station 110a-110d, 350, 402, wire-
less device 120a-120e, 200, 320, 404, transmitter 700,
receiver 702) having a neural network (e.g., 502, 602) 1n or
coupled to a processor (e.g., processor 210, 212, 214, 216,
218, 252, 256, 260, 428, 432), or in a combination of a
soltware-configured processor and dedicated hardware, such
as a processor executing software within an peak reduction
encoder and/or decoder system (e.g., processor 210, 212,
214, 216, 218, 252, 256, 260, 428, 432, encoder 3500,
decoder 600) that includes other individual components, and
vartous memory/cache controllers. In order to encompass
the alternative configurations enabled 1n various embodi-
ments, the hardware implementing the methods 1100aq,
11005 1s referred to herein as a “training device.”

In block 1102, the training device may receive a data
signal representative of a data signal a transmitter may send
to a recerver during a wireless communication. In some
embodiments, an encoder and/or a PRT neural network (e.g.,
PRT neural network 502) may receive the data tone in block
1102. In some embodiments, the encoder and/or a signal
combiner (e.g., signal combiner 504) may receive the data
tone 1n block 1102.

In block 1104, the training device may determine PRTs
configured to reduce the PAPR of the transmission wave-
form that will be amplified for transmission. PRTs may be
tones orthogonal to the data tone configured such that the
combination of the PRTs and the data tone reduces the
amplitude of the peaks of the wavetorm of the output signal
that will be amplified for transmission. In some embodi-
ments the multiple PRTs may be determined using conven-
tional recursive algorithms. In some embodiments, the
encoder and/or the PRT neural network may determine a
PRT in block 1104.

In optional block 1106, the training device may combine
the data tones and the generated PRTs to generate a com-
bined signal. The PRTs and the data tones may be combined
through frequency division multiplexing of the PRTs and the
data tones. The combined data tones and PRTs may be
referred to as a transmission waveform. In some embodi-
ments, the encoder and/or the signal combiner may combine
the data tones and the PRTs in block 1106. In some embodi-
ments, the transmission waveform may be provided to the
decoder and/or receiver neural network for block 1116 of the
method 110056 1n FIG. 11B.

In optional block 1108, the training device may transform
the transmission waveform from the frequency domain to
the time domain. In some embodiments, the encoder and/or
an mverse fast Fourier transform component (e.g., inverse
fast Fourier transform component 506) may transform the
transmission wavelorm from the frequency domain to the
time domain 1n block 1108.

In block 1110, the training device may determine an error
for the PRT neural network output. In some embodiments,
the error for the PRT neural network output may be deter-
mined by the training device may comparing the PAPR of
the transmission wavetorm to a PAPR threshold (e.g., maxi-




US 11,804,998 B2

25

mum permissible peak to average power for the transmitter
device) and provide the amount 1n excess of the PAPR
threshold as a correction error to the PRT neural network. In
some embodiments, the PAPR threshold may be a general
PAPR threshold value for any number of data signals. In
some embodiments, the PAPR threshold may be a PAPR

threshold value for a specific data signal. In some embodi-
ments, the PAPR threshold may be a value representing a
threshold for a difference 1n a PAPR value of a data signal
and the PAPR of the transmission waveform. The PAPR
threshold may represent a PAPR value that 1s acceptable for
amplification and transmission of a transmission waveform.

In block 1112, the training device may train the PRT
neural network using the error for the PRT neural network
output. The training device may be configured to update
weight values of the PRT neural network used to determine

the PRTs 1n order to reduce the error or errors determined in
block 1110. The traiming device may use an algorithm
configured to use the error value and weights as mputs and
output updated weights. In some embodiments, the encoder
and/or a processor may train the PRT neural network using
the error for the PRT neural network output 1n block 1112.

Once the transmitter PRT neural network has been trained
such that the transmission waveform falls within the PAPR
threshold, the recetver neural network may be trained.
Referring to FIG. 11B, 1n optional block 1114 the training
device may transform the transmission waveform output by
the transmitter from the time domain to the frequency
domain. In some embodiments, a decoder and/or a fast
Fourier transform component (e.g., fast Fourier transform
component 602) may transform the transmission waveform
from the time domain to the frequency domain in block
1110. In some embodiments, the training device may receive
the transmission waveform output by the training device in
block 1108 of the method 1100aq 1n FIG. 11A.

In block 1116, the training device may apply the ire-
quency domain transmission wavelorm to the recerver neu-
ral network to generate a reconstruction of the data tone that
was the mput on the transmitter (1.e., in block 1102). The
receiver neural network demodulates the transmission wave-
form to reconstruct the data tones with the help of the
received PRTs inserted by the transmuitter.

In block 1118, the training device may determine an error
for the reconstruction of the data tones. The training device
may be configured to compare the data tones and the
reconstruction of the data tones by various known means to
determine an error value for the reconstruction of the data
tones. For example, the reconstruction of the data tones and
the data tone qualities and/or contents may be compared. As
a Turther example, a result of processing the reconstruction
of the data tones may indicate an error value for the
reconstruction of the data, and/or a comparison of the result
to an expected result may indicate an error value for the
reconstruction of the data tones. In some embodiments, the
encoder, the decoder, and/or a processor may determine an
error for the reconstruction of the data tones in block 1118.

In block 1120, the traming device may train the receiver
neural network using the error for the reconstruction of the
data tones. The training device may be configured to update
weight values of the PRT neural network used to generate
the PRT and/or weight values of the receiver neural network
used to demodulate the transmission waveform to recon-
struct the data tones so as to reduce the error. The training
device may use an algorithm configured to use the error
value and weights as mputs and output updated weights. In
some embodiments, the encoder, the decoder, and/or a
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processor may train the receirver neural network using the
error for the reconstruction of the data signal 1n block 1120.

In some embodiments, the methods 11004, 110056 may be
repeated together training both the PRT neural network and
receiver neural network in combination until a difference
between the data tones input to the transmitter with 1ts PRT
neural network and the reconstructed data tones output by
the receiver neural network falls within an acceptable error
threshold. In some embodiments, the methods 1100a, 11005
may be repeated using multiple different data signals for
multiple 1terations of the methods 1100a, 11005. The meth-
ods 1100a, 11005 may be repeated using the multiple data
signals until a number of the multiple data signals, up to all
of the multiple data signals, result 1in error values that do not
exceed the threshold of error. Successive iterations of the
methods 1100q, 11005 may use updated weights resulting
from training the PRT neural network and/or the receiver
neural network using the error values 1n block 1112, 1120.

Various embodiments improve the functioning of wireless
communication device transmitters and recervers compared
to conventional transmitter/recerver pairs. By training the
receiver neural network based on the output of the trans-
mitter that uses a tramned PRT neural network to generate
PRTs, the trained receiver neural network 1s able to make use
of mnformation related to the PRTs that 1s embedded within
the transmission waveform output by the transmitter to
reconstruct the data tones more accurately (1.e., with less
error) than possible using conventional demodulation cir-
cuits that 1gnore the PRTs. By traiming the PRT neural
network and receiver neural network 1n combination, a close
connection between encoder and decoder may be coupled
via the PRTs inserted into the transmitted signals, thereby
both reducing the PAPR to within acceptable levels on the
transmitter side while also enabling better reconstruction of
the data tones on the receiver side than feasible using
conventional PRT generation circuits and demodulation
circuits.

FIG. 12 illustrates and an example of a transmission
wavelorm 1200 having data tones and PRTs on orthogonal
subcarriers 1202, 1204 in accordance with various embodi-
ments. With reference to FIGS. 1-12, an encoder (e.g.,
encoder 500) on a transmitter (e.g., transmitter 700) may
generate a transmission wavetform 1200 from data tones and
PRTs generated from the data tones by a PRT neural network
(e.g., PRT neural network 502). The data tones on data tone
subcarriers 1202 and PRTs on orthogonal subcarriers 1204
may be combined by a signal combiner (e.g., 504) of the
transmitter (e.g., 700) through frequency division multiplex-
ing. The data tones and PRTs may be transmitted by the
transmitter on orthogonal subcarriers 1202, 1204. The PRTs
may be be transmitted on subcarriers 1204 orthogonal to
subcarriers 1202 reserved for the data tones.

Various embodiments, including methods 900, 1000, and
1100, may be performed 1n a variety of network computing,
devices (e.g., 1n a base station 110a-1104, 350, 402), an
example of which 1s 1llustrated 1n FIG. 13, which 1illustrates
an example of a network computing device 1300. With
reference to FIGS. 1-12, the network computing device 1300
may function as a network element of a commumnication
network, such as a base station. The network computing
device 1300 may include a processor 1301 coupled to
volatile memory 1302 and a large capacity nonvolatile
memory, such as a disk drive 1303. The network computing
device 1300 also may include a peripheral memory access
device such as a floppy disc drive, compact disc (CD) or
digital video disc (DVD) drive 1306 coupled to the proces-
sor 1301. The network computing device 1300 also may
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include network access ports 1304 (or interfaces) coupled to
the processor 1301 for establishing data connections with a
network, such as the Internet or a local area network coupled
to other system computers and servers. The network com-
puting device 1300 may include one or more antennas 1307
for sending and receiving electromagnetic radiation that may
be connected to a wireless communication link. The network
computing device 1300 may include additional access ports,
such as USB, Firewire, Thunderbolt, and the like for cou-
pling to peripherals, external memory, or other devices.

Various embodiments, including methods 900, 1000, and
1100, may be performed 1n a variety of wireless devices
(c.g., the wireless device 120aq-120e, 200, 320, 404), an
example of which 1s 1llustrated 1n FIG. 14, which 1illustrates
and example of a wireless device 1400 suitable for use with
various embodiments. With reference to FIGS. 1-12, a
wireless device 1400 may include a first SOC 202 (e.g., a
SOC-CPU) coupled to a second SOC 204 (e.g., a 5G capable
SOC). The first and second SOCs 202, 204 may be coupled
to 1nternal memory 426, 1416, a display 1412, and to a
speaker 1414. Additionally, the wireless device 1400 may
include an antenna 1404 for sending and receiving electro-
magnetic radiation that may be connected to a wireless data
link and/or cellular telephone transceiver 266 coupled to one
or more processors 1n the first and/or second SOCs 202, 204.
The wireless device 1400 may also include menu selection
buttons or rocker switches 1420 for receiving user mputs.

The wireless device 1400 also may include a sound
encoding/decoding (CODEC) circuit 1410, which digitizes
sound received from a microphone 1nto data packets suitable
for wireless transmission and decodes received sound data
packets to generate analog signals that are provided to the
speaker to generate sound. Also, one or more of the proces-
sors 1n the first and second SOCs 202, 204, wireless trans-
ceiver 266 and CODEC 1410 may include a digital signal
processor (DSP) circuit (not shown separately).

The processors of the network computing device 1300
and the wireless device 1400 may be any programmable
microprocessor, microcomputer or multiple processor chip
or chips that can be configured by soitware instructions
(applications) to perform a variety of functions, including
the functions of the various embodiments described below.
In some mobile devices, multiple processors may be pro-
vided, such as one processor within an SOC 204 dedicated
to wireless communication functions and one processor
within an SOC 202 dedicated to running other applications.
Software applications may be stored in the memory 426,
430, 1416 before they are accessed and loaded into the
processor. The processors may include internal memory
suilicient to store the application software 1nstructions.

As used 1n this application, the terms “component,”
“module,” “system,” and the like are mtended to include a
computer-related enftity, such as, but not limited to, hard-
ware, firmware, a combination of hardware and software,
soltware, or software in execution, which are configured to
perform particular operations or functions. For example, a
component may be, but 1s not limited to, a process running
O a Processor, a processor, an object, an executable, a
thread of execution, a program, or a computer. By way of
illustration, both an application runming on a wireless device
and the wireless device may be referred to as a component.
One or more components may reside within a process or
thread of execution and a component may be localized on
one processor or core or distributed between two or more
processors or cores. In addition, these components may
execute from various non-transitory computer readable
media having various istructions or data structures stored
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thereon. Components may communicate by way of local or
remote processes, function or procedure calls, electronic
signals, data packets, memory read/writes, and other known
network, computer, processor, or process related communi-
cation methodologies.

A number of different cellular and mobile communication
services and standards are available or contemplated 1n the
future, all of which may implement and benefit from the
various embodiments. Such services and standards include,
such as third generation partnership project (3GPP), long
term evolution (LTE) systems, third generation wireless
mobile communication technology (3(G), fourth generation
wireless mobile communication technology (4G), fifth gen-
eration wireless mobile communication technology (5G),
global system for mobile communications (GSM), umiversal
mobile telecommunications system (UMTS), 3GSM, gen-
eral packet radio service (GPRS), code division multiple

access (CDMA) systems (such as cdmaOne,
CDMA1020™) enhanced data rates for GSM evolution

(EDGE), advanced mobile phone system (AMPS), digital
AMPS (IS-136/TDMA), evolution-data optimized (EV-
DO), digital enhanced cordless telecommunications
(DECT), Worldwide Interoperability for Microwave Access
(WiIMAX), wireless local area network (WLAN), Wi-F1
Protected Access 1 & II (WPA, WPA2), and integrated
digital enhanced network (1DEN). Each of these technolo-
gies involves, for example, the transmission and reception of
volice, data, signaling, or content messages. It should be
understood that any references to terminology or technical
details related to an individual telecommunication standard
or technology are for illustrative purposes only, and are not
intended to limit the scope of the claims to a particular
communication system or technology unless specifically
recited 1n the claim language.

Various embodiments 1llustrated and described are pro-
vided merely as examples to 1llustrate various features of the
claims. However, features shown and described with respect
to any given implementation are not necessarily limited to
the associated implementation and may be used or combined
with other embodiments that are shown and described.
Further, the claims are not intended to be limited by any one
example implementation. For example, one or more of the
operations of the methods disclosed herein may be substi-
tuted for or combined with one or more operations of the
methods disclosed herein.

As used herein, a phrase referring to “at least one of” a list
of 1tems refers to any combination of those items, including
single members. As an example, “at least one of: a, b, or ¢”
1s 1intended to cover: a, b, ¢, a-b, a-c, b-c, and a-b-c.

Various illustrative logics, logical blocks, modules, com-
ponents, circuits, and algorithm operations described in
connection with the embodiments disclosed herein may be
implemented as electronic hardware, computer software, or
combinations of both. The interchangeability of hardware
and software has been described generally, in terms of
functionality, and 1llustrated 1n the various illustrative com-
ponents, blocks, modules, circuits and processes described
above. Whether such functionality 1s implemented as hard-
ware or soltware depends upon the particular application
and design constraints imposed on the overall system.

The hardware and data processing apparatus used to
implement the various illustrative logics, logical blocks,
modules, and circuits described in connection with the
aspects disclosed herein may be implemented or performed
with a general purpose single- or multi-chip processor, a
digital signal processor (DSP), an application specific inte-
grated circuit (ASIC), a field programmable gate array
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(FPGA) or other programmable logic device, discrete gate or
transistor logic, discrete hardware components, or any com-
bination thereof designed to perform the functions described
herein. A general-purpose processor may be a microproces-
sor, or any conventional processor, controller, microcon-
troller, or state machine. A processor also may be 1mple-
mented as a combination, such as a combination of a DSP
and a microprocessor, a plurality of microprocessors, one or
more microprocessors i conjunction with a DSP core, or
any other such configuration. In some embodiments, par-
ticular processes and methods may be performed by cir-
cuitry that 1s specific to a given function.

In one or more aspects, the functions described may be
implemented 1n hardware, digital electronic circuitry, com-
puter software, firmware, including the structures disclosed
in this specification and their structural equivalents thereof,
or 1n any combination thereof. Embodiments of the subject
matter described in this specification also can be 1mple-
mented as one or more computer programs, 1.€., ONe Or more
modules of computer program instructions, encoded on a
computer storage media for execution by, or to control the
operation oi, data processing apparatus.

If implemented 1n software, the functions may be stored
on or transmitted over as one or more 1nstructions or code on
a computer-readable medium. The processes of a method or
algorithm disclosed herein may be implemented 1n a pro-
cessor-executable software module which may reside on a
computer-readable medium. Computer-readable media
includes both computer storage media and communication
media including any medium that can be enabled to transier
a computer program from one place to another. A storage
media may be any available media that may be accessed by
a computer. By way of example, and not limitation, such
computer-readable media may include RAM, ROM,
EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage or other magnetic storage devices, or any other
medium that may be used to store desired program code in
the form of 1nstructions or data structures and that may be
accessed by a computer. Also, any connection can be prop-
erly termed a computer-readable medium. Disk and disc, as
used herein, includes compact disc (CD), laser disc, optical
disc, digital versatile disc (DVD), floppy disk, and Blu-ray
disc where disks usually reproduce data magnetically, while
discs reproduce data optically with lasers. Combinations of
the above should also be included within the scope of
computer-readable media. Additionally, the operations of a
method or algorithm may reside as one or any combination
or set of codes and instructions on a machine readable
medium and computer-readable medium, which may be
incorporated mto a computer program product.

Various modifications to the embodiments described 1n
this disclosure may be readily apparent to those skilled 1n the
art, and the generic principles defined herein may be applied
to other embodiments without departing from the spirit or
scope of this disclosure. Thus, the claims are not intended to
be limited to the embodiments shown herein, but are to be
accorded the widest scope consistent with this disclosure,
the principles and the novel features disclosed herein.

Additionally, a person having ordinary skill in the art wall
readily appreciate, the terms “upper” and “lower” are some-
times used for ease of describing the figures, and indicate
relative positions corresponding to the ornentation of the
figure on a properly oriented page, and may not reflect the
proper orientation of any device as implemented.

Certain features that are described 1n this specification in
the context of separate embodiments also can be 1mple-
mented 1n combination 1 a single implementation. Con-
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versely, various features that are described 1n the context of
a single implementation also can be implemented 1n multiple
embodiments separately or in any suitable subcombination.
Moreover, although features may be described above as
acting in certain combinations and even 1mtially claimed as
such, one or more features from a claimed combination can
in some cases be excised from the combination, and the
claimed combination may be directed to a subcombination
or variation of a subcombination.

Similarly, while operations are depicted 1n the drawings in
a particular order, this should not be understood as requiring
that such operations be performed in the particular order
shown or 1n sequential order, or that all 1llustrated operations
be performed, to achieve desirable results. Further, the
drawings may schematically depict more example processes
in the form of a flow diagram. However, other operations
that are not depicted can be incorporated in the example
processes that are schematically illustrated. For example,
one or more additional operations can be performed belore,
after, simultaneously, or between any of the illustrated
operations. In certain circumstances, multitasking and par-
allel processing may be advantageous. Moreover, the sepa-
ration of various system components i the embodiments
described above should not be understood as requiring such
separation 1n all embodiments, and 1t should be understood
that the described program components and systems can
generally be mtegrated together in a single software product
or packaged into multiple software products. Additionally,
other embodiments are within the scope of the following
claims. In some cases, the actions recited i1n the claims can
be performed 1n a different order and still achieve desirable
results.

What 1s claimed 1s:

1. A method performed 1n recerver circuitry of a wireless
communication device for demodulating wireless transmis-
sion wavelorms to reconstruct data tones, comprising:

recerving, from a transmitter, wireless transmission wave-

forms that include peak reduction tones (PRTs) that
were generated by a PRT neural network 1n the trans-
mitter; and

demodulating the received wireless transmission wave-

forms using a receiver neural network that has been
trained based on outputs of the transmitter to output a
reconstruction of the data tones.

2. The method of claim 1, further comprising selecting
from among a plurality of trained receiver neural networks
stored 1n the wireless communication device a receiver
neural network that has been trained on the PRT neural
network being used by the transmitter of the recerved
transmission waveiorms.

3. The method of claim 2, further comprising receiving,
weights for the recerver neural network from the transmitter,
wherein demodulating the received transmission waveforms
using the receiver neural network that has been trained based
on outputs of the transmitter comprises demodulating the
received transmission wavelorms using the selected recerver
neural network and the weights for the receiver neural
network received from the transmitter.

4. The method of claim 2, further comprising receiving,
from the transmitter of the received transmission wave-
forms, an 1indicator of the receiver neural network that has
been trained on the PRT neural network being used by the
transmitter of the received transmission waveforms, wherein
selecting a receiver neural network from among a plurality
of trained receiver neural networks stored in the wireless
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communication device comprises selecting the receiver neu-
ral network based on the indicator received from the trans-
mitter.

5. The method of claim 4, further comprising receiving,
weights for the receiver neural network from the transmaitter,
wherein demodulating the received transmission wavelorms
using the receiver neural network that has been trained based
on outputs of the transmitter comprises demodulating the
received transmission wavelforms using the selected receiver
neural network and the weights for the receiver neural
network received from the transmitter.

6. The method of claim 1, further comprising sending to
the transmitter an indicator of a PRT neural network to be
used by the transmitter to insert PRTs into transmission
wavelorms, wherein the PRT neural network associated with
the 1ndicator was used to train the receiver neural network
used to demodulate transmission waveforms received from
the transmitter.

7. The method of claim 6, further comprising transmitting,
weights for the PRT neural network to the transmaitter.

8. A receiver wireless communication device, comprising:

a processing device configured with processor-executable

istructions to perform operations comprising:

receiving, from a transmitter, wireless transmission
wavelorms that include peak reduction tones (PRTs)
that were generated by a PRT neural network 1n the
transmitter; and

demodulating the received wireless transmission wave-
forms using a recerver neural network that has been
trained based on outputs of the transmitter to output
a reconstruction of data tones.

9. The receiver wireless communication device of claim
8, wherein the processing device 1s configured with proces-
sor-executable 1nstructions to perform operations further
comprising selecting from among a plurality of trained
receiver neural networks stored in the receiver wireless
communication device a receiver neural network that has
been trained on the PRT neural network being used by the
transmitter of the recerved transmission waveforms.

10. The recerver wireless communication device of claim
9, wherein the processing device 1s configured with proces-
sor-executable instructions to perform operations further
comprising receiving weights for the receiver neural net-
work from the transmitter, wherein demodulating the
received transmission wavelforms using the receiver neural
network that has been trained based on outputs of the
transmitter comprises demodulating the received transmis-
sion wavelorms using the selected receiver neural network
and the weights for the receiver neural network received
from the transmitter.

11. The receiver wireless communication device of claim
9, wherein the processing device 1s configured with proces-
sor-executable 1nstructions to perform operations further
comprising receiving, from the transmitter of the received
transmission wavelorms, an indicator of the recetver neural
network that has been trained on the PRT neural network
being used by the transmitter of the received transmission
wavelorms, wherein selecting a receiver neural network
from among a plurality of trained recerver neural networks
stored 1n the receiver wireless communication device com-
prises selecting the receiver neural network based on the
indicator received from the transmitter.

12. The receiver wireless communication device of claim
11, wherein the processing device 1s configured with pro-
cessor-executable nstructions to perform operations further
comprising recerving weights for the receiver neural net-
work from the transmitter, wherein demodulating the
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received transmission wavelorms using the receiver neural
network that has been tramned based on outputs of the
transmitter comprises demodulating the received transmis-
sion wavelorms using the selected receiver neural network
and the weights for the receiver neural network received
from the transmitter.

13. The receiver wireless communication device of claim
8, wherein the processing device 1s configured with proces-
sor-executable instructions to perform operations further
comprising sending to the transmitter an indicator of a PRT
neural network to be used by the transmitter to insert PRTs
into transmission waveforms, wherein the PRT neural net-
work associated with the indicator was used to train the
receiver neural network used to demodulate transmission
wavelorms received from the transmaitter.

14. The receiver wireless communication device of claim
13, wherein the processing device 1s configured with pro-
cessor-executable 1mstructions to perform operations further
comprising transmitting weights for the PRT neural network
to the transmutter.

15. A method performed in transmitter circuitry of a
wireless communication device for transmitting data tones
via wireless transmission waveforms to a recerver, compris-
ng:

processing the data tones through a peak reduction tone

(PRT) neural network trained to generate PRTs that
when combined with the data tones will result in a

transmission waveform that will exhibit a peak-to-
average power ratio (PAPR) within a PAPR limait
threshold; and

combining the data tones with PRTs output by the PRT

neural network to output a transmission wavetorm for
transmission to a receiving wireless communication
device configured with a receiver neural network that
has been trained based on outputs of the transmitter
circuitry to demodulate wireless transmission wave-
forms from the transmitter circuitry.

16. The method of claim 15, further comprising:

transmitting a neural network indicator configured to

indicate a receiver neural network for use by the
receiving wireless communication device 1n demodus-
lating the transmitted wireless transmission wave-
forms, wherein the indicated receiver neural network
was trained based on outputs of the transmitter cir-
cuitry.

17. The method of claim 16, further comprising transmit-
ting weights for the indicated receiver neural network to the
receiving wireless device.

18. The method of claim 15, further comprising:

selecting from among a plurality of PRT neural networks

stored on the wireless commumnication device a PRT
neural network to use in processing the data tones to
generate PRTs that was used to train the recerver neural
network used 1n the recerving wireless communication
device.

19. The method of claim 18, further comprising receiving
from the receiving wireless communication device weights
for the receiving wireless communication device.

20. The method of claim 18, further comprising receiving
an indicator of the PRT neural network to use from the
receiving wireless communication device, wherein selecting
from among a plurality of PRT neural networks stored on the
wireless communication device a PRT neural network to use
in processing the data tones to generate PRTs comprises
selecting the PRT neural network corresponding to the
received 1ndicator.
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21. The method of claim 20, further comprising receiving,
from the receiving wireless communication device weights
for the receiving wireless communication device.

22. A transmitter wireless communication device, com-
prising:

a processing device configured with processor-executable

istructions to perform operations comprising:

processing data tones through a peak reduction tone
(PRT) neural network trained to generate PRTs that

when combined with the data tones will result 1n a
transmission wavelorm that will exhibit a peak-to-
average power ratio (PAPR) within a PAPR limat
threshold; and

combining the data tones with PRTs output by the PRT
neural network to output a transmission waveform
for transmaission to a receiving wireless communica-
tion device configured with a receiver neural net-

work that has been tramned based on outputs of

transmitter circuitry to demodulate wireless trans-
mission wavelorms from the transmitter circuitry.

23. The transmitter wireless communication device of

claim 22, wherein the processing device 1s configured with
processor-executable mstructions to perform operations fur-
ther comprising transmitting a neural network indicator
configured to indicate a receiver neural network for use by
the receiving wireless communication device 1n demodulat-
ing the transmitted wireless transmission wavelorms,
wherein the indicated receiver neural network was trained
based on outputs of the transmitter circuitry.
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24. The transmitter wireless communication device of 30

claim 23, wherein the processing device 1s configured with
processor-executable mstructions to perform operations fur-
ther comprising transmitting weights for the indicated
receiver neural network to the receiving wireless device.
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25. The transmitter wireless communication device of
claim 22, wherein the processing device 1s configured with
processor-executable nstructions to perform operations fur-
ther comprising selecting from among a plurality of PRT
neural networks stored on the transmitter wireless commu-
nication device a PRT neural network to use 1n processing
the data tones to generate PRTs that was used to train the
receiver neural network used in the receiving wireless
communication device.

26. The transmitter wireless communication device of
claim 25, wherein the processing device 1s configured with
processor-executable mstructions to perform operations fur-
ther comprising receiving from the receiving wireless com-
munication device weights for the recerving wireless com-
munication device.

27. The transmitter wireless communication device of
claim 25, wherein the processing device 1s configured with
processor-executable mnstructions to perform operations fur-
ther comprising receiving an indicator of the PRT neural
network to use from the receiving wireless communication
device, wherein selecting from among a plurality of PRT
neural networks stored on the transmitter wireless commu-
nication device a PRT neural network to use 1n processing
the data tones to generate PRTs comprises selecting the PRT
neural network corresponding to the recerved indicator.

28. The transmitter wireless communication device of
claim 27, wherein the processing device 1s configured with
processor-executable mstructions to perform operations fur-
ther comprising receiving from the receiving wireless com-
munication device weights for the receiving wireless com-
munication device.
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