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(57) ABSTRACT

A job processing apparatus that communicates with a control
apparatus connected to a first network via a second network
different from the first network and a first network interface,
and communicates with an external apparatus on a third
network via a second network interface includes at least one
memory that stores a set of instructions, and at least one
processor that executes the instructions, the instructions,
when executed, causing the job processing apparatus to
perform operations including acquiring information regard-
ing the first network from the control apparatus and, based
on the acquired information, setting, 1n a routing table, route
information for transmitting data addressed to an external
apparatus connected to the first network via the second
network and the control apparatus.
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JOB PROCESSING APPARATUS, METHOD
OF CONTROLLING JOB PROCESSING
APPARATUS, AND STORAGE MEDIUM

BACKGROUND

Field

The present disclosure relates to a job processing appa-
ratus that cooperates with a control apparatus, a method of
controlling the job processing apparatus, and a storage
medium.

Description of the Related Art

In recent years, job processing apparatuses with multiple
functions (such as those of printers and scanners) oiten
include a network interface that allows communication with
external apparatuses such as servers and personal computers
(PC) on a network.

A known job processing apparatus such as a commercial
production printer may perform printing in connection with
a control apparatus such as a digital front end (DFE) that
controls processing on data to be input to the job processing
apparatus. Such a control apparatus may be given a function
of receiving print jobs from external apparatuses on a
network and temporarily saving print jobs, a function of
scheduling jobs to be run by a job processing apparatus, and
a function of rendering jobs with high speed.

In order to enhance the quality of security for a network,
an oflice typically uses different networks for different
purposes. Japanese Patent Application Laid-Open No. 2019-
022038, for example, discusses a job processing apparatus
that includes a plurality of network interfaces and 1s capable
of connecting to both a network in a first branch and a
network 1n a second branch different from the first branch
via the plurality of network interfaces.

SUMMARY OF THE DISCLOSURE

According to one embodiment of the present disclosure,
a j0b processing apparatus 1s provided that communicates
with a control apparatus connected to a first network via a
second network different from the first network and a first
network interface, and communicates with an external appa-
ratus on a third network via a second network interface. The
j0b processing apparatus includes at least one memory that
stores a set of instructions, and at least one processor that
executes the instructions, the instructions, when executed,
causing the job processing apparatus to perform operations
including acquiring information regarding the first network
from the control apparatus and, based on the acquired
information, setting, in a routing table, route information for
transmitting data addressed to an external apparatus con-
nected to the first network via the second network and the
control apparatus.

Further features of the present disclosure will become
apparent from the following description of example embodi-
ments with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram 1illustrating an example of a job
processing system according to one example embodiment.

FIG. 2 1s a diagram 1illustrating a hardware configuration
example of a control apparatus according to one example
embodiment.
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2

FIG. 3 1s a diagram 1illustrating a soitware configuration
example of the control apparatus according to one example
embodiment.

FIG. 4 1s a diagram 1illustrating a hardware configuration
example of a job processing apparatus according to one
example embodiment.

FIG. 5 1s a diagram 1illustrating a software configuration
example of the job processing apparatus according to one
example embodiment.

FIG. 6 1s a tlowchart illustrating an example of control
performed by the control apparatus according to one
example embodiment.

FIG. 7 1s a flowchart illustrating an example of control
performed by the job processing apparatus according to one
example embodiment.

FIGS. 8A and 8B are schematic diagrams illustrating
examples of a routing table managed by the job processing
apparatus according to one example embodiment.

FIG. 9 1s a diagram 1llustrating an example of a setting,
screen displayed by the job processing apparatus according,
to one example embodiment.

FIG. 10 1s a flowchart illustrating an example of control

performed by a job processing apparatus according to one
example embodiment.

DESCRIPTION OF TH

L1l

EMBODIMENTS

Example embodiments of the present disclosure will be
described next with reference to the drawings. The example
embodiments described below relate to a job processing
apparatus such as a production printer. It 1s assumed that
such a job processing apparatus will also be configured to
connect to two different networks 1n two different respective
network branches using two separate network interfaces. For
example, the job processing apparatus connects to a network
in a {irst branch for performing ordinary data communica-
tion 1n which management data and scan data are transmaitted
to external apparatuses or servers via a first network inter-
face, while the job processing apparatus connects to a
network i1n a second branch for communicating with a
control apparatus via a second network interface.

The control apparatus such as a digital front end (DFE)
with which the job processing apparatus 1s cooperating also
includes two network interfaces—one for receiving jobs
from external apparatuses and another for performing com-
munication related to individual jobs with the job processing
apparatus. The control apparatus connects to the network 1n
the second branch to communicate with the job processing
apparatus via one network interface, while connecting to the
network 1n a third branch to receive jobs from external
apparatuses via the other network interface.

It 1s assumed herein that the job processing apparatus
includes a device such as a router on the network 1n the first
branch set as a default gateway to transmit packets in data
transmission to the outside not via the control apparatus.

On the other hand, there may be cases where users want
to send packet data to an external apparatus on the network
in the third branch from the job processing apparatus.
However, with a device such as a router on the network 1n
the first branch set as a default gateway, the packets
addressed to the external apparatus on the network in the
third branch can also be transferred to the network 1n the first
branch as a default gateway. On a network that does not
reach the device in the third branch via the first branch
network, the job processing apparatus cannot transmit data
to the external apparatus on the network 1n the third branch.




US 11,803,343 B2

3

In view of that 1ssue, mechanisms and techniques accord-
ing to the present example embodiments are provided which
enable an easy setting of a route for data transmission to an
external apparatus on a network in a different branch where
the control apparatus belongs, via a network connecting a
10b processing apparatus and a control apparatus.

Some example embodiments for carrying out features of
the present disclosure for performing the above control will
be described below with reference to the drawings. How-
ever, the following example embodiments do not limit the
scope of the claims, and not all the combinations of the
teatures described as being included 1n the example embodi-
ments are necessary for a solution of the present invention.

First, the configuration of a job processing system accord-
ing to a first example embodiment will be described with
reference to FIG. 1. The job processing system according to
the present example embodiment includes a multifunction
peripheral (MFP) 122, a DFE 121, a client personal com-
puter (PC) 111, and a chient PC 131. The MFP 122 1s an
example of a job processing apparatus and has a print

function of printing 1mages on sheets based on print jobs
received via a network 103 or print jobs received via the
DFE 121.

The MFP 122 also has a scan function of transmitting data
based on 1mages obtained by reading documents using a
scanner to external apparatuses on the network 103 or
external apparatuses on a network 101 via a network 102. In
the present example embodiment, the MFP 122, which runs
print jobs and scan jobs, will be described as an example of
the job processing apparatus, but the present invention 1s not
limited to that. For example, the job processing apparatus
may be a 3D (three-dimensional) printer that forms print
products having three-dimensional shapes based on 3D print
jobs including three-dimensional shape data.

The MFP 122 and the client PC 131 are connected
together via the network 103 1n a first branch. In the present
example embodiment, a *“172.33.22.0/24” subnet 1s assigned
to the network 103 1n the first branch by way of example. In
addition, an Internet Protocol (IP) address “172.33.22.117 1s
assigned to the network interface to connect to the network
103 1n the first branch by way of example.

The DFE 121 and the client PC 111 are connected together
via the network 101 1n a third branch. In the present example
embodiment, a “192.168.137.0/24” subnet 1s assigned to the
network 101 in the thurd branch by way of example. In
addition, an IP address “192.168.137.120” 1s assigned to the
network interface to connect to the network 101 in the third
branch by way of example.

The DFE 121 has functions of receiving print jobs from
the PC 111 to temporarily save them, of scheduling jobs to
be run by the job processing apparatus, and of rendering jobs
with high speed. The DFE 121 1s an example of a control
apparatus to cooperate with the job processing apparatus.

The DFE 121 and the MFP 122 are connected together via
the network 102 1n a second branch. In the present example
embodiment, a “10.100.1.0/24” subnet 1s assigned to the
network 102 1n the second branch by way of example. In
addition, an IP address *“10.100.1.1” 1s assigned to the
network interface of the DFE 121, and an IP address
“10.100.1.2” 1s assigned to the network interface of the MFP

122 by way of example. The network 102 1n the second
branch 1s used to communicate control commands and status
information to transier print images, and other information.
The network 102 1n the second branch 1s also used as a relay
route to transmit data from the MFP 122 to external appa-
ratuses on the network 101 in the third branch.
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First, printing via the DFE 121 will be described. The
client PC 111 transmits a print job to the DFE 121 via the
network 101 1n the third branch. After recerving 1t, the DFE
121 temporarily saves 1t 1n a storage in the DFE 121.

If an operator makes setting of job scheduling, the DFE
121 performs a rasterization process of converting page
description language (PDL) data included in the print job
into bitmap data based on the order of the scheduling. The
DFE 121 transmits the print data converted into the bitmap
data via cabling (not 1llustrated) and the print settings via the
network 102 in the second branch to the MFP 122. In the
present example embodiment, the bitmap data 1s transmitted
via cabling (e.g., a Umversal Serial Bus (USB) cable or an
image output cable) different from that of the network 102
by way of example. The present invention, however, 1s not
limited to that configuration. For example, a configuration
can also be employed in which both the bitmap data and the
print settings are transmitted via the network 102.

Next, printing via the network 103 in the first branch will
be described. The MFP 122 receives a print job from the
client PC 131 via the network 103 1n the first branch. Next,
based on the print job received from the client PC 131, the
MFP 122 performs a rasterization process. Next, based on
bitmap data generated by the rasterization process and the
print settings of the print job, the MFP 122 prints the image
on a sheet.

The network 103 1n the first branch also functions as a
default gateway in ordinary data communication used 1n
transmission of management data and scan data to external
apparatuses or servers. A user such as an administrator
assigns IP addresses to the default gateway and the network
interface to connect to the network 103 in the first branch.
In the present example embodiment, the administrator
manually makes operation settings of the network interface
to connect to the network 103 1n the first branch by way of
example, but the present mvention 1s not limited to that
example. In some embodiments, the assignment of an IP
address and operation settings of a default gateway are made
based on setting information received from a router or a
Dynamic Host Configuration Protocol (DHCP) server on the
network 103.

On the other hand, there are also cases where users want
to send data to an external apparatus on the network 101 in
the third branch from the MFP 122 via the control apparatus.
However, with a device such as a router on the network 103
in the first branch set as the default gateway as described

above, packets addressed to an external apparatus on the
network 101 1n the third branch can also be transferred to the
default gateway. For example, it “192.168.137.100” 1s
specified as the transmission destination of an 1mage
obtained by reading a document using the scanner, packets
will be transferred to the router on the network 103 1n the
first branch as the default route unless the administrator sets
an appropriate static route. On the other hand, 11 the network
configuration illustrated 1in FIG. 1 1s employed, the network
103 will not be connected to the network 101 to allow
communicate with the network 101. Thus, the transmission
of data to *“192.168.137.100”, which 1s the external appa-
ratus on the network 101 in the third branch, can fail.

In view of that 1ssue, the present example embodiment
provides an easy setting mechanism to set a route 1n transmit
data from the MFP 122 to an external apparatus on the
network 101 in the third branch the DFE 121 cooperating
with the MFP 122 belongs to. A detailed description will
tollow.
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<Device Configuration of DFE 121>

A hardware configuration of the DFE 121 according to the
present example embodiment will be described with refer-
ence to FIG. 2.

FIG. 2 1s a block diagram illustrating the hardware
configuration of the DFE 121.

A control umt 200 including a central processing unit
(CPU) 211 controls the general operation of the DFE 121.
Pieces of hardware and interfaces included in the control

unit 200 are connected together via system buses indicated
by dotted lines to communicate with one another. The CPU
211 reads control programs stored in a read-only memory
(ROM) 212 or a storage device 230 and performs the
function of scheduling jobs to be run by the job processing
apparatus and the function of rendering jobs with high speed

for users. The ROM 212 stores control programs that can be
run by the CPU 211. A random-access memory (RAM) 213

1s a main storage memory to be accessed by the CPU 211,
and 1s used as a work area or a temporary storage area nto
which various types of control program are loaded. A storage
device interface (I/F) 215 i1s an interface to connect the
control unit 200 and the storage device 230. The storage
device 230 stores control programs and an operating system
(OS).

As the DFE 121 starts, the CPU 211 runs a boot program
stored 1n the ROM 212. That boot program 1s used to read
programs for the OS stored 1n the storage device 230 and
load the programs into the RAM 213. The CPU 211 runs the
boot program and then the programs for the OS loaded 1nto
the RAM 213 to control the DFE 121. The CPU 211 also
loads various types of data and various programs into the
RAM 213 and performs control illustrated in tflowcharts
described below. Pieces of hardware such as the CPU 211,
the ROM 212, the RAM 213, and the storage device 230
thus constitute a so-called computer.

In the DFE 121, a single CPU 211 and a single RAM 213
perform the processes illustrated 1n the tlowcharts described
below. In some embodiments, another form 1s employed. For
example, pluralities of processors, memories, and storages
can also cooperate to perform the processes illustrated in the
flowcharts described below. Some of the processes, such as
the transmission and reception of data, are performed coop-
cratively with a hardware circuit included 1n a communica-
tion 1nterface. In addition, the rasterization process may be
performed cooperatively with a dedicated hardware circuit
(not 1llustrated), or cooperatively with a graphics processing
unit (GPU) (not 1illustrated).

An operation unit I'F 214 connects an operation unit 220
and the control unit 200. The operation unit 220 includes a
display to display various screens, and mput devices such as
a mouse and a keyboard that receive mputs from users. The
operation unit 220 functions as a display unit to display
information, and a reception unit to receive instructions
from users. The DFE 121 recerves through the operation unit
220 an operation of performing job scheduling and an
operation of starting to run a job.

Next, network interfaces will be described. The DFE 121
includes a first network OF 217 and a second network I/'F
218. The first network I/F 217 1s connected to the network
101 in the third branch to receive print jobs from the outside.
The second network I/F 218 1s connected to the network 102
in the second branch to communicate with the MFP 122.

A cable to communicate bitmap data with the MFP 122 1s
connected to a printer apparatus I'F 216. The DFE 121
transmits print data in a bitmap format to the MFP 122 via
that cable.
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<Software Configuration of DFE 121>

FIG. 3 1s a block diagram 1llustrating a software configu-
ration example of the DFE 121. As space 1s limited, FIG. 3
illustrates an example of a software configuration for net-
work control as a feature of the present disclosure. That 1s,
FIG. 3 omits a data management module to manage print
data, a module to perform job scheduling, and a module to
perform the rasterization process.

Software modules are stored as programs in the storage
device 230 of the DFE 121, read out to the RAM 213 as
appropriate, and controlled and run by the CPU 211. A
network setting management unit 310 cooperates with an OS
300 to manage network settings such as IP addresses and
subnet masks set to the first network I/F 217 and the second
network I/F 218. These network settings are made by the
administrator or service engineers. The network setting
management umt 310 also has functions of transmitting
information based on the managed network settings to the
MEFP 122 via the second network I'F 218, and of setting a
routing function. The network setting management unit 310
cooperates with the OS 300 to make operation settings of a
communication control unit 321 and network I'F control
units 322 and 323.

The OS 300 includes the communication control unit 321,
and the network I/F control units 322 and 323, which control
communication interfaces. The communication control unit
321 has a routing function of transierring packets based on
a routing table. The management unit 310 cooperates with
the OS 300 to make settings, as the settings for the routing
function, to transier packets received from the MFP 122 and
addressed to the network 101 in the third branch to the
network 101 in the third branch.
<Hardware Configuration of MFP 122>

A hardware configuration of the MFP 122 will be now
described with reference to FIG. 4. FIG. 4 1s a block diagram
illustrating a hardware configuration of the MFP 122. The
MFP 122 has a reading function of reading 1images on sheets,
and a file transmission function of transmitting read 1images
to external communication apparatuses. The MFP 122 also
has a print function of printing 1mages on sheets.

A control unit 400 including a CPU 401 controls the
general operation of the MFP 122. The CPU 401 reads
control programs stored in a ROM 402 or storage 404 and
performs various types of control such as print control and
reading control. The ROM 402 stores boot and control
programs that can be run by the CPU 401. The RAM 403 1s
a main storage memory of the CPU 401 and i1s used as a
work area or a temporary storage area nto which various
control programs are loaded. The storage 404 stores print
data, image data, various programs, various pieces of setting
information, and an OS. In the present example embodi-
ment, the storage 404 1s an auxiliary storage device such as
a hard disk drive (HDD). In some embodiments, a non-

volatile memory such as a solid-state drive (SSD) 1s used
instead of the HDD.

As the MFP 122 starts, the CPU 401 runs the boot
program stored in the ROM 402. That boot program 1s used
to read programs for the OS stored in the storage 404 and
load the programs into the RAM 403. The CPU 401 runs the
boot program and then the programs for the OS loaded nto
the RAM 403 to control the MFP 122. The CPU 401 also
loads various types of data and various programs into the
RAM 403 to perform the control illustrated in the flowcharts
described below. Pieces of hardware such as the CPU 401,
the ROM 402, and the RAM 403 thus constitute a so-called

computer.
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In the MFP 122 according to the present example embodi-
ment, a single CPU 401 performs the processes illustrated in
the flowcharts described below, using a single memory (the
RAM 403). In some embodiments, another form 1is
employed. For example, a plurality of CPUs, RAMs, ROMs,

and storages can also cooperate to perform the processes
illustrated 1n the flowcharts described below. Some of the
processes, such as the transmission and reception of data, are
performed cooperatively with a hardware circuit included in
a commumnication interface. A configuration can also be
employed 1 which the rasterization process 1s performed
cooperatively with a dedicated hardware circuit (not 1llus-
trated). Actual printing and scanning processes are per-
formed cooperatively with a hardware configuration
described below.

An operation unit I'F 405 connects an operation unit 406
and the control unit 400. The operation unit 406 includes a
liquid crystal display unit with a touch panel function, and
various hardware keys to function as a display unit to display
information, and a reception unit to receive instructions
from users.

A reading unit I'F 407 connects a reading unit 408 and the
control unit 400. The reading umt 408 reads a document
placed on a document platen or an automatic document
teeder (ADF), generating a read image. The generated read
image 1s stored in the storage 404 or the RAM 403. The read
image generated by the reading unit 408 1s transmitted to an
external apparatus such as the PC 111 or 131 wvia each
network interface, or used to print an 1mage on a sheet.

Interfaces to communicate with outside will be now

described. The MFP 122 includes a third network I'F 421
and a fourth network I'F 422. The third network I/F 421 1s
connected to the network 103 1n the first branch. The fourth
network I/F 422 i1s connected to the network 102 in the
second branch.

A cable to commumnicate bitmap data with the DFE 121 1s
connected to a DFE OF unit 423. The MFP 122 receives
bitmap data from the DFE 121 via that cable to store 1t in the
storage 404 or the RAM 403. The MFP 122 can also receive
print jobs from external apparatuses such as the PC 131 via
the third network I/F 421, not via the DFE 121. A print job
received not via the DFE 121 1s rasterized by the CPU 401
of the MFP 122 or dedicated hardware (not illustrated). The
rasterized bitmap data 1s stored in the storage 404 or the
RAM 403.

A printing umt I'F 419 connects a printing unit 420 and
the control unit 400. The control unit 400 transfers bitmap
data received from the DFE 121 or generated by the MEFP
122, and control commands to control the printing unit 420,
to the printing unit 420 via the printing unit I'F 419. The
printing unit 420 receives the bitmap data and the control
commands via the control unit 400 to print a print 1mage on
a sheet fed from a sheet holding unit (not 1llustrated). The
printing unit 420 may print 1 an electrophotographic
method, or in an inkjet method.

The printing unit 420 completes the printing operation on
the sheet as a print product (the sheet), which subsequently
undergoes post-processing, such as a binding process of
binding a bundle of documents with metal staples on a
copy-by-copy basis or a punching process of punching
holes, by a sheet processing unit (not 1llustrated) as appro-
priate. The finished print product that has undergone post-
processing 1s discharged to a sheet discharge tray (not
illustrated).

In the present example embodiment, the MFP 122
includes the third network I/F 421 and the fourth network I/'F
422 by way of example, but, the present invention 1s not
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limited to that configuration. For example, a configuration
may be employed in which the MEP 122 includes one of the
network I/Fs, and the other network I/F 1s added via a USB
interface. In some embodiments that use a USB interface, a
USB port 1s provided outside the housing of the MFP 122 for
external connection to a USB peripheral device and/or a
USB cable, which are detachable. Peripheral devices com-
pliant with the USB standards can connect to the USB port.

A user such as the administrator can connect a USB-
compatible network card (also referred to as a “USB-LAN
adapter”) to the USB port for external connection to add a
network 1n a branch corresponding to the other network I/F.

In the present example embodiment, the third network I/F
421 and the fourth network I'F 422 are communication
interfaces to perform wired communication compliant with
Ethernet®, but the present invention 1s not limited to that
configuration. In some embodiments, for example, the third
network I/F 421 or the fourth network I/F 422 1s a wireless
communication interface compliant with the Institute of
Electrical and Flectronics Engineers (IEEE) 802.11 series.
In other embodiments, both the third network I'F 421 and
the fourth network I'F 422 are wireless communication
interfaces.

In some embodiments, the MFP 122 include three or more
network interfaces, one of which 1s connected to the network
102 1n the second branch to communicate with the DFE 121.
Another network interface different from the network inter-
face connected to the DFE 121 functions as a network
interface to transmit packets to the default gateway.
<Software Configuration of MFP 122>

FIG. 5 1s a block diagram illustrating an example of a
soltware configuration of the MFP 122. Software modules
are stored as programs 1n the storage 404 of the MFP 122,
read to the RAM 403 as appropnate, and run by the CPU
401. As space 1s limited, FIG. 5 1llustrates an example of a
soltware configuration for network control alone as a feature
of the present disclosure. FIG. 5 omits modules related to the
printing process as appropriate.

A setting control unit 510 includes a network setting
management unit 511 to provide operation settings of the
network I/Fs. The setting control unit 510 also includes a
routing setting control unit 513 to function to set a route to
transmit packets addressed to external apparatuses on the
network 101 1n the third branch via the network 102 in the
second branch and the DFE 121.

The management unit 511 manages operation setting
values regarding the network interfaces. An operation set-
ting storage area 512 1s an area where the operation setting
values of IP addresses and subnet masks assigned to the
network interfaces, and of a default gateway are stored. The
operation setting values are set by a user such as the
administrator via a setting screen (not illustrated). The
default gateway 1s to be set as the transfer destination of
packets when no appropriate route 1s found 1n a routing
table. The MFP 122 according to the present example
embodiment 1s configured to make operation settings of the
default gateway as operation settings for the third network
I/'F 421 to perform ordinary data communication. On the
other hand, the MFP 122 1s configured not to make operation
settings of the default gateway as operation settings for the
tourth network I'F 422 to connect to the DFE 121.

Based on operation setting values stored 1n the operation
setting storage area 312, the management unit 511 sets a
default route 1n a routing table 502 managed by a network
control unit 501 of an OS 500. Packets of which the
transmission destination cannot be determined by this pro-
cess are set to be transferred to a device such as the router
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on the network 103 1n the first branch as an operation setting.
The management unit 511 cooperates with the OS 500 to
assign IP addresses to I/F control units 503 and 3504 and
configure operation modes of the interfaces.

The routing setting control unit 513 will be now
described. A DFE miformation reception unit 514 receives

the network configuration of the DFE 121 from the DFE
121. The network configuration received by the reception
unit 514 includes network information regarding the net-
work 101 in the third branch to which the DFE 121 1s
connected, and an IP address used by the DFE 121 to
connect to the network 102 1n the second branch. The
reception unit 514 transmits the received network informa-
tion to a route setting unit 315. After receiving the network
information, the route setting unit 515 determines whether a
route setting 1s to be made. If the route setting unit 515
determines that a route setting 1s to be made, the route setting
unit 513 sets a static route to communicate with an external

apparatus on the network 101 1n the third branch via the DFE
121 and the network 102 in the second branch. With the

network configuration illustrated 1n FIG. 1, a route 1s set to
transier data addressed to the transmission destination that
belongs to the “192.168.137.0/24” network segment to the
DFE 121 (10.100.1.1).

If the network control unit 501 of the OS 3500 receives
from an application 520 a request to transmit data to the
outside, the network control unit 501 determines via which
of the network interfaces the packet data 1s to be transferred,
based on route information registered 1n the routing table
502.

Next, the network control umt 501 requests a network
interface control unit to transier packets, to transmit the data
from the determined network interface. If the control unit
501 determines that the packet data 1s to be transmitted via
the third network I/F 421, the control unit 301 requests the
third network I'F control umt 503 to transmit the packet
data. If, on the other hand, the control unit 501 determines
that the packet data 1s to be transmitted via the fourth
network I/'F 422, the control unit 501 requests the fourth
network I/F control unit 504 to transmit the packet data.

An example of the application 520 will be now described.
The MFP 122 includes a SEND application 520q to transmit
data based on the image obtained by reading a document
using the reading unit 408 to the destination specified by the
user. In response to a receipt ol a user operation to start
transmission with a destination specified by the user, the
reading unit 408 starts reading a document. Based on data
obtained by reading the document, the application 520a
generates a transmission file such as a Portable Document
Format (PDF) file. Next, the application 520a cooperates
with the network control umt 501 of the OS 500 to transmit
the generated file data to the specified destination.

The transmission route of the file data will be described.
In the routing table 502, a static route to transfer data
addressed to the transmission destination that belongs to the
“192.168.137.0/24” network segment to the DFE 121
(10.100.1.1) 1s set based on the above route setting. Thus, the
control umt 501 transifers packets with the destinations
specified as “192.168.137.2” to “192.168.137.254” to the
DFE 121. Thus, packet data with the destination specified as
the PC 111 1s transferred to the DFE 121. After receiving the
packets, the DFE 121 transmits the packets to the network
101 1in the third branch via the network interface connected
to the network 101 1n the third branch as the destination of
the packets indicates an external terminal on the network
101 1n the third branch.
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Specific processing will be now described with reference
to tlowcharts 1llustrated in FIGS. 6 and 7 and a schematic
diagram of a routing table illustrated in FIG. 8. FIG. 6 1s an
example of a flowchart of which the processing 1s performed
by the CPU 211 of the DFE 121. FIG. 7 1s an example of a
flowchart of which the processing 1s performed by the CPU
401 of the MFP 122.

First, the control of the DFE 121 will be described.
Operations (steps) 1llustrated 1n the flowchart 1n FIG. 6 are
performed by the CPU 211 loading programs for implement-
ing control modules stored 1n the ROM 212 or the storage
device 230 into the RAM 213 and running them. The
processes of transmitting and receiving data are performed
cooperatively with network I/Fs. When it should be clarified
what performs the processing, the description will be given
with the subject that 1s a software module implemented by
the CPU 211. Processes 1n FIG. 6 are performed 1n response
to a start of the DFE 121 1n a power-oil state, or to a change
made in the configuration of the network 101 1n the third
branch.

In step S601, the management unit 310 acquires configu-
ration information regarding the network 101 in the third
branch and information indicating IP addresses assigned to
the network interfaces (the second network I/F 218 and the
first network I/F 217). The configuration information regard-
ing the network 101 in the third branch includes information
for identitying the network address of the network 101 1n the
third branch. For example, the configuration information
includes the network address and the prefix length. In some
embodiments, the configuration information includes IP
addresses and subnet masks assigned to network interfaces
to connect to the network 101 in the third branch. If the
configuration of the network 101 in the third branch
changes, the management unit 310 acquires information for
identifying the network address of the network 101 in the
third branch aiter the change.

Next, the management unit 310 cooperates with the
network I/F control unit 323 and the second network I/F 218
to transmit the network information acquired 1n step S601 to
the MFP 122.

If the transmission process 1s completed, the overall
processes ends. That transmission process transmits infor-
mation to set a static route to the MFP 122.

The control of the MFP 122, which receives the informa-
tion, will be now described. Operations (steps) illustrated in
the flowchart in FIG. 7 are performed by the CPU 401
loading programs for implementing control modules stored
in the ROM 402 or the storage 404 into the RAM 403 and
running them. The processes of transmitting and receiving
data are performed cooperatively with network I/Fs. When
it should be clarified what performs the processing, the
description will be given with the subject that 1s a software
module implemented by the CPU 401. The processes 1 FIG.
7 1llustrate a static route setting process performed 1n
response to a transmission of network information by the
DFE 121.

In step S701, the DFE information reception unit 514
cooperates with the network control unit 501 of the OS 500
to determine whether the network information regarding the
DFE 121 1s received from the DFE 121. If the network
information regarding the DFE 121 1s received (Yes in step
S701), the processing proceeds to step S702. Otherwise (No
in step S701), the overall processes ends. In step S702, the
reception unit 314 transmits a setting request to set a route,
including the received network information, to the route
setting unit 515. In step S703, after recerving the setting
request, the setting unit 515 determines whether a route
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setting 1s to be made. Specifically, the setting unit 515
determines whether the network 101 in the third branch
identified based on the network information included i the
setting request can be reached via the network 103 1n the first
branch. The setting unit 5135 transmits to the network 103 the
packets received from the DFE 121 and addressed to the IP
address (192.168.137.120 1n FIG. 1) assigned to the network
interface used by the DFE 121 to connect to the network 101
in the third branch. In the present example embodiment, the
setting unit 5135 attempts to acquire the model name and the
device name of the DFE 121 using a Get Request operation
specilying a predetermined object identification (OID),
which requests the model name and the device name of a
partner device. That 1s, the setting unit 515 transmits a
Simple Network Management Protocol (SNMP) packet for
acquiring information regarding a management information
base (MIB) managed by the DFE 121. The present inven-
tion, however, 1s not limited to this. In some embodiments,
for example, the setting unit 515 transmits a Ping request
specilying “192.168.137.120” 1n FIG. 1 as a destination IP
address to the network 103 and determine whether that
destination can be reached.

If the setting unit 515 receives an appropriate response to
the packet (Yes 1n step S703), the setting unit 5135 determines
that the network 101 1n the third branch can be reached via
the network 103 in the first branch. Then, the overall
processes ends. Otherwise (No 1n step S703), the setting unit
515 determines that the network 101 in the third branch
cannot be reached via the network 103 1n the first branch.
Then, the processing proceeds to step S704.

In step S704, the setting unit 515 sets a static route to
communicate with an external apparatus on the network 101
in the third branch via the DFE 121 and the network 102 1n
the second branch. With the network configuration 1n FIG.
1. a route 1s set to transfer data addressed to the transmission
destination that belongs to the “192.168.137.0/24” network
segment to the IP address (10.100.1.1) of the DFE 121.

The setting unit 5135 requests the OS 500 to set a route,
using a network setting command provided by the OS 500.
For example, with the network configuration in FIG. 1, the
setting unit 515 transmits a command speciiying an argu-
ment “route add 192.168.137.0/24 via 10.100.1.1” to the OS
500. That 1s, the network address of the network 101 1n the
third branch 1s specified as a destination network, and the
DFE 121 1s specified as a gateway (an output destination).
In some embodiments, the setting unit 5135 1s configured to
open a setting file managed by the network control unit 501
of the OS 500 and update the setting file. In other embodi-
ments, the setting unit 315 1s configured to further explicitly
specily an interface used 1n output using a “dev” argument
when route mformation 1s added. An explicit specification of
an interface used in output using a “dev” argument allows
the mterface used 1n output to be fixed, making 1t easy to
track a packet in case of trouble with a network.

A description will be given of route information registered
based on the request to set a route with reference to FIGS.
8A and 8B. FIGS. 8A and 8B are schematic diagrams
illustrating examples of route information registered in the
routing table 502. FIG. 8 A illustrates an example of a routing,
table before the static route 1s registered. FIG. 8B illustrates
an example of the routing table after the static route 1is

registered.
For the MFP 122 to transmit packet data to the PC 111

with route mnformation 801 illustrated in FIG. 8A registered,

the control unit 501 transmits packets to a default route
(172.33.22.254) illustrated 1n the route information 801.
This 1s because a route that matches the IP address
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(192.168.1377.50) of the PC 111 is the default route alone.
Thus, 1f the network 103 1n the first branch and the network
101 1n the third branch are not connected together, the PC
111 as the destination cannot be reached.

If, on the other hand, as illustrated in FIG. 8B, route
information 802 1s newly registered in the routing table, the
PC 111 can be reached via the network 102 in the second
branch. The route information 802 indicates that a packet
addressed to the destination apparatus that belongs to the

“192.168.137.0/24” network should be transmitted to
“10.100.1.1™.

Based on the routing table illustrated in FIG. 8B, the
network control unit 501 transfers a packet addressed to the
IP address (192.168.137.50) of the PC 111 to the DFE 121.
In this case, two routes, namely the route described 1n the
route mnformation 801 and the route described 1n the route
information 802, are candidates for a communication route.
Next, according to the longest match principle, the network
control unit 501 selects the route of which the subnet mask
length 1s longer. Then, the network control unit 501 trans-
mits the packet to the outside. In this case, the route
described 1n the route information 802, of which the subnet
mask length 1s longer, 1s selected as the route to transmuit the
packet data addressed to 192.168.137.50, the route described
in the route information 802. Thus, the packet data 1is
transmitted to the gateway apparatus of the IP address
“10.100.1.1” (1.e., the DFE 121 1n FIG. 1). After receiving
the packet, the DFE 121 transfers the packet to the PC 111
on the network 101 1n the third branch (192.168.137.0/24).
Thus, communication can be appropriately performed.

In the present example embodiment, whether a route
setting 1s to be made 1s determined based on the result of the
transmission and reception of a packet. The present inven-
tion, however, 1s not limited to that. In some embodiments,
for example, a configuration 1s employed 1n which a user
such as an administrator or a service engineer 1s allowed to
make operation settings regarding a connection form, and
whether to register route mformation 1s switched based on
these operation settings.

A specific example of that configuration will be described
with reference to FIG. 9. FIG. 9 1s an example of a screen
displayed on the operation unit 406 of the MFP 122 and for
making operation settings regarding a connection form. A
user such as the administrator or a service engineer can set
whether to use the DFE 121 on the screen illustrated in FIG.
9. The user can also set a connection option to use the DFE
121.

First, connection options will be described. A connection
form 1 1s a connection option used when a network branch
for recerving jobs via the DFE 121 and a network branch for
directly receiving jobs not via the DFE 121 are made
common. In this connection form, the administrator or the
service engineer constructs a network environment that
allows the MFP 122 to communicate with the network 101
in the third branch not via the DFE 121. Thus, route
information 1s not registered.

On the other hand, a connection form 2 1s a connection
option for separating networks used when a network branch
for recerving jobs via the DFE 121 and a network branch for
directly receiving jobs not via the DFE 121 are made
different. If a network including the networks 103 and 102
and a network including the network 101 1s separated from
the viewpoint of security and printing 1s performed using a
single MFP 122, the connection option will be used. In terms
of security, 1t 1s avoided that data that an end user wants to
send to an external apparatus on the network 101 1n the third
branch 1s transmitted to the network 103 1n the first branch.
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Thus, with the connection form 2 set as an operation setting,
a static route to transfer packets to the network 101 in the
third branch via the DFE 121 1s set even if packets can reach
the DFE 121 via the network 103 in the first branch.

Referring back to FIG. 9, radio buttons 901 are display
items used to exclusively select a connection option. The
user uses the radio buttons 901 to select either of the
connection forms 1 and 2. If the CPU 401 detects an
operation on the radio buttons 901, the CPU 401 updates the
display based on the detected operation. Based on the
detected operation, the CPU 401 also changes operation
settings regarding the connection form.

The operation settings after the change are stored in the
storage 404 of the MFP 122.

If operation settings regarding the connection form are
made on the MFP 122, the CPU 401 performs a determi-
nation process based on the operation settings regarding the
connection form, instead of the determination process
described in step S703. If the connection form 1 1s set as an
operation setting, the CPU 401 determines that a route
setting 1s not to be made. Then, the overall processes ends.
If, on the other hand, the connection form 2 1s set as an
operation setting, the CPU 401 determines that a route
setting 1s to be made. Then, the processing proceeds to step
S704.

The above mentioned processing allows the application
520 such as a SEND application to transmit images obtained
by scanning documents to external destinations to transmit
data via an approprate route.

A second example embodiment will be described. In the
second example embodiment, a description will be given of
a mechamism of appropriately managing route iformation
even 1f the configuration of the network 101 in the third
branch 1s changed, 1n addition to the processing according to
the first example embodiment. The hardware configurations
of apparatuses as the premise 1n the second example
embodiment are similar to those in the first example embodi-
ment. Detalled descriptions of the components similar to
those 1n the first example embodiment will be omatted.

FIG. 10 1s a flowchart illustrating an example of process-
ing performed instead of the processes illustrated in the
flowchart 1n FIG. 7 according to the first example embodi-
ment. FIG. 10 1s diflerent from FIG. 7 1n that the processes
of steps S1011, S1012, and S1013 are further carried out.

The processes of steps S1001 to S1003 are similar to those
of steps S701 to S703, which will not be described.

In step S1011, the route setting unit 315 of the MFP 122
determines whether the route needs to be changed. If 1t 1s
determined that the route 1s to be changed (Yes in step
S1011), the processing proceeds to step S1012. Otherwise
(No 1n step S1011), the overall processes ends. Specific
description will follow. The route setting umt 515 deter-
mines whether route information stored when the route has
previously been set and route information identified based
on the current request to set a route match each other. If 1t
1s determined that the pieces of route information do not
match each other, the processing proceeds to step S1012. IT
it 1s determined that the pieces of route information match
cach other, the overall processes ends. In some embodi-
ments, a configuration 1s employed 1 which 1t 1t 1s deter-
mined that the pieces of route information match each other,
a message indicating a network error 1s displayed on the
operation umt 406.

In step S1012, the setting umt 515 performs a deletion
process ol deleting the set static route information. Using a
network setting command provided by the OS 3500, the
setting unit 515 requests the OS 500 to delete the route. It
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the route has been set by rewriting a setting file in the route
setting described with reference to FIG. 7, the setting unit
515 performs the process of deleting the corresponding
character string in the setting file. If 1t 1s determined 1n step
S1011 that the pieces of route information do not match each
other due to the fact that route mmformation has not previ-
ously been stored, the setting unit 5135 skips the deletion
Process.

In step S1004, the setting unit 515 sets a static route
similarly to the process described in step S704. If the setting
1s completed, the processing proceeds to step S1013.

In step S1013, the setting unit 5135 stores the route
information set 1n step S1004 1n a predetermined storage
area. The route information stored 1n step S1013 1s used 1n
the determination in step S1011.

The above mentioned processing enables an appropriate
detection of a change 1n the network configuration of a DFE
and an update of static route information 1n conjunction with
the change.

Other Embodiments

Embodiment(s) of the present mmvention can also be
realized by a computer of a system or apparatus that reads
out and executes computer executable mstructions (e.g., one
or more programs) recorded on a storage medium (which
may also be referred to more fully as a ‘non-transitory
computer-readable storage medium’) to perform the func-
tions of one or more of the above-described embodiment(s)
and/or that includes one or more circuits (e.g., application
specific mtegrated circuit (ASIC)) for performing the func-
tions of one or more of the above-described embodiment(s),
and by a method performed by the computer of the system
or apparatus by, for example, reading out and executing the
computer executable instructions from the storage medium
to perform the functions of one or more of the above-
described embodiment(s) and/or controlling the one or more
circuits to perform the functions of one or more of the
above-described embodiment(s). The computer may com-
prise one or more processors (e.g., central processing unit
(CPU), micro processing unit (MPU)) and may include a
network of separate computers or separate processors to read
out and execute the computer executable instructions. The
computer executable instructions may be provided to the
computer, for example, from a network or the storage
medium. The storage medium may include, for example, one
or more of a hard disk, a random-access memory (RAM), a
read only memory (ROM), a storage of distributed comput-
ing systems, an optical disk (such as a compact disc (CD),
digital versatile disc (DVD), or Blu-ray Disc (BD)?), a flash
memory device, a memory card, and the like.

While example embodiments have been described 1n the
present disclosure, it 1s to be understood that the invention
1s not limited to the disclosed example embodiments. The
scope of the following claims 1s to be accorded the broadest
interpretation so as to encompass all such modifications and
equivalent structures and functions.

This application claims the benefit of Japanese Patent
Application No. 2021-006680, filed Jan. 19, 2021, which 1s

hereby incorporated by reference herein 1n 1ts entirety.

What 1s claimed 1s:

1. A job processing apparatus comprising:

a {irst network interface wherein the job apparatus 1s able
to communicate, via the first network intertace, with an
external apparatus connected to a first network;

a second network interface which 1s different from the first
network 1nterface, wherein the job apparatus 1s able to
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communicate, via the second network interface, with a
control apparatus connected to a third network which 1s
different from the first network and wherein the control
apparatus 1s able to communicate via a network inter-
face with the external apparatus connected to the first
network via a second network which 1s diflerent from
the first network and the third network;
at least one memory that stores a set of instructions; and
at least one processor that executes the instructions, the
instructions, when executed, causing the job processing
apparatus to perform operations comprising:
acquiring, via the second network interface, informa-
tion regarding the third network from the control
apparatus;
performing determination based on the acquired infor-
mation regarding the third network whether the third
network cannot be reached via the first network
using the first network interface; and
in a case where the determination based on the acquired
information regarding the third network 1s that the third
network cannot be reached via the first network using
the first network interface, based on the acquired 1nfor-
mation regarding the third network, setting, 1n a routing
table, route mformation for transmitting data addressed
to the external apparatus connected to the first network
via the second network and the control apparatus,

wherein 1n a case where the determination based on the
information regarding the third network 1s that the third
network can be reached via the first network using the
first network interface, based on the acquired informa-
tion regarding the third network, the route information
for transmitting data addressed to the external appara-
tus connected to the first network wvia the second
network and the control apparatus, 1s not set in the
routing table.

2. The job processing apparatus according to claim 1,
wherein based on the routing table managed by the job
processing apparatus, data that 1s addressed to an external
apparatus and of which a route to output cannot be 1dentified
1s transmitted to the first network via the first network
interface.

3. The job processing apparatus according to claim 1,

wherein 1n a case where the third network cannot be

reached via the first network interface, the route infor-
mation 1s set 1n the routing table, and

wherein 1n a case where the third network can be reached
via the first network interface, the route information 1s
not set 1n the routing table.

4. The job processing apparatus according to claim 3,
wherein the operations further comprise determining
whether the third network can be reached via the first
network 1nterface.

5. The job processing apparatus according to claim 1,

wherein the operations further comprise setting whether

to separately use a network branch for recerving a job
via the control apparatus and a network branch for
receiving a job not via the control apparatus,

wherein 1n a case where the setting to separately use the

network branches 1s made, the route information i1s set
in the routing table, and

wherein 1n a case where the setting to separately use the

network branches 1s not made, the route information 1s
not set 1n the routing table.

6. The job processing apparatus according to claim 1,
wherein the job processing apparatus 1s a printing apparatus
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that receives a print job via the control apparatus or the first
network interface and prints an 1image on a sheet based on
the print job.
7. The job processing apparatus according to claim 1,
wherein 1n the setting of the route information, a network
address of the third network identified based on the
acquired information 1s specified as a destination net-
work, and the route information specitying the control
apparatus as a gateway device indicating a transmission
destination of a packet addressed to an external appa-
ratus on the destination network 1s set in the routing
table, and
wherein 1n a case where data 1s to be transmitted to the
external apparatus, the job processing apparatus deter-
mines the transmission destination of the data based on

the routing table.
8. The job processing apparatus according to claim 7,
wherein the acquired information includes at least the net-
work address of the third network to which the control
apparatus 1s connected.
9. The job processing apparatus according to claim 7,
wherein 1n the setting, the route information further speci-
tying the second network interface as a network interface
used to transmit the packet 1s set 1n the routing table.
10. The job processing apparatus according to claim 7,
wherein the operations further comprise setting a default
gateway as a setting regarding the first network interface,
and setting route information indicating a default route 1n the
routing table based on the setting of the set default gateway.
11. The job processing apparatus according to claim 7,
wherein the operations further comprise, 1 a case where a
network to which the control apparatus 1s connected changes
from the third network to a fourth network, deleting the
route information from the routing table and registering
route mformation for transmitting data via the second net-
work and the control apparatus to an external apparatus on
the fourth network to which the control apparatus 1s con-
nected, thereby updating the routing table.
12. A method of controlling a job processing apparatus,
the job processing apparatus having a first network intertace
wherein the job apparatus 1s able to communicate, via the
first network interface, with an external apparatus connected
to a first network, and a second network interface which 1s
different from the first network interface, wherein the job
apparatus 1s able to communicate, via the second network
interface, with a control apparatus connected to a third
network which 1s different from the first network and
wherein the control apparatus i1s able to communicate via a
network interface with the external apparatus connected to
the first network via a second network which 1s diflerent
from the first network and the third network, and the method
comprising;
acquiring, via the second network interface, information
regarding the third network from the control apparatus;

performing determination based on the acquired informa-
tion regarding the third network whether the third
network cannot be reached via the first network using
the first network interface; and

in a case where the determination based on the acquired

information regarding the third network 1s that the third
network cannot be reached via the first network using
the first network interface, based on the acquired 1nfor-
mation regarding the third network, setting, in a routing
table, route mformation for transmitting data addressed
to the external apparatus connected to the first network
via the second network and the control apparatus,
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wherein 1n a case where the determination based on the
information regarding the third network 1s that the third
network can be reached via the first network using the
first network interface, based on the acquired informa-
tion regarding the third network, the route information
for transmitting data addressed to the external appara-
tus connected to the first network wvia the second
network and the control apparatus, 1s not set in the
routing table.

13. A non-transitory computer-readable storage medium
storing a program lor causing a computer to execute a
method of controlling a job processing apparatus, the job
processing apparatus having a first network interface
wherein the job apparatus 1s able to communicate, via the
first network interface, with an external apparatus connected
to a first network, and a second network interface which 1s
different from the first network interface, wherein the job
apparatus 1s able to communicate, via the second network
interface, with a control apparatus connected to a third
network which 1s different from the first network and
wherein the control apparatus 1s able to communicate via a
network interface with the external apparatus connected to
the first network via a second network which 1s different
from the first network and the third network, and the method
comprising;
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acquiring, via the second network interface, information

regarding the third network from the control apparatus;

performing determination based on the acquired informa-

tion regarding the third network whether the third
network cannot be reached via the first network using
the first network interface; and

in a case where the determination based on the acquired

information regarding the third network 1s that the third
network cannot be reached via the first network using
the first network interface, based on the acquired infor-
mation regarding the third network, setting, in a routing
table, route mnformation for transmitting data addressed
to the external apparatus connected to the first network
via the second network and the control apparatus,

wherein 1n a case where the determination based on the

information regarding the third network 1s that the third
network can be reached via the first network using the
first network interface, based on the acquired informa-
tion regarding the third network, the route information
for transmitting data addressed to the external appara-
tus connected to the first network wvia the second
network and the control apparatus, 1s not set in the
routing table.
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