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EYE AND HAND TRACKING UTILIZING
LENSLESS CAMERA AND MACHINE
LEARNING

BACKGROUND

In a wearable device such as a head-mounted display
(HMD) device, tracking the positions of the eyes of a user
can enable estimation of the direction of the user’s gaze.
(Gaze direction can be used as an 1nput to various programs
and applications that control the display of 1images of virtual
objects on the HMD devices, among other functions. Appli-
cations can track positions of the user’s hands to enable
interactions with virtual objects by direct touch and/or
indirect gestures as 1f they were real objects. To determine
the position and gaze of the user’s eyes, an eye tracker may
be mcorporated into the HMD device. A hand tracker may
be mcorporated nto the HMD device to determine a user’s
actions and gestures using their hands.

SUMMARY

Eye and hand tracking systems i HMD devices are
arranged with lensless camera systems using optical masks
as encoding elements that apply convolutions to optical
images of body parts (e.g., eyes or hands) of HMD device
users. The convolved body 1mages are scrambled or coded
representations that are captured by a sensor in the system,
but are not human-recognizable (1.e., the coded representa-
tions comprise non-image data that remain in a convolved
state). A machine learning system such as a neural network
1s configured to extract body {features directly from the
coded representation without performance of the deconvo-
lutions that would be conventionally utilized to reconstruct
the original body images in human-recognizable form. The
extracted body features are utilized by the respective eye or
hand tracking systems to output relevant tracking data for
the user’s eyes or hands which may be utilized by the HMD
device to support various applications and user experiences.

In various illustrative examples, the optical mask 1s
described by a point spread function (PSF) and may be
implemented using diffractive optical elements such as
coded apertures, amplitude masks, phase masks, diffusers,
holographic difiraction grating films, or metasurfaces.
Refractive optical elements such as microlens arrays
(MLASs), lenses, or combinations of diffractive and refrac-
tive optical elements may also be utilized for the optical
mask. An exemplary eye tracking system 1n an HMD device
supports an inward-facing lensless camera system that
includes an illumination system for flooding diffuse 1llumi-
nation to the HMD device user’s eye to produce retlective
glints, an optical mask that applies a PSF to convolve the
reflected light, and a sensor that captures the output from the
optical mask as coded eye feature maps.

A neural network, such as a convolutional neural network
(CNN), trained with sets of coded eve features, extracts eve
teatures for the HMD device user directly from the coded
cye feature maps to estimate a gaze direction without
reconstructing the original eye 1mages through deconvolu-
tion. For example, the eye features may include pupil ellipse
coordinates, pupil center, 1llumination glint locations, and
the like.

An optional feature of the eye tracking system 1s con-
figuration of the PSF of the optical mask to encode depth
cues from reflected eye features on a single image basis. The
coded eye feature map captured by the sensor includes depth
cues from which the neural network extracts depth estimates
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for the eye features. The depth estimates may be utilized to
enhance eye tracking speed and accuracy while reducing
consumption of scarce HMD device resources (e.g., proces-
sor cycles, memory, power, etc.) and/or enable applications
to implement features based on knowledge of eye feature

depth.

An exemplary hand tracking system 1n the HMD device
supports an outward-facing lensless camera system that
includes an optical mask to apply a PSF to light from an
illumination source that 1s reflected from the user’s hands
and a sensor that captures the output from the optical mask
as coded hand feature maps. A neural network trained with
sets of coded hand features 1s configured to extract hand
features (e.g., palm center, fingertip position, hand orienta-
tion, etc.) directly from the coded representations to estimate
hand location and/or pose without reconstructing the origi-
nal hand images through deconvolution.

An 1llustrative CNN 1s architected using optical and
clectrical domains so that the lensless camera and machine
learning systems may be jointly optimized on an end-to-end
basis. An optical mask 1s provided as a first convolutional
layer of the CNN 1n the optical domain. In this convolutional
layer, the weight distribution of a filter (e.g., a collection of
PSF kernels) corresponds to the transmittance pattern of the
optical mask. The optical output from the mask captured by
the sensor 1s provided as an input to the remaining layers of
the neural network in the electrical domain that perform
body feature extraction processing. The optical mask and
body feature extraction neural network may be jointly
designed and optimized using backpropagation feedback to
minimize the loss function from which gradients for weights
in the neural network model, including the optical mask, are
calculated for machine learning.

Advantageously, the lensless camera and machine learn-
ing systems provide accurate body tracking in lightweight
and compact form factors which are particularly beneficial
in HMD device applications where weight and bulk are
sought to be minimized. Body feature extraction directly
from the coded representations, while constraining perfor-
mance of deconvolution, 1s less computationally intensive
than conventional methodologies. Less computation
improves body tracking performance by reducing latency,
and power consumption 1s lowered which improves battery
life 1n an HMD device. The end-to-end optimization of the
combined lensless camera and machine learning systems can
speed convergence to optimal machine learning parameters
and reduce training costs.

This Summary 1s provided to introduce a selection of
concepts 1 a simplified form that are further described
below 1n the Detailed Description. This Summary 1s not
intended to identily key features or essential features of the
claimed subject matter, nor 1s 1t intended to be used as an aid
in determining the scope of the claimed subject matter.
Furthermore, the claimed subject matter 1s not limited to
implementations that solve any or all disadvantages noted 1n
any part of this disclosure.

DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a pictonial partially cutaway view of an
illustrative HMD device configured with eye and/or hand
tracking systems arranged in accordance with the present
principles;

FIG. 2 illustratively shows virtual images that are over-
layed onto real-world images within a field of view (FOV)
of a mixed-reality head-mounted display (HMD) device;
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FIGS. 3 and 4 show an illustrative use case of hand
tracking as provided by a hand tracking system arranged in

accordance with the present principles;

FIG. 5 shows an illustrative use case of eye tracking as
provided by an eye tracking system arranged 1n accordance
with the present principles:

FIG. 6 shows illustrative components of a mixed-reality
HMD device configured with eye and/or hand tracking
systems arranged 1n accordance with the present principles;

FIG. 7 shows illustrative components of a lensless camera
that may be utilized 1n an eye tracking system arranged in
accordance with the present principles;

FIG. 8 shows an illustrative taxonomy for an optical mask
arranged 1n accordance with the present principles;

FIG. 9 shows an 1llustrative eye tracking system arranged
in accordance with the present principles;

FIG. 10 shows illustrative components ol a lensless
camera that may be utilized mm a hand tracking system
arranged 1n accordance with the present principles;

FIG. 11 shows an illustrative hand tracking system
arranged 1n accordance with the present principles;

FIG. 12 shows an illustrative electrical domain portion of
a convolutional neural network (CNN) arranged 1n accor-
dance with the present principles:

FIG. 13 shows an illustrative arrangement for jointly
optimizing CNN components in the optical and electrical
domains:

FI1G. 14 1s a flowchart of an 1llustrative method for jointly
optimizing a coded aperture in a lensless camera and a
machine learning system;

FIG. 15 shows a pictorial front view of an illustrative
sealed visor that may be used as a component of an HMD
device;

FIG. 16 shows a pictorial rear view of an illustrative
sealed visor;

FIG. 17 shows a partially disassembled view of an 1llus-
trative sealed visor;

FIG. 18 shows an illustrative arrangement of diffractive
optical elements (DOEs) configured for in-coupling, exit
pupil expansion in two directions, and out-coupling;

FIG. 19 shows a simplified side view of an illustrative
virtual display system that includes a waveguide-based
optical combiner that may be used 1n an HMD device;

FI1G. 20 1s a pictorial view of an illustrative example of a
virtual-reality or mixed-reality HMD device that may be
configured for eye and/or hand tracking in accordance with
the present principles;

FIG. 21 shows a block diagram of an illustrative example
of a virtual-reality or mixed-reality HMD device that may be
configured for eye and/or hand tracking 1n accordance with
the present principles; and

FIG. 22 schematically shows an 1llustrative example of a
computing system that may be configured for eye and/or
hand tracking 1n accordance with the present principles.

Like reference numerals indicate like elements i1n the
drawings. Elements are not drawn to scale unless otherwise
indicated.

DETAILED DESCRIPTION

FIG. 1 shows a pictonial partially cutaway view of an
illustrative HMD device 100 that i1s configured with eye
and/or hand tracking systems arranged in accordance with
the present principles. In this example, the HMD device
includes a display device 105 and a frame 110 that wraps
around the head of a user 115 to position the display device
near the user’s eyes to provide a virtual-reality or mixed-
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reality experience to the user. Any suitable technology and
configuration may be used to display images using the
display device. For example, for a virtual-reality experience,
the display device may be an opaque display device. For a
mixed-reality experience, the display device may be see-
through so that the user of the HMD device 100 can view
physical, real-world objects 1n the physical environment
over which pixels for virtual objects are overlayed.

One or more outward-facing camera systems 120 and/or
sensors (not shown) may be provided in the HMD device
100 to capture 1mages of the surrounding physical environ-
ment. The captured images may be rendered on the display
device 105 along with computer-generated virtual 1mages
that augment the captured images of the physical environ-
ment. The outward-facing camera systems may also be
utilized to enable environment awareness and support of
object or hand tracking, for example, as described below.
One or more mmward-facing camera systems 122 and/or
sensors (not shown) may be provided in the HMD device
100 to capture eye images for eye tracking as described
below.

The frame 110 may further support additional components
of the HMD device 100, including a processor 125 and an
inertial measurement unit (IMU) 130. The processor may
include logic and associated computer memory configured
to receive sensory signals from the IMU and other sensors,
to provide display signals to the display device 105, to
derive information from collected data, and to enact various
control processes and systems as described herein.

The display device 105 may be arranged 1n some 1mple-
mentations as a near-eye display. In a near-eye display the
display engine does not actually shine the images on a
surface such as a glass lens to create the display for the user.
This 1s not feasible because the human eye cannot focus on
something that 1s that close. Rather than create a visible
image on a surface, the near-eye display uses an optical
system to form a pupil and the user’s eye acts as the last
clement in the optical chain and converts the light from the
pupil into an 1mage on the eye’s retina as a virtual display.
It may be appreciated that the exit pupil 1s a virtual aperture
in an optical system. Only rays which pass through this
virtual aperture can exit the system. "

Thus, the exit pupil
describes a mimmimum diameter of the virtual image light
alter leaving the display system. The exit pupil defines the
eyebox which comprises a spatial range of eye positions of
the user in which the virtual images projected by the display
device are visible.

FIG. 2 shows the HMD device 100 worn by a user 1135 as
configured for mixed-reality experiences 1 which the dis-
play device 105 1s configured as a near-eye display system
having at least a partially transparent, see-through wave-
guide, among various other components. As noted above, an
imager (not shown) generates virtual 1mages that are guided
by the waveguide 1n the display device to the user. Being
see-through, the waveguide 1n the display device enables the
user to perceive light from the real world.

The see-through waveguide-based display device 105 can
render 1mages of various virtual objects that are superim-
posed over the real-world images that are collectively
viewed using the see-through waveguide display to thereby
create a mixed-reality environment 200 within the HMD
device’s FOV (field of view) 220. It 1s noted that the FOV
of the real world and the FOV of the images 1n the virtual
world are not necessarily identical, as the virtual FOV
provided by the display device 1s typically a subset of the
real FOV. FOV 1s typically described as an angular param-
cter 1n horizontal, vertical, or diagonal dimensions.
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It 1s noted that FOV 1s just one of many parameters that
are typically considered and balanced by HMD device
designers to meet the requirements of a particular 1mple-
mentation. For example, such parameters may include eye-
box size, brightness, transparency and duty time, contrast,
resolution, color fidelity, depth perception, size, weight,
tform-factor, and user comiort (i.e., wearable, visual, and
social), among others.

In an illustrative use case shown 1n FIG. 2, the user 115
1s physically walking 1n a real-world urban area that includes
city streets with various buldings, stores, etc., with a
countryside in the distance. The FOV of the cityscape
viewed on HMD device 100 changes as the user moves
through the real-world environment and the device can
render static and/or dynamic virtual images over the real-
world view. In this illustrative example, the virtual images
include a tag 225 that identifies a restaurant business and
directions 230 to a place of interest 1n the city. The mixed-
reality environment 200 seen visually on the waveguide-
based display device may also be supplemented by audio
and/or tactile/haptic sensations produced by the HMD
device 1n some 1implementations.

FIGS. 3 and 4 show an illustrative use case of hand
tracking as supported by a hand tracking system arranged in
accordance with the present principles. An exemplary hand
tracking system 1s described below beginning at the text
accompanying FIG. 6. FIG. 3 shows an exemplary mixed-
reality environment 300 that includes both virtual and real
objects. As shown, the user 115 of an HMD device 100
configured with a hand tracking system 1s enabled to interact
with virtual objects 310 and 315 displayed in the FOV 305
of the device using their hands. FIG. 4 shows a different
perspective of the mixed-reality environment 300 that may
be supported, for example, on a display system of an HMD
device used by another user (not shown).

Various types of interaction models may be supported by
various applications using the present hand tracking system
including, for example, virtual image manipulation through
direct touch, pointing and gesturing using hands, and
extended virtual environment interactions using handheld or
worn control devices. For example, as shown 1in FIGS. 3 and
4, the user 115 1s performing a button push on the virtual
object 310. Other manipulations may include, for example,
picking up, moving, scaling, and rotating virtual objects,
targeting, selecting, and manipulating virtual objects that are
out of direct reach, and virtual touchscreen interactions. In
some use cases, the behavior of the virtual objects through
user touch may mimic behaviors of objects 1n the real world.
In other cases, the behaviors do not need to follow real-
world rules or models.

FIG. 5 shows an illustrative use case of eye tracking in the
mixed-reality environment 300 as supported by an eye
tracking system arranged in accordance with the present
principles. Eye tracking enables applications to track where
the user 1s looking 1n real time. An exemplary eye tracking
system 15 described below beginning at the text accompa-
nying FIG. 6. The eye tracker 1n the HMD device 100 can
expose a gaze ray 505, comprising a gaze origin and
direction, from a single eye of the user 115 or from both eyes
in some cases. An intersection between the gaze ray and an
object 1n the environment (which may include real and/or
virtual objects) may be utilized to estimate a gaze point 510.

Information about where and what a user looks at can
provide a powerful context for other inputs, such as voice,
hands, and controllers. Such knowledge of user intent can be
used for various tasks. For example, eye tracking tasks may
include quickly and efortlessly targeting across the scene by
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looking at a wvirtual object and saying “select” or “put
this . . . 7, then looking over to where the user wants to place
the virtual object and say “ . . . there”. Other exemplary
interactions between the HMD device user 115 and the
mixed-reality environment 300 can include, for example,
eye-gaze-based auto scroll where the user can read a long
text, which automatically starts scrolling once the user gets
to the bottom of the textbox and eye-supported zoom and
pan in which triggering and controlling zoom speed can be
controlled by voice or hand input, which 1s important for
providing the user with the feeling of control.

It may be appreciated that the present eye and hand
tracking systems may be utilized 1in complementary ways.
For example, a hand tracking use case using direct virtual
object mampulation by hand might be frustrating for the user
1135 11 they cannot move their hands within the mixed-reality
environment 300 without umintentionally interacting with a
virtual object. Use of the eye tracking system may reduce
umintentionally triggering a touch-based manipulation
response. Eye tracking can allow for a better understanding
of which wvirtual object a user 1s currently engaged. In
addition to addressing false positive activations, another
example of hand tracking enhancement through eye tracking
includes better identitying which particular virtual objects to
grab or poke as the precise interaction point may not
otherwise be clear, especially if several virtual objects are
positioned close to each other 1n the mixed-reality environ-
ment.

FIG. 6 shows illustrative components of the display
device 105 that may be utilized 1n the HMD device 100
(FIG. 1) 1n the illustrative mixed-reality environment 300
shown 1n FIGS. 3-5. The display device includes a display
engine 605 and a waveguide combiner 610 to provide
images ol virtual and real-world objects to the user 115 over
a light path 615. As shown, the display engine 605 may
include a microdisplay 620 that 1s arranged to provide a
display of virtual images from a source 6235 or image
processor to the waveguide combiner responsively to
instructions from a controller 630. The microdisplay may
comprise, for example, RGB (red, green, blue) LEDs, an
organic LED (OLED) array, liquid crystal on silicon (LCoS)
device, and/or microelectromechanical systems (MEMS)
device, or any other suitable displays or microdisplays
operating 1n transmission, reflection, or emission.

Projection optics 635 may be utilized to shape the virtual
images, as needed, to support an optical interface between
the display engine and the waveguide combiner 610. The
projection optics and waveguide combiner may be referred
to collectively as a projection system, as such components
are arranged to project the virtual images from the display
engine 603 for viewing by an HMD device user 115. For
example, an HMD device may be configured with a near-eye
display system in which virtual images are projected onto
the retinas of the user.

In an 1illustrative implementation, a waveguide in the
waveguide combiner 610 operates using a principle of total
internal reflection (TIR) so that light can be coupled among
the various optical elements 1n the HMD device 100 (FIG.
1). TIR 1s a phenomenon which occurs when a propagating
light wave strikes a medium boundary (e.g., as provided by
the optical substrate ol a waveguide or prism) at an angle
larger than the critical angle with respect to the normal to the
surface.

The display system 105 may further include an eye
tracking system 640 and hand tracking system 645. In
alternative implementations, these systems may be incorpo-
rated into other parts or components of the HMD device 100
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(FIG. 1) instead of the display system 105. Each of the eye
tracking and hand tracking systems may be configured with
a lensless camera and machine learning system arranged 1n
accordance with the present principles.

FI1G. 7 shows an exploded view of illustrative components
of a lensless camera 7035 that may be utilized 1n the eye
tracking system 640. The lensless camera includes an optical
mask 710 that 1s configured to interoperate with an adjacent
inward-facing sensor 715 such as a CMOS (complementary
metal oxide semiconductor) image sensor, CCD (charge-
coupled device) image sensor, or other suitable passive- or
active-pixel 1mage sensor. An illumination source 720 1is
configured to provide non-visible illumination to the eye
115, for example, using infrared (IR) or near-IR wave-
lengths. Reflected light 725 corresponding to eye features
(e.g., glints) impinge on the optical mask which controls
transmittance of light 1n a spatially-coded pattern based on
the mask configuration. For example, the eye features may
include pupil ellipse coordinates, pupil center, 1llumination
glint locations, and the like.

The optical mask 710 controls transmittance such that
cach angle of light in the FOV of the display system 1035
(FIG. 1) will shadow the same pattern onto the mward-
facing sensor 713 but in a linearly shifted manner related to
the angle of light in both vertical and horizontal directions.
The coded data captured at the sensor thus comprises the
summation of these shadows from each angle within the
FOV. It 1s noted that the patterns shown in all of the
drawings for the optical masks and corresponding coded
feature maps are arbitrary and the representations are sim-
plified for the sake of clarity 1n exposition.

The reflected eye features 723 are captured by the inward-
facing sensor 713 as a coded eye feature map 730. Changes
in reflected eye features, such as glints from the user’s
eyeballs and/or a location of a user’s pupil, as determined
from coded eye features gathered using the inward-facing
sensor, may be used to estimate a direction of gaze with
some degree of probability.

An optionally-implementable feature includes configur-
ing the optical mask 710 i1n the lensless camera 705 to
perform depth cue encoding from the reflected eye features
725. The depth cue encoding of the optical mask results 1n
the coded eye feature map including coded depth cues from
which depth estimation of eye features 1s performed by a
machine learning system.

The depth cue encoding of the optical mask and depth
estimation performed by the machine learning system pro-
vide additional eye tracking data which may enhance accu-
racy and robustness of the tracking systems 1n some appli-
cations and/or provide bases for additional application
teatures that are supported by eye depth data, for example,
HMD device calibration and individualization to a specific
user. As the depth estimation 1s performed on single (1.e.,
monocular) eye feature images, eye tracking with depth
estimation 1n the present arrangement can be implemented
more simply with faster and more accurate depth estimation
compared to conventional methodologies such as stereo
image pair imaging and analysis. Single image depth esti-
mation can therefore reduce the utilization of resources
(processor cycles, memory, power, ¢tc.) in the HMD device
100 (FIG. 1) which are typically scarce.

The optical mask 710 does not focus the reflected eye
teatures 725 onto the inward-facing sensor as would a
traditional lens. By being lensless, the combination of mask,
illumination source, and sensor shown in FIG. 7 can be
packaged in a form factor that 1s compact and lightweight
compared to conventional cameras. In addition, the 1llumi-
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nation source 720 can be mmplemented in a floodlight
configuration that provides general diffuse i1llumination for
an entire eye of the user. Such configuration may replace or
minimize the structured i1llumination sources that are used in
conventional eye tracking systems. For example, such con-
ventional systems may typically utilize a set of IR light
emitting diodes (LEDs) around the entire periphery of the
user’s eye to ensure accurate and robust corneal reflection
tracking over the FOV of the display for a range of inter-
pupillary distances to accommodate different HMD device
users. The structured illumination from the set of LEDs may
add extraneous bulk, weight, and design complications to
HMD devices and increase consumption of scarce resources
compared to the present eye tracking system.

FIG. 8 shows an illustrative taxonomy 800 for various
illustrative technologies for the optical mask 710. The
configuration for the optical mask and the technology uti-
lized to realize it can vary by application (1.e., whether used
for eye or hand tracking) and the particular requirements and
usage environment of a given implementation of the present
principles. Generally, the optical mask can include difirac-
tive optical elements (DOEs) 805 and refractive optical
clements (ROEs) 810.

The DOEs 805 may include, by way of example without
limitation: coded aperture 815; amplitude mask 820; phase
mask 825; diffuser 830; holographic diffraction grating film
835: metasurface 840; or other suitable DOE 845 or com-
bination of DOE technologies and/or structures. The ROES
810 may include, by way of example without limitation:
photorefractive holographic gratings 8350; microlenslet array
(MLA) 855 such as a Shack-Hartmann MLA 860, or other
suitable ROE 865 or combination of ROE technologies
and/or structures. It may be appreciated that a given optical
mask can also be implemented using a combination of DOE
and ROE technologies and/or structures as appropriate.

FIG. 9 shows the illustrative eye tracking system 640
arranged 1n accordance with the present principles compris-
ing the lensless camera 705 and a machine learming system
905. In thus 1illustrative example, the machine learning
system comprises a convolutional neural network (CNN)
910 which may be described as a set of different layer types
including a convolution layer 915, pooling layer 920, and
fully connected layer 925. Multiple instances of layers of
cach type may be utilized in the CNN, as shown 1n the
illustrative example 1n FIG. 12 and described in the accom-
panying text.

The convolution layer 9135 and fully connected layer 925
include respective learnable parameters 930 and 935 that
comprise weight matrices 1n the layers. It may be appreci-
ated that an objective 1n a CNN 1s to learn the values of a
parameter using backpropagation during training. The
weight matrices contribute to the CNN model’s predictive
power and the learnable parameters are changed during
backpropagation.

In accordance with the present principles, the point spread

function (PSF) 940 of the optical mask 710 1s used as a filter
945 (which may comprise a collection of PSF kernels) 1n a
first convolution layer 915 of the CNN 910 1n the machine
learning system 905. Thus, the CNN includes both optical
and electrical domains 950 and 955. The filter 945 1is
convolved with the mput representing the reflected eye
teatures 725 1n the optical domain to generate the coded eye
feature map which 1s passed as an input to the remaining
layers of the CNN 1n the electrical domain. Mathematically,
the learnable parameters of the first convolution layer cor-
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respond to the PSF of the optical mask. In optical terms, the
parameters comprise the transmittance pattern of the optical
mask.

The machine learning system 905 extracts eye features
from the reflected eye features as encoded by the optical
mask 710 into the coded eye feature map and uses the
extracted features to provide an output 960 including esti-
mated gaze directions. In implementations 1n which depth
cues are encoded ito the eye feature map, the machine
learning system can generate an estimated depth map 9635
from the depth cues. The estimated depth map may be
utilized as additional data for eye tracking or it can be
utilized for other purposes, as discussed above.

FIG. 10 shows an exploded view of illustrative compo-
nents of a lensless camera 1005 that may be utilized 1n the
hand tracking system 645. The lensless camera includes an
optical mask 1010 that 1s configured to interoperate with an
adjacent outward-facing sensor 1015 such as a CMOS 1image
sensor. CCD 1mage sensor, or other suitable passive- or
active-pixel 1mage sensor. An illumination source 1020 is
configured to provide non-visible 1llumination to one or both
hands of the user 115, for example, using IR or near-IR
wavelengths. In alternative implementations, sources of
ambient light 1012 1n visible wavelengths may be utilized to
replace or supplement the IR light from source 1020.

Reflected light 1025 corresponding to hand {features
impinge on the optical mask which controls transmittance of
light 1n a spatially-coded pattern, based on the mask con-
figuration. For example, the hand features may include palm
center, fingertip position, hand orientation, and the like. The
hand features may be utilized by the hand tracking system
645 to create suitable hand tracking profiles and models such
as hand meshes, joint models, or hand visualizations to
support various applications and user experiences in a given
mixed-reality environment.

In a similar manner to the optical mask 710 (FIG. 7) used
in the eye tracking system, the optical mask 1010 here 1s
configured to control transmittance of the retlected hand
teatures such that each angle of light in the FOV of the
display system 105 (FIG. 1) will shadow the same pattern
onto the outward-facing sensor 1015 but in a linearly shifted
manner related to the angle of light in both vertical and
horizontal directions. The coded hand feature data captured
at the sensor thus comprises the summation of these shad-
ows from each angle within the FOV. The reflected hand
teatures 1025 are captured by the outward-facing sensor
1015 as a coded hand feature map 1030. Changes 1n
reflected hand features are extracted and utilized for hand
tracking.

FIG. 11 shows an illustrative hand tracking system 645
arranged 1n accordance with the present principles compris-
ing a lensless camera 1005 and a machine learming system
1105. In this illustrative example, the machine learning
system comprises a convolutional neural network (CNN)
1110 including layers comprising instances of a convolution
layer 1115, pooling layer 1120, and fully connected layer
1125. The convolution layer 1115 and fully connected layer
1125 include respective learnable parameters 1130 and 1135
that comprise weight matrices 1n the layers.

In accordance with the present principles, the point spread
tfunction (PSF) 1140 of the optical mask 1010 1s used as a

filter 1145 (which may comprise a collection of PSF kernels)
in a first convolution layer 1115 of the CNN 1110 1n the

machine learning system 1105 which includes both optical
and electrical domains 1150 and 1155. The filter 1145 1s
convolved with the mput representing the reflected hand
teatures 1025 1n the optical domain to generate the coded
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hand feature map which 1s passed as an mput to the
remaining layers of the CNN 1n the electrical domain.
Mathematically, the learnable parameters of the first convo-
lution layer correspond to the PSF of the optical mask. In
optical terms, the parameters comprise the transmittance
pattern of the optical mask.

The machine learning system 1103 extracts hand features
from the reflected hand features as encoded by the optical
mask 1010 ito the coded hand feature map. The machine
learning system uses the extracted features to provide an
output 1160 including, for example estimated hand location,
orientation, pose, and the like.

FIG. 12 shows an illustrative electrical domain portion
1200 of a CNN (e.g., CNNs 910 and 1110 1n FIGS. 9 and 11)
arranged 1n accordance with the present principles. It may be
appreciated that the electrical domain portion of the CNN
may be individually adapted for use with each of the eye
tracking and hand tracking systems 640 and 645 described
above. The electrical domain portion includes sections
adapted for feature extraction 12035, classification 1210, and
probabilistic determination 1215. A coded feature map 1212
(e.g., a coded eye feature map or coded hand feature map)
provided as an output from a convolution layer in an optical
domain of the CNN 1s utilized as an mnput to a convolution
layer 1220.

In this 1llustrative example, three convolution layers 1220,
1225, and 1230 are utilized along with one fully connected
layer 1235. However, 1t 1s emphasized that this particular
arrangement 1s 1llustrative of the present principles and 1s
not intended to be limiting. A convolution layer identifies
and extracts features and patterns from an input and pre-
serves the information in a matrix. A matrix representation
of the mput 1s multiplied element-wise with filters and
summed up to produce a feature matrix (i.e., a dot product
between a combination of vectors in the input) which 1s
passed as an mput to the next convolution layer. In this
illustrative example, each convolution layer includes a
ReLLU (rectified linear unit) layer which computes a ReLLU
activation function after a convolution 1s performed that
ecnables the CNN to account for non-linear relationships.

Pooling layers 1250, 1255, and 1260 are periodically
located between successive convolution layers. A pooling
layer operates on each feature matrix independently to
reduce 1ts spatial resolution (e.g., height, width, and depth in
some cases) while retaining features of the matrix required
for classification. Pooling can typically include max-pooling
and average pooling. Pooling progressively reduces the
spatial size of a matrix to reduce the number of parameters
and computation 1n the CNN network and may also control
overfitting 1n which the neural network model fits exactly
against 1ts traiming data which can result i failure to
generalize patterns and features 1n unseen data.

There can be multiple mnstances of convolution, ReLU
and pooling layers 1n a given CNN. Initial layers of convo-
lution learn generic information and downstream layers
learn more specific/complex features. After the final convo-
lution, ReLLU, and pooling layers, an output feature matrix 1s
converted 1nto a vector (1.e., a one-dimensional array) 1n a
flatten layer 1265. The output from the flatten layer 1s fed to
the fully connected layer 1235.

The tully connected layer 1235 forms the last layers of the
clectrical domain portion of the CNN and appears like a
regular neural network having full connections to all acti-
vations 1n the previous layer. Activations can therefore be
computed with a matrix multiplication followed by a bias
offset. A feature vector from the fully connected layer is
further used by a Soft-Max activation function 1270 to
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classity a given iput 1into distinct classes as an output 1275.
The Soft-Max activation function maps the non-normalized
output of a network to a probability distribution. In this
example, the Soft-Max activation function assigns decimal
probabilities to each class in which the probabilities sum
equals 1.0. Such assignment enables the output (e.g., eye or
hand position/location) to be interpreted directly as a prob-
ability or estimate. For example, 1n a hand tracking example,
the probability that the coded feature map 1212 shows the
user’s hand 1n a pose “Y” 1s 70 percent.

FI1G. 13 shows an 1llustrative arrangement 1300 for jointly
optimizing CNN components in the optical and electrical
domains. While eye tracking 1s used 1n this example of joint
optimization, 1t may be appreciated that the principles
described herein may be adapted for hand tracking and other
applications. The arrangement includes a CNN 910 and an
eye feature tracking model 1305. The CNN includes an
optical domain 950 1n which an optical convolution model
1s implemented using the optical mask 710 and an electrical
domain 955 that completes the eye feature extraction and
gaze direction estimate processes.

During training (as indicated by reference numeral 1308)
using a coded eye feature dataset 1310, a loss function 1315
1s used to measure performance of the CNN 910 1n classi-
fying extracted eye features. The training dataset may
include coded depth cues in optional implementations.
Backpropagation 1320 1s utilized to adjust respective leamn-
able parameters 13235 and 1330 in the optical and electrical
domains 950 and 955 to minimize the loss function by
calculating 1ts gradient. The learnable parameters include
the convolution filter (i.e., the PSF of the optical mask 710)
in the optical domain and the layer weights 1n the electrical
domain.

Backpropagation relies on the chain rule of calculus to
calculate the gradient backward through the layers of a
neural network. Using gradient descent, the iterative adjust-
ments to the learnable parameters enable movement closer
to the minimum loss function value by taking small steps in
the direction given by the gradient.

The results of joint optimization of the CNN components
enable optical mask optimization (as indicated by reference
numeral 1335) to be implemented 1n the optical domain. For
example, the transmittance pattern of the optical mask 710
can be revised to implement a PSF that 1s tuned using the
adjustments to the learnable parameters from backpropaga-
tion during traiming. The revised optical mask and adjusted
weights 1n the CNN layers, when used 1n the eye tracking
process, may be expected to provide an eye tracking esti-
mate 1340 with increased accuracy compared to a non-
optimized process.

FI1G. 14 1s a flowchart 1400 of an illustrative method for
jointly optimizing a coded aperture 1n a lensless camera and
a machine learning system 1n which the lensless camera and
machine learning system are deployed in an HMD device
wearable by a user. Unless specifically stated, the methods
or steps shown in the flowchart and described 1n the accom-
panying text are not constrained to a particular order or
sequence. In addition, some of the methods or steps thereof
can occur or be performed concurrently and not all the
methods or steps have to be performed 1n a given imple-
mentation depending on the requirements of such imple-
mentation and some methods or steps may be optionally
utilized. It may appreciated that while the illustrative
method 1s described with reference to eye tracking, similar
joint optimization may also be adapted to hand tracking
scenarios.
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Step 1403 includes instantiating the coded aperture 1n a
convolution layer of the machine learning system in which
a transmittance pattern of the coded aperture 1s convolved
with an 1mage of an eye of the user. Step 1410 1ncludes
recording an output from the convolution layer on a sensor
in the lensless camera as a coded eye feature map.

Step 1415 1ncludes providing the coded eye feature map
to downstream layers in the machine learning system for
estimating the gaze direction of the user using eye features
extracted from the coded eye feature map. Step 1420
includes performing backpropagation through the machine
learning system to adjust parameters in the layers to mini-
mize a loss function responsively to machine learning sys-
tem training using a coded eye feature dataset.

FIGS. 15 and 16 show respective front and rear views of
an 1llustrative example of a visor 1500 that incorporates an
internal near-eye display device 105 (FIGS. 1 and 2) that 1s
used 1 the HMD device 100 as worn by a user 115. The
visor, 1n some implementations, may be sealed to protect the
internal display device. The visor typically interfaces with
other components of the HMD device such as head-mount-
ing/retention systems and other subsystems including sen-
sors, power management, controllers, etc., as illustratively
described 1n conjunction with FIGS. 20 and 21. Suitable
interface elements (not shown) including snaps, bosses,
screws and other fasteners, etc. may also be incorporated
into the visor.

The visor 1500 may include see-through front and rear
shields, 1505 and 1510 respectively, that can be molded
using transparent or partially transparent materials to facili-
tate unobstructed vision to the display device and the
surrounding real-world environment. Treatments may be
applied to the front and rear shields such as tinting, mirror-
ing, anti-reflective, anti-fog, and other coatings, and various
colors and finishes may also be utilized. The front and rear
shields are aflixed to a chassis 1705 shown in the disas-
sembled view 1n FIG. 17.

The sealed visor 1500 can physically protect sensitive
internal components, including a display device 105, when
the HMD device 1s operated and during normal handling for
cleaning and the like. The display device 1n this 1llustrative
example includes left and right waveguide combiners 610,
and 610, that respectively provide virtual images to the
user’s left and right eyes for mixed-and/or virtual-reality
applications. The visor can also protect the display device
from environmental elements and damage should the HMD
device be dropped or bumped, impacted, etc.

As shown i1n FIG. 16, the rear shueld 1510 1s configured
in an ergonomically suitable form 1603 to interface with the
user’s nose, and nose pads and/or other comiort features can
be included (e.g., molded-in and/or added-on as discrete
components). In some applications, the sealed visor 1500
can also mcorporate some level of optical diopter curvature
(1.e., eye prescription) within the molded shields 1n some
cases.

FIG. 18 shows an 1illustrative waveguide combiner 610
having multiple diffractive optical elements (IDDOEs) that
may be used 1n an embodiment of the display device 105
(FIG. 1) to provide mput coupling, expansion of the exit
pupil 1n two directions, and output coupling of wvirtual
images irom the display engine 605 (FIG. 6) to the user’s
eye. Each DOE 1s an optical element comprising a periodic
structure that can modulate various properties of light 1n a
periodic pattern such as the direction of optical axis, optical
path length, and the like. The structure can be periodic 1n one
dimension such as one-dimensional (1D) grating and/or be
periodic 1 two dimensions such as two-dimensional (2D)
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grating. DOEs may comprise, for example, surface relief
grating (SRG) structures and volumetric holographic grating
(VHG) structures.

The waveguide combiner 610 includes input and output
couplers, which may comprise an mnput coupling DOE 18035
and an output coupling DOE 1815. An intermediate DOE
1810 may be provided that couples light between the 1nput
coupling and output coupling DOEs. The input coupling
DOE 1s configured to couple image light comprising one or
more i1maging beams from the display engine into the
waveguide 1820. The mtermediate DOE expands the exat
pupil 1n a first direction along a first coordinate axis (e.g.,
horizontal), and the output coupling DOE expands the exit
pupil 1n a second direction along a second coordinate axis
(e.g., vertical) and couples light out of the waveguide to the
user’s eye (1.e., outwards from the plane of the drawing
page). The angle 0 1s a rotation angle between the periodic
lines of the mput coupling DOE and the intermediate DOFE
as shown. As the light propagates 1n the intermediate DO.
(horizontally from left to rnight in the drawing), 1t 1s also
diffracted (in the downward direction) to the output coupling
DOE.

While DOES are shown 1n this 1llustrative example using
a single mput coupling DOE disposed to the left of the
intermediate DOE 1810, which 1s located above the output
coupling DOE, 1n some implementations, the imnput coupling
DOE may be centrally positioned within the waveguide and
one or more intermediate DOEs can be disposed laterally
from the input coupling DOE to enable light to propagate to
the left and rnight while providing for exit pupil expansion
along the first direction. It may be appreciated that other
numbers and arrangements of DOES may be utilized to meet
the needs of a particular implementation. In other 1mple-
mentations, optical components operating in retlection may
be utilized for one or more of input coupler, intermediate
coupler, or output coupler.

FIG. 19 shows a simplified side view of an illustrative
virtual display system 1900 that 1s incorporated into the
display device 105 (FIG. 1) and which may be used 1n the
HMD device 100 to render virtual images. The virtual
display system may function as an optical combiner by
superimposing the rendered virtual 1images over the user’s
view of light from real-world objects 1905 to thus form the
mixed-reality display.

The display system includes at least one partially trans-
parent (1.e., see-through) waveguide 1820 that 1s configured
to propagate visible light. While a single waveguide 1s
shown 1 FIG. 19 for sake of clarity 1 exposition of the
present principles, 1t will be appreciated that a plurality of
waveguides may be utilized mm some applications. For
example, three waveguides may be utilized in which a single
waveguide supports each color component 1n an RGB (red,
green, blue) color space.

The waveguide 1820 facilitates light transmission
between the virtual image source and the eye. One or more
waveguides can be utilized 1n the near-eye display system
because they are transparent and because they are generally
small and lightweight. This 1s desirable 1 applications such
as HMD devices where size and weight are generally sought
to be minimized for reasons of performance and user com-
fort. Use of the waveguide 1820 can enable the virtual image
source to be located out of the way, for example, on the side
of the user’s head or near the forchead, leaving only a
relatively small, light, and transparent waveguide optical
clement 1n front of the eyes.

The user 115 can look through the waveguide 1820 to see
real-world objects on the real-world side of the display
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device 105 (the real-world side 1s indicated by reference
numeral 1912 1n FIG. 19). For the virtual part of the FOV of
the display system, virtual image light 1915 1s provided by
the display engine 605. The virtual image light 1s in-coupled
to the waveguide by an iput coupling DOE 1805 and
propagated through the waveguide 1n total internal reflec-
tion. The image light 1s out-coupled from the waveguide by
an output coupling DOE 18135. The combination of the
see-through waveguide and coupling elements may be
referred to as a mixed-reality optical combiner because 1t
functions to combine real-world and virtual-world 1images
into a single display.

Typically, 1n such waveguide-based optical combiners,
the input pupil needs to be formed over a collimated field,
otherwise each waveguide exit pupil will produce an 1mage
at a slightly different distance. This results 1n a mixed visual
experience 1n which 1mages are overlapping with different
focal depths in an optical phenomenon known as focus
spread. The collimated inputs and outputs 1n conventional
waveguide-based display systems provide virtual images
displayed by the display device that are focused at infinity.

In alternative embodiments, the optical combiner func-
tionality provided by the waveguide and DOEs may be
implemented using a reflective waveguide combiner. For
example, partially reflective surfaces may be embedded 1n a
waveguide and/or stacked 1n a geometric array to implement
an optical combiner that uses partial field propagation. The
reflectors can be half-tone, dielectric, holographic, polarized
thin layer, or be fractured into a Fresnel element. In other
alternative embodiments, the optical combiner functionality
may be implemented using a reflective waveguide combiner
having wavelength-sensitive reflective coatings with any
suitable mn-coupling and/or out-coupling methods. A reflec-
tive waveguide combiner may utilize a single waveguide in
some 1mplementations for all colors 1n the virtual 1mages
which may be desirable in some applications. By compari-
son, diffractive combiners typically require multiple wave-
guides to meet a target FOV 1n polychromatic applications
due to limitations on angular range that are dictated by the
waveguide TIR condition. In other alternative embodiments,
vartous other waveguide/coupling configurations beyond
reflective and diflractive may be utilized. For example, 1t
may be appreciated that waveguides that are refractive,
polarized, hybnd diffractive/refractive, phase multiplexed
holographic, and/or achromatic metasurfaces may be uti-
lized 1n some 1mplementations.

A negative lens 1935 1s located on the eye side of the
waveguide 1820 (the eye side 1s indicated by reference
numeral 1914 1n FIG. 19). The negative lens acts over the
entire extent of the eyebox associated with the user’s eye to
thereby create the diverging rays 1940 from the collimated
rays 1945 that exit the output coupling DOE 1815. When the
display engine 603 1s operated to project virtual images that
are in-coupled nto the waveguide 1820, the output diverg-
ing rays present the virtual images at a predetermined focal
depth, d, from the display system at an apparent or virtual
point of focus, F. For example, if the negative lens 1s
configured with -0.5 diopters of optical power, then d 1s
equal to 2 m.

To ensure that the user’s view of the real world remains
unperturbed by the negative lens, a conjugate positive (1.¢.,
convex) lens 1950 1s located on the real-world side of the
waveguide 1820 to compensate for the impact of the nega-
tive lens on the eye side. The conjugate pair of positive and
negative lenses may be referred to as a push-pull lens pair in
some contexts. In some applications, the functionality of the
negative lens may be provided by a discrete standalone
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optical element. In other applications, one or more of the
clements 1n the display device may be configured to incor-
porate the negative lens as an additional functionality. For
example, the negative lens functionality can be integrated
into the output coupler and/or waveguide 1n the display
device using any suitable technique.

Different amounts of optical power may be utilized to
provide for focal planes that are located at other distances to
suit requirements of a particular application. The power of
the negative lens 19335 does not aflect the zeroth diffraction
order that travels in TIR down the waveguide 1820 (i.e.,
from top to bottom 1n the drawings), but instead only aflects
the diffracted out-coupled field. In addition, the see-through
field 1s not affected by the negative lens because whatever
portion of the see-through field that 1s difiracted by the
output coupling DOE 1815 1s trapped by TIR 1n the wave-
guide and 1s therefore not transmitted to the user’s eye.

As noted above, the present eye and hand tracking sys-
tems may be utilized in mixed- or virtual-reality applica-

tions. F1G. 20 shows one particular illustrative example of a
mixed-reality HMD device 2000, and FIG. 21 shows a

functional block diagram of the HMD device 2000. The
HMD device 2000 provides an alternative form factor to the
HMD device 100 shown 1n FIGS. 1-5 and 15-17. The HMD
device comprises one or more lenses 2002 that form a part
of a see-through display subsystem 2004, so that images
may be displayed using lenses 2002 (e.g., using projection
onto lenses 2002, one or more waveguide systems, such as
a near-eye display system, incorporated into the lenses 2002,
and/or 1n any other suitable manner).

The HMD device 2000 further comprises one or more
outward-facing 1image sensors 2006 configured to acquire
images ol a background scene and/or physical environment
being viewed by a user and may include one or more
microphones 2008 configured to detect sounds, such as
voice commands from a user. Outward-facing 1image sensors
may include one or more depth sensors and/or one or more
two-dimensional 1image sensors. The outward-facing image
sensors may be included 1n a hand tracking system 645 (FIG.
6), as discussed above. In alternative arrangements, a mixed-
reality or virtual-reality display system, instead of incorpo-
rating a see-through display subsystem may display mixed-
reality or virtual-reality images through a viewfinder mode
for an outward-facing 1image sensor.

The HMD device 2000 may further include one or more
inward-facing image sensors 2012 1n an eye tracking system
640 (FIG. 6) configured for detecting a direction of gaze of
cach eye of a user or a direction or location of focus, as
described above. The HMD device may also include addi-
tional sensors. For example, the HMD device may comprise
a global positioning system (GPS) subsystem 2016 to allow
a location of the HMD device to be determined. This may
help to 1dentily real-world objects, such as buildings, etc.,
that may be located in the user’s adjoining physical envi-
ronment.

The HMD device 2000 may further include one or more
motion sensors 2018 (e.g., nertial, multi-axis gyroscopic, or
acceleration sensors) to detect movement and position/
orientation/pose of a user’s head when the user 1s wearing
the system as part of a mixed-reality or virtual-reality HMD
device. Motion data may be used, potentially along with
eye-tracking glint data and outward-facing image data, for
gaze detection, as well as for image stabilization to help
correct for blur in 1mages from the outward-facing image
sensor(s) 2006. The use of motion data may allow changes
in gaze direction to be tracked even if 1mage data from
outward-facing 1mage sensor(s) 2006 cannot be resolved.
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In addition, motion sensors 2018, as well as micro-
phone(s) 2008 and eye tracking system 640, also may be
employed as user input devices, such that a user may interact
with the HMD device 2000 via gestures of the eye, neck
and/or head, as well as via verbal commands 1n some cases.
It may be understood that sensors illustrated 1n FIGS. 20 and
21 and described 1n the accompanying text are included for
the purpose of example and are not intended to be limiting
in any manner, as any other suitable sensors and/or combi-
nation of sensors may be utilized to meet the needs of a
particular implementation. For example, biometric sensors
(e.g., for detecting heart and respiration rates, blood pres-
sure, brain activity, body temperature, etc.) or environmental
sensors (e.g., for detecting temperature, humidity, elevation,
UV (ultraviolet) light levels, etc.) may be utilized in some
implementations.

The HMD device 2000 can further include a controller
2020 such as one or more processors having a logic sub-
system 2022 and a data storage subsystem 2024 in commu-
nication with the sensors, eye tracking system 640, hand
tracking system 645, display subsystem 2004, and/or other
components through a communications subsystem 2026.
The communications subsystem 2026 can also facilitate the
display system being operated 1n conjunction with remotely
located resources, such as processing, storage, power, data,
and services. That 1s, 1n some 1mplementations, an HMD
device can be operated as part of a system that can distribute
resources and capabilities among different components and
subsystems.

The storage subsystem 2024 may include instructions
stored thereon that are executable by logic subsystem 2022,
for example, to recerve and interpret inputs from the sensors,
to 1dentify location and movements of a user, to identily real
objects using surface reconstruction and other techniques,
and dim/fade the display based on distance to objects so as
to enable the objects to be seen by the user, among other
tasks.

The HMD device 2000 1s configured with one or more
audio transducers 2028 (e.g., speakers, earphones, etc.) so
that audio can be utilized as part of a mixed-reality or
virtual-reality experience. A power management subsystem
2030 may include one or more batteries 2032 and/or pro-
tection circuit modules (PCMs) and an associated charger
interface 2034 and/or remote power interface for supplying
power to components in the HMD device 2000.

It may be appreciated that the HMD device 2000 1s
described for the purpose of example, and thus 1s not meant
to be limiting. It may be further understood that the display
device may include additional and/or alternative sensors,
cameras, microphones, input devices, output devices, etc.
than those shown without departing from the scope of the
present arrangement. Additionallyj the physical configura-
tion of an HMD device and 1ts various sensors and subcom-
ponents may take a vanety of different forms without
departing from the scope of the present arrangement.

FIG. 22 schematically shows an illustrative example of a
computing system that may be configured for eye and/or
hand tracking in accordance with the present principles.
Computing system 2200 1s shown 1n simplified form. Com-
puting system 2200 may take the form of one or more
personal computers, server computers, tablet computers,
home-entertainment computers, network computing
devices, gaming devices, mobile computing devices, mobile
communication devices (e.g., smartphone), wearable com-
puters, and/or other computing devices.
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Computing system 2200 includes a logic processor 2202,
volatile memory 2204, and a non-volatile storage device
2206. Computing system 2200 may optionally include a
display subsystem 2208, imnput subsystem 2210, communi-
cation subsystem 2212, and/or other components not shown
in FIG. 22.

Logic processor 2202 includes one or more physical
devices configured to execute instructions. For example, the
logic processor may be configured to execute instructions
that are part of one or more applications, services, programs,
routines, libraries, objects, components, data structures, or
other logical constructs. Such instructions may be 1mple-
mented to perform a task, implement a data type, transform
the state of one or more components, achieve a technical
eflect, or otherwise arrive at a desired result.

The logic processor may include one or more processors
configured to execute soiftware 1nstructions. In addition, or
alternatively, the logic processor may include one or more
hardware or firmware logic processors configured to execute
hardware or firmware instructions. Processors of the logic
processor may be single-core or multi-core, and the mstruc-
tions executed thereon may be configured for sequential,
parallel, and/or distributed processing. Individual compo-
nents of the logic processor optionally may be distributed
among two or more separate devices, which may be
remotely located and/or configured for coordinated process-
ing. Aspects of the logic processor may be virtualized and
executed by remotely accessible, networked computing
devices configured 1 a cloud-computing configuration. In
such a case, these virtualized aspects may be run on different
physical logic processors of various different machines.

Non-volatile storage device 2206 includes one or more
physical devices configured to hold istructions executable
by the logic processors to implement the methods and
processes described herein. When such methods and pro-
cesses are 1mplemented, the state ol non-volatile storage
device 2206 may be transformed—e.g., to hold different
data.

Non-volatile storage device 2206 may include physical
devices that are removable and/or built-in. Non-volatile

storage device 2206 may include optical memory (e.g., CD,
DVD, HD-DVD, Blu-Ray Disc, etc.), semiconductor
memory (e.g., ROM, EPROM, EEPROM, FLASH memory,
etc.), and/or magnetic memory (e.g., hard-disk drive, tloppy-
disk drive, tape drive, MRAM, etc.), or other mass storage
device technology. Non-volatile storage device 2206 may
include nonvolatile, dynamic, static, read write, read-only,
sequential-access, location-addressable, file-addressable,
and/or content-addressable devices. It will be appreciated
that non-volatile storage device 2206 1s configured to hold
instructions even when power 1s cut to the non-volatile
storage device 2206.

Volatile memory 2204 may include physical devices that
include random access memory. Volatile memory 2204 1s
typically utilized by logic processor 2202 to temporarily
store information during processing of soitware instructions.
It will be appreciated that volatile memory 2204 typically
does not continue to store 1structions when power 1s cut to
the volatile memory 2204.

Aspects of logic processor 2202, volatile memory 2204,
and non-volatile storage device 2206 may be integrated
together mto one or more hardware-logic components. Such
hardware-logic components may include field-program-
mable gate arrays (FPGAs), program- and application-spe-
cific integrated circuits (PASIC/ASICs), program- and appli-
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cation-specific standard products (PSSP/ASSPs), system-
on-a-chip (SOC), and complex programmable logic devices

(CPLDs), for example.

The term “program™ may be used to describe an aspect of
computing system 2200 typically implemented 1n software
by a processor to perform a particular function using por-
tions of volatile memory, which function involves transior-
mative processing that specially configures the processor to
perform the function. Thus, a program may be instantiated
via logic processor 2202 executing instructions held by
non-volatile storage device 2206, using portions of volatile
memory 2204. It will be understood that different programs
may be mstantiated from the same application, service, code
block, object, library, routine, API, function, etc. Likewise,
the same program may be instantiated by diflerent applica-
tions, services, code blocks, objects, routines, APIs, func-
tions, etc. The term “program’™ may encompass individual or
groups ol executable files, data files, libraries, drivers,
scripts, database records, etc.

When included, display subsystem 2208 may be used to
present a visual representation of data held by non-volatile
storage device 2206. This visual representation may take the
form of a graphical user interface (GUI). As the herein
described methods and processes change the data held by the
non-volatile storage device, and thus transform the state of
the non-volatile storage device, the state of display subsys-
tem 2208 may likewise be transtormed to visually represent
changes 1n the underlying data Display subsystem 2208 may
include one or more display devices utilizing virtually any
type of technology; however, one utilizing a MEMS pro-
jector to direct laser light may be compatible with the
eye-tracking system 1n a compact manner. Such display
devices may be combined with logic processor 2202, vola-
tile memory 2204, and/or non-volatile storage device 2206
in a shared enclosure, or such display devices may be
peripheral display devices.

When included, mput subsystem 2210 may comprise or
interface with one or more user-input devices such as a
keyboard, mouse, touch screen, or game controller. In some
embodiments, the mput subsystem may comprise or inter-
face with selected natural user mput (NUI) componentry.
Such componentry may be integrated or peripheral, and the
transduction and/or processing of input actions may be
handled on- or off-board. Example NUI componentry may
include a microphone for speech and/or voice recognition;
an 1nfrared, color, stereoscopic, and/or depth camera for
machine vision and/or gesture recognition; a head tracker,
eye tracker, accelerometer, and/or gyroscope for motion
detection and/or intent recognition; as well as electric-field
sensing componentry for assessing brain activity.

When 1ncluded, communication subsystem 2212 may be
configured to communicatively couple various computing
devices described herein with each other, and with other
devices. Communication subsystem 2212 may include wired
and/or wireless communication devices compatible with one
or more different communication protocols. As non-limiting
examples, the communication subsystem may be configured
for communication via a wireless telephone network, or a
wired or wireless local- or wide-area network. In some
embodiments, the communication subsystem may allow
computing system 2200 to send and/or receive messages to
and/or from other devices via a network such as the Internet.

Although the subject matter has been described 1n lan-
guage specific to structural features and/or methodological
acts, 1t 1s to be understood that the subject matter defined 1n
the appended claims 1s not necessarily limited to the specific
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teatures or acts described above. Rather, the specific features
and acts described above are disclosed as example forms of
implementing the claims.

What 1s claimed:

1. A head-mounted display (HMD) device wearable by a
user, comprising: an 1llumination source for flooding an eye
of the user with infrared light to generate retlections of
features of an eye of the user;

a coded aperture configured to apply a convolution 1n an
optical domain between a point spread function (PSF)
of the coded aperture and the reflected eye features to
generate coded eye data;

a sensor configured to record the coded eye data 1n an
electrical domain; and

a machine learning system operating in an optical domain
and 1n an electrical domain, wherein the PSF of the
coded aperture 1s instantiated as a filter 1n a convolution
layer 1n the optical domain of the machine learning
system and the coded eye data 1s processed in a
convolution layer in the electrical domain of the
machine learning system to extract eye features for
gaze direction estimation.

5

10

15

20

20

2. The HMD device of claim 1, in which the PSF of the
coded aperture comprises a learnable parameter of a con-

volution layer in the machine learning system.

3. The HMD device of claim 2 in which the learnable
parameter 1s adjusted through backpropagation 1n the
machine learning system.

4. The HMD device of claim 1 1n which the eye feature
extraction 1s performed without reconstruction of an 1image

of the reflected eye features.
5. The HMD device of claim 1 in which the machine

learning system 1s traimned with datasets comprising coded

cye data.
6. The HMD device of claim 1 in which the coded eye

data comprises non-image data in a convolved form.

7. The HMD device of claam 1 in which the coded
aperture and sensor are arranged as a lensless camera.

8. The HMD device of claam 1 further comprising a
near-eye display system supporting a mixed-reality environ-
ment 1n which images of virtual objects are superimposed
over views of real-world objects.

¥ ¥ H ¥ H



	Front Page
	Drawings
	Specification
	Claims

