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1

DETECTION AND MITIGATION OF
UNSTABLE CELLS IN UNCLONABLE CELL
ARRAY

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims priority and benefit as a continu-
ation-in-part of U.S. application Ser. No. 17/184,396,
“Detection and mitigation of unstable cells 1 unclonable
cell array”, filed on Feb. 24, 2021, the contents of which are
incorporated herein by reference 1n their entirety.

BACKGROUND

A conventional bit generating cell 100 1s depicted 1n FIG.
1. Differences 1n source and sink current in the mput stage
102 and in the output stage 104 occur due to process
variations in strength of different transistor devices. The ‘0’
or ‘1° value of the output bit thus varies among different
instantiations of the circuit on different circuit die. The mput
stage 102 generates bias voltages in the PFET unit 106 and
the NFET unit 108 which are stacked on one another. The
voltage at the center node of the stack varies around V , /2
(half the supply voltage) depending on the strengths of the
devices 1n the stack. This voltage 1s used to bias devices 1n
the NFET unit 108. If the source and sink currents are
different due to process variations between the devices in the

input stage 102 and output stage 104, then a voltage other
than V , /2 results at the output node which 1s further
amplified by the mverter chain.

FIG. 2 depicts another variety of conventional bit gener-
ating cell 200. The RESET signal transitions from 0 to 1 to
inject falling edges at the output of the NAND gates 202.
These two edges chase each other around the loops 204, 206
and continue circulating 1t all the delays are identical.
However, due to process variation in the NAND gates 202
and the delay elements 208, 210, the delays vary and one of
the edges traverses the loops faster catches up to the second
edge. The output of the bit generating cell 200 settles to
either VoutA=‘1" and VoutB="0" or vice versa.

One type of circuit that utilizes bit generating cells 1s an
unclonable cell array. Physically unclonable bit generating
cells are utilized 1 such circuits for example used to
generate keys for security purposes 1n data processing
systems and devices. Unclonable bit generating cells com-
prise the same circuit elements and layout, but generate
different values (e.g., “1” or “0”) depending on manufac-
turing process variations.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

To easily 1dentify the discussion of any particular element
or act, the most significant digit or digits in a reference
number refer to the figure number 1n which that element 1s
first introduced.

FIG. 1 depicts a conventional bit generating cell 100.

FIG. 2 depicts another type of conventional bit generating
cell 200.

FIG. 3 depicts an unclonable bit pattern generator 300 in
accordance with one embodiment.

FIG. 4 depicts a tunable current mirror cell 400 in
accordance with one embodiment.

FIG. 5A depicts signal behavior for the tunable current
mirror cell 400 1n accordance with one embodiment.
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FIG. 5B depicts the signal behavior of the tunable current
mirror cell 400 1n additional aspects.

FIG. 6 depicts a tunable current mirror cell 600 1n
accordance with another embodiment.

FIG. 7 a tunable current mirror cell 700 in accordance
with yet another embodiment.

FIG. 8 depicts a tunable edge chasing cell 800 in accor-
dance with one embodiment.

FIG. 9A depicts signal behavior of the tunable edge
chasing cell 800 1n accordance with one embodiment.

FIG. 9B depicts signal behavior of the tunable edge
chasing cell 800 1n additional aspects.

FIG. 10A depicts a bit generating cell 1n accordance with
one embodiment.

FIG. 10B depicts a characterization circuit 1n accordance
with one embodiment.

FIG. 11 depicts a digitally-controlled resistance in accor-
dance with one embodiment.

FIG. 12 depicts an example of binary resolution 1 a
multi-stage bit generating cell.

FIG. 13A-FIG. 13C depict iverter structures in accor-
dance with various embodiments.

FIG. 14 depicts exemplary commercial applications of an
unclonable cell array 1402.

FIG. 15 depicts a computing environment 1500 1n accor-
dance with one embodiment.

FIG. 16 depict a computer system 1600 in accordance
with one embodiment.

DETAILED DESCRIPTION

In one aspect, a circuit includes one or more bit generating,
cells, one or more adjustable current sources coupled to
introduce perturbations into outputs of the bit generating
cells, and logic to select and apply, based on the perturba-
tions, the outputs of a subset less than all of the bit
generating cells as a control. The circuit may include an
unclonable cell array. The perturbations may be introduced
with current mirrors to one or both of NFET units and PFET
units of the bit generating cells. The perturbations may be
variations to a transition voltage trigger value or may be
signal delay perturbations, for example. The unclonable cell
array may be configured to generate an encryption key or to
authenticate software. In some cases the perturbations may
be mtroduced to only the NFET units, and 1n other cases the
perturbations may be introduced to only the PFET units.
When current mirrors are utilized, at least some of the
current mirrors are adjustable current mirror. However 1n
such circuits at least some of the current mirrors may also be
fixed current mirror. Other technical features may be readily
apparent to one skilled 1n the art from the following figures,
descriptions, and claims.

In another aspect, an encryption key generating circuit
includes an unclonable cell array, logic to vary an input
current to a set of bit generating cells 1n the unclonable cell
array, and logic to configure a subset of the bit generating
cells to generate the encryption key based on results of
varying the current. The logic to vary the input current may
include one or more adjustable current mirror or one or more
adjustable delay element, for example. The encryption key
generating circuit may be configured to vary the iput
current of at least some cells of the unclonable cell array
independently of one another, and/or may share the logic to
vary the mput current among a plurality of cells of the
unclonable cell array. The logic to vary the mnput current may
include an adjustable PFET current mirror and an adjustable
NFET current mirror. Other technical features may be read-
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1ly apparent to one skilled in the art from the following
figures, descriptions, and claims. Other technical features
may be readily apparent to one skilled in the art from the
following figures, descriptions, and claims.

In yet another aspect, a method includes operating a
plurality of current sources to mtroduce perturbations 1nto
outputs of a plurality of bit generating cells, and selecting a
subset less than all of the bit generating cells as a key value
based a range of the perturbations in each of the bit gener-
ating cells. The bit generating cells may be arranged into an
unclonable cell array. The key value may be applied as a
master key to authenticate a software application, and/or to
perform encryption, for example. Other technical features
may be readily apparent to one skilled in the art from the
following figures, descriptions, and claims.

To more clearly articulate the description of exemplary
embodiments, the following terms are 1ntroduced.

An adjustable current mirror 1s a circuit configured such
that the amount of current that i1s mirrored on different
branches of a current mirror may be adjusted with a control
signal.

A bit generating cell 1s any circuit that generates an output
valued at binary “1” or “0”.

A current mirror 1s any of a variety of circuit topologies
that generates substantially identical current in different
branches of the circuit.

A fixed current mirror 1s a current mirror that 1s not
adjustable.

An NFET unit 1s the sub-cell of a bit generating cell
comprising NFET transistors.

A PFET unit 1s the sub-cell of a bit generating cell
comprising PFET transistors.

The transition voltage trigger value 1s the level of an input
signal to a bit generating cell that results 1n a “1” to “0”
transition of the output value, or vice versa.

An unclonable cell array 1s a collection of bit generating
cells that utilize manufacturing process variations to gener-
ate output values that differ from those of other unclonable
cell arrays having the same circuit structure and compo-
nents, but that were manufactured on a diflerent die.
Changes 1n operating conditions such as temperature, volt-
age, and aging of the die may result in different values
generated by the unclonable cell array at different instance
in time.

In one aspect, a circuit includes a plurality of bit gener-
ating cells. The circuit also includes at least one character-
ization circuit coupled to influence outputs of the bit gen-
erating cells, the characterization circuit including a first
inverter, a second 1mverter, and at least one pass-gate circuit
coupled between the first inverter and the second inverter.
The circuit includes logic to select and apply, based on
varying an input and a bias of the first inverter, the outputs
of a subset less than all of the bit generating cells.

At least one of the bit generating cells may include a
plurality of stages, each stage having more inverters
arranged 1n parallel than an immediately preceding stage
(higher fanout).

A digitally-controlled resistance may be formed by
arranging a plurality of pass-gate circuits 1n parallel
branches, where an mput pass-gate of each branch 1s respon-
sive to a bit of a control code. Other technical features may
be readily apparent to one skilled in the art from the
tollowing figures, descriptions, and claims.

In another aspect, a method to select particular cells of an
unclonable cell array for use 1n generating an encryption
key, authentication value, or other control includes operating,
at least one characterization circuit to mntroduce changes to
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outputs of a plurality of bit generating cells, and selecting a
subset less than all of the bit generating cells to generate the
key, value, or control, based a range of the output changes.

FIG. 3 depicts an unclonable bit pattern generator 300 1n
one embodiment. The unclonable bit pattern generator 300
generates a bit pattern by utilizing a bit generating cell array
302 follow by error correction logic 304. The bit pattern may
be applied for many purposes, including as a key for digital
authentication and/or encryption. One challenge associated
with the use of unclonable bit pattern generator 300 1s that
the output values of individual bit generating cells may vary
over time under different operating conditions such as
temperature, supply voltage and circuit aging. To remedy
this problem, the bit generating cell array 302 output may
teed 1nto the error correction logic 304 to compensate for the
unstable nature of some cells. As the number of unstable
cells increases the complexity of the error correction logic
304 increases. By detecting unstable cells and reducing the
percentage of unstable cells 1n operation over time the error
correction logic 304 may be substantially simplified,
improving performance, improving reliability, reducing cir-
cuit area, and potentially reducing cost.

FIG. 4 depicts a tunable current mirror cell 400 that may
be utilized in the bit generating cell array 302 in one
embodiment. The tunable current mirror cell 400 utilizes
adjustable current mirrors 402, 404 on input stage transistors
of the bit generating cell 406, and fixed current mirrors 408,
410 on output stage transistors of the bit generating cell 406.
PFET-type current mirrors are applied to the PFET unit 412
of the bit generating cell 406, and NFE'T-type current mirrors
are applied to the NFET unit 414 of the bit generating cell
406. In another embodiment, current mirrors 402, 404 are
fixed current mirrors, and current mirrors 406, 408 are
adjustable current mirrors. The description can be readily
understood 1n regards to either embodiment.

In one embodiment, during normal operation (not detec-
tion mode), the size of the current mirrors may be set to a
ratio of n:1, for example 32:1. When operated in detection
mode, the fixed current mirrors 408, 410 are maintained at
a ratio of n:1. The ratio of the adjustable current mirror 402
1s first changed to (n+k):1 (e.g., with k vanable from 0 to 7
using a three bit control code, although k can generally vary
between over any practical range and correspond to any
practical current step increment), while maintaining the ratio
of the adjustable current mirror 404 at n:1, shifting the
transition voltage downwards. The output voltage of the bit
generating cell 406 1s recorded for this setting. The same
operation 1s repeated with roles of the adjustable current
mirror 402 and adjustable current mirror 404 switched,
shifting the transition voltage upwards. Again, the output of
the bit generating cell 406 1s recorded. The two recorded
outputs are compared to generate a map of bit generating
cells that have different values during the two measure-
ments. These represent the cells that are less stable.

In somewhat more sophisticated embodiments, the actual
width of the transition voltage windows may be recorded,
rather than or 1n addition to the output values, providing a
more detailed characterization of stability and robustness of
the stability of individual cells.

In one embodiment, the detection process may be carried
out once or periodically and 1dentifications of the unstable
cells may be stored 1n a non-volatile memory. Alternatively,
the detection process may be carried out every time the bit
pattern (e.g., key) 1s needed.

The width of the transition window (corresponding to
ranges of the code values to the adjustable current mirrors)
that thresholds what 1s considered an unstable cell may be
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configurable. Wider windows may result 1n more stable cells
being characterized as unstable, whereas narrower windows
may result in some unstable cells escaping detection.

In one embodiment, potentially unstable bit generating
cells are detected by varying the midpoint voltage or tran-
sition voltage of one of the branches of the PFET unit/NFET
unit stack, to identify cells 1n which the transition voltage
trigger values of the different branches are close 1n value
(1.e., within some configured tolerance of separation).

In FIG. SA, the transition voltage of the mput stage 102
for a configured default setting of iput current i1s depicted
by the green dotted line. The transition voltage of the output
stage 104 may be any one of the four other solid curves. The
current to the mput stage 102 1s varied so that the transition
voltage of the mput stage 102 1s both less than and more than
for the default setting (FIG. 5B), creating a window around
the default transition point. The unstable cells may be
detected by examiming the output value of the bit generating
cell. Cells with output values that flip for small changes (i.e.,
a configured range) of the transition voltage trigger value are
the ones that have a tendency to become unstable with
operational process variations (lighter gray curves). The bit
generating cells with output voltages that do not flip value
within this window of change are the cells that may be
consider stable (darker transition voltage curves) and there-
fore selected and applied to generate bit patterns such as
authentication and/or encryption keys.

FIG. 6 depicts another embodiment of a tunable current
mirror cell 600 1n which current mirrors 404, 410 are applied
only to the NFET umt 414 of the bit generating cell 406.
Likewise, yet another embodiment may apply current mir-
rors (e.g., 402, 408) to only the PFET unit 412 of the bit
generating cell 406. This embodiment utilizes only two
current mirrors to the bit generating cell 406. This may
simplity circuit routing and reduce circuit area/power con-
sumption.

FIG. 7 depicts a tunable current mirror cell 700 1n one
embodiment 1n which adjustable current mirrors 702, 704 of
a current source 706 are applied only to transistors of the
input stage of the bit generating cell 708. Fixed current
mirrors on the output stage are not utilized i this embodi-
ment.

In the tunable current mirror cell 700, the adjustable
current mirrors 702, 704 are coupled in parallel with the
self-biased current sources (MN1, MN3, MP1, MP3). The
adjustable current mirror 702 and adjustable current mirror
704 comprise transistors MN5 and MP3S whose gate-source
voltage V__ 1s controllable. The transistors MN6 and MP6
are dummy transistors for matching purposes to MNS and
MN®6, respectively, and are always turned OFF.

During the detection process either of the switch S1 or S2
1s closed and the corresponding pull-down or pull-up tran-
sistor MN7 or MP7 1s turned OFF. The mirroring ratio of the
corresponding adjustable current source 1s adjusted to the
configured window width as described previously. This
process 1s performed sequentially once for the NMOS unit
and then again for the PMOS umnit. Cells exhibiting an output
flip are noted as unstable.

During normal operation, the switches S1 and S2 are both
open and the adjustable current sources 702, 704 are 1solated
from the 708. The pull-up and pull-down transistors (MP7
and MN7) are both turned ON to set the V__of MNS and
MP5 to (1deally) OV.

This implementation utilizes only two adjustable current
sources. Additionally, during normal operation there 1s no
input from the current sources which helps ensure that any
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bias 1n the current source does not intfluence the bit gener-
ating cell 708 output during normal operation.

FIG. 8 depicts a tunable edge chasing cell 800 in one
embodiment. The tunable edge chasing cell 800 may typi-
cally include an even number of delay elements on each loop
204, 206. One or more of the delay elements 802, 804 on
cach loop 1s coupled to an adjustable current sources 806,
enabling the delay introduced by those elements into the
loops to be tuned (adjusted up or down). Delay elements that
are not coupled to an adjustable current source 806 may be
coupled to fixed current sources 808 to hold their delay
constant.

Adjustable current sources are coupled to certain ones of
the delay elements 1n one or more of the loops of the tunable
edge chasing cell 800. Diflerent delay elements impact the
timing of different edges, which can be controlled using the
current sources. The timing of the edge depicted by the
dotted line (FIG. 9A), for example, may be controlled to lag
or follow the edge marked with an “X” as depicted 1n FIG.
9B. The detection of unstable cells follows the process
described previously, with one difference. Instead of varying
the internal transition voltage of the bit generating cell, the
delay of delay elements (e.g., current-starved inverter cells)
1s varied. The delay of some delay elements may be held
constant (with constant current sources) whereas one or
more other delays are varied, to create a delay window
around a configured default value. The cells selected for
application are those whose output values do not flip even
when the delay of the edge(s) 1s varied across a sufliciently
wide configured range of values.

FIG. 10A depicts an embodiment of a cell for use 1 an
unclonable cell array. The cell 1s constructed from a series-
parallel arrangement of inverters. To characterize the cell as
suitable for use 1n the unclonable cell array or not, the circuit
in FIG. 10B may be utilized.

Referring to FIG. 10B, asserting bias_en enables the bias
signal to mfluence the output of the tri-state inverter 1008.
When bias_en 1s asserted, the tri-state inverter 1008 1nverts
the bias signal voltage onto the circuit node 1002. Other-
wise, when bias_en 1s not asserted, the circuit node 1002 1s
not driven by the tri-state inverter 1008 and has an indeter-
minate voltage. The pass-gate 1004 1s always “ofl” and acts
as a resistance between the circuit node 1002 and the
inverter 1006. The resistance provided by the pass-gate 1004
may be configured by selecting the sizes of the transistors
that the pass-gate 1004 comprises, in manners well-under-
stood 1n the art.

Although a single pass-gate 1004 1s depicted 1n FIG. 10B,
multiple pass-gates may be utilized 1n series, 1n parallel, or
combinations thereof, to achieve a desired resistance via a
digital control signal. A circuit embodiment that enables
such binary control the resistance 1s depicted 1in FIG. 11.

Referring to FIG. 11, the digital value ctrl determines
which branches of the adjustable resistance 1112 structure
are activated, and hence the overall resistance provided by
the adjustable resistance 1112 between circuit node 1002 and
inverter 1006. An advantage of the adjustable resistance
1112 structure 1n particular 1s that 1t provides relatively high
resistance values, e.g., 1n the range of hundreds of kilo-ohms
to megaohms. In effect, the adjustable resistance 1112 func-
tions as a digital-to-analog converter that also provides a
controllable, high circuit impedance. The digitally-con-
trolled resistance 1s set by applying a control code to the
controlled pass-gates 1102 to resistively add the fixed resis-
tance pass-gates 1104 one or more branches of the parallel
structure of pass-gate circuits to the end-to-end resistance of
the adjustable resistance 1112. In one embodiment, the
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resistance in each branch of the adjustable resistance 1112
may be a power of two of a unit resistance value—ior
example, one branch may comprise a 1X unit resistance
1106, another a 2X unit resistance 1108, and so on, up to a
2¥X unit resistance 1110. However, the variation in resis-
tance across branches need not follow a power of two scale.

In one embodiment the control code (ctrl) 1s scanned
through different values, e.g., for a four-bit code, from a
value of 0 (binary 0000) to a maximum value of 15 (binary
1111), introducing progressively less instability into the
outputs of the cells of the unclonable cell array.

The 1nverter 1006 has 1ts mput coupled to 1ts output, so
that the output of the inverter 1006 stabilizes at a voltage
somewhere between VDD (power rail voltage) and VSS
(ground rail voltage). The actual value of the voltage at the
output of mnverter 1006 depends on the value of the resis-
tance of pass-gate 1004, or more generally of the value of the
adjustable resistance 1112 when the adjustable resistance
1112 1s used 1n place of the single pass-gate 1004. Thus the
value of the control signal (ctrl) may determine the output
voltage of the inverter 1006.

During normal operation (meaning, not during character-
ization of the cell), bias_en 1s not asserted, and where the
adjustable resistance 1112 1s used, ctrl 1s set to turn off all of
the controlled pass-gates 1102.

During characterization of the cell using the adjustable
resistance 1112, bias 1s set to a first binary value (e.g., 0).
The system sets a value of the control code ctrl to the
controlled pass-gates 1102, causing the adjustable resistance
1112 to take on one of a series of possible discrete resistance
values. The value of bias 1s then flipped to the opposite
binary value (e.g., to 1 1f it was 1mtially set to 0). This
process 1s repeated for different values of the control code
ctrl. For each value of the control code ctrl, the binary-
1ization stages 1010 coerce the distribution of output O__,
toward either a binary 1 or a bimnary 0, for example as
depicted 1n FIG. 12 which shows the voltage distribution at
progressively deeper nodes 1n the cell during operation, once
the cells are characterized. In characterization mode, exter-
nal stimuli are applied to determine 1f/when cells flip their
outputs, using for example the structure depicted in FIG.
10B. The amount of stimul1 1s controlled for example using
the structure depicted 1in FIG. 11.

The binary-i1zation stages 1010 may utilize a particular
iverter structure depicted in FIG. 13A, where VDD 1s a
power rail voltage (binary 1) and VSS 1s a ground rail
voltage (binary 0). The mverter 1006 may also utilize this
particular structure. More generally, any inverter design that
provides for an adjustable trip point (e.g., via transistor or
bias settings) may be utilized. The particular structure in
FIG. 13A has this characteristic and also consumes low
power compared to other iverter designs. FIG. 13B and
FIG. 13C depict structures that may be utilized in alternate
embodiments.

One difference between these designs and conventional
inverters 1s that the NMOS gate 1s grounded so that leakage
voltage/current determines the bias point. Multiple NMOS
devices may be utilized in parallel to obtain suflicient
leakage to set the bias at the desired point. To reduce the
strength of the PMOS device, multiple such devices may be
connected 1n series.

Those of ordinary skill 1n the art will recogmize that the
CMOS gates depicted herein could be built “upside down”™
such that the PMOS 1s turned OFF by connecting 1ts gate to
VDD and the NMOS gate 1s the mput. Those of ordinary
skill 1n the art will also recognize that 1n the binary-1zation
stages 1010, the number of serial inverters and/or the
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number of fan-out stages, and degree of fan-out (number of
inverters i parallel) are design choices based on how the
(1nverter) trip points of the stages are to be distributed, vs
tradeofl 1n area and power consumption. More and higher
fan-out stages will tend to resolve the final output more
reliably and accurately than fewer stages, at the cost of
increased circuit area.

The tri-state inverter 1008 and the output stage inverters
1012 may utilize a conventional tri-state inverter structure.

IT (on condition that), for a given value of ctrl configured
as a threshold, tlipping the bias signal from O to 1 causes the
output O__,, to tlip values, then the cell may be characterized
as unstable and not utilized 1n an unclonable cell array to
generate control values (e.g., an encryption key or authen-
tication value). For a configured range of values for ctrl, 1t
may be acceptable that the output value of a cell flips when
bias 1s thpped, and for other values of ctrl the system may
be configured to treat the cell as unstable 11 thpping ctrl tlips
O__,,. Cells that flip for higher resistance values set by ctrl
have weakly determined outputs and may be deselected for
use with generating control bits.

Although the examples hereimn are given in terms of
characterizing the cells of unclonable cell arrays, the tech-
niques are more generally applied to characterizing the
stability of any digital circuit that may be bi-stable under
process, temperature, and voltage vanation.

Embodiments of the circuit in FIG. 10B may be utilized
to drive an unclonable cell array cell or similar structures as
depicted in FIG. 10A. In other embodiments, 1t may be
utilized to drive terminal T, 1n an unclonable cell array cell
or stmilar structure as depicted FIG. 1. In yet other embodi-
ments, 1t may be utilized to introduce variations into the
adjustable current sources 806 depicted 1n an unclonable cell
array cell and similar structures of FIG. 8.

FIG. 14 depicts exemplary scenarios for use of an unclon-
able cell array 1402 1n accordance with some embodiments.
An unclonable cell array 1402 may be utilized in a com-
puting system 1404, a vehicle 1406, and a robot 1408, to
name just a few examples. The unclonable cell array 1402
may output bit patterns to error correction logic to form
authentication and encryption keys, for example. Generally,
the unclonable cell array 1402 may be utilized anywhere a
bit pattern 1s needed.

The systems disclosed herein, or particular components
thereof, may 1n some embodiments be utilized in conjunc-
tion with software comprising instructions executed on one
or more programmable device. By way of example, com-
ponents of the disclosed systems may be implemented to
authenticate and/or authorize use of an application, an app.,
drivers, or services on particular devices. In one particular
embodiment, the system may be implemented as part of an
authentication service that executes as one or more pro-
cesses, modules, subroutines, or tasks on a server device so
as to provide the described capabilities to one or more client
devices over a network. However the system need not
necessarily be accessed over a network and could, 1n some
embodiments, be implemented by one or more app or
applications on a single device or distributed between a
mobile device and a computer, for example.

Referring to FIG. 15, a computing environment 1500
illustrates various computer hardware devices and software
modules coupled by a network 1502 1mn one embodiment.
Each device includes a native operating system, typically
pre-installed on 1ts non-volatile RAM, and a variety of
software applications or apps for performing various func-
tions.
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The mobile programmable device 1504 comprises a
native operating system 1506 and various apps (e.g., app
1508 and app 1510). The mobile programmable device 1504
also comprises an unclonable bit array 1512. A computer
1514 includes an operating system 13516 that may include
one or more library of native routines to run executable
software on that device. The computer 1514 also includes
various executable applications (e.g., application 1518 and
application 1520), and an unclonable bit array 1522. The
mobile programmable device 1504 and computer 1514 are
configured as clients on the network 1502. A server 1524 1s
also provided and includes an operating system 1526 with
native routines specific to providing a service (€.g., service
1528 and service 1530) available to the networked clients 1n
this configuration. The server 1524 also comprises an
unclonable bit array 1532.

In one embodiment, the unclonable bit array 1512 and the
unclonable bit array 1522 are utilized to generate key values
utilized to authenticate/authorize the mobile programmable
device 1504 and computer 1514 to utilize services 1530,
1528 of the server 1524. In some embodiments, the key may
also or alternatively be used for encrypted communication
between these devices over the network 1502. The unclon-
able bit array 1532 of the server 1524 may 1n some embodi-
ments be utilized to similar purpose, and/or to authenticate
and/or communicate with other server devices (not
depicted).

A compiler 1s typically used to transform source code 1nto
object code and thereafter a linker combines object code
files 1nto an executable application, recognized by those
skilled 1n the art as an “executable”. The distinct file
comprising the executable would then be available for use
by the computer 1514, mobile programmable device 1504,
and/or server 1524. Any of these devices may employ a
loader to place the executable and any associated library 1n
memory for execution. The operating system executes the
program by passing control to the loaded program code,
creating a task or process. An alternate means of executing
an application or app 1mvolves the use of an interpreter (e.g.,
interpreter 1534).

In addition to executing applications (“apps™) and ser-
vices, the operating system 1s also typically employed to
execute drivers to perform common tasks such as connecting
to third-party hardware devices (e.g., printers, displays,
iput devices), storing data, interpreting commands, and
extending the capabilities of applications. For example, a
driver 1536 or driver 1538 on the mobile programmable
device 1504 or computer 1514 (e.g., dniver 1540 and driver
1542) might enable wireless headphones to be used for
audio output(s) and a camera to be used for video 1nputs.
Any of the devices may read and write data from and to files
(c.g., file 1544 or file 1546) and applications or apps may
utilize one or more plug-in (e.g., plug-in 1548) to extend
their capabilities (e.g., to encode or decode video files).

The network 1502 in the computing environment 1500
can be of a type understood by those skilled in the art,
including a Local Area Network (LAN), Wide Area Network
(WAN), Transmission Communication Protocol/Internet
Protocol (TCP/IP) network, and so forth. These protocols
used by the network 1502 dictate the mechanisms by which
data 1s exchanged between devices.

FIG. 16 depicts a diagrammatic representation of a com-
puter system 1600 in the form of a computer system com-
prising one or more bit generating cell array 1602.

Specifically, FIG. 16 depicts a computer system 1600
comprising instructions 1604 (e.g., a program, an applica-
tion, an applet, an app, or other executable code) for causing,
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the computer system 1600 to perform any one or more of the
functions or methods discussed herein. The instructions
1604 configure a general, non-programmed machine into a
particular computer system 1600 programmed to carry out
said functions and/or methods. The bit generating cell array
1602 may be applied, for example, to generate a key to
authenticate or authorize applications, apps, or other execut-
able code to operate on the computer system 1600.

In alternative embodiments, the computer system 1600
operates as a standalone device or may be coupled (e.g.,
networked) to other machines. In a networked deployment,
the computer system 1600 may operate 1n the capacity of a
server machine or a client machine 1n a server-client network
environment, or as a peer machine 1n a peer-to-peer (or
distributed) network environment. The bit generating cell
array 1602 may be applied, for example, to generate a key
for commumnication by the computer system 1600 over a
network.

The computer system 1600 may comprise, but not be
limited to, a server computer, a client computer, a personal
computer (PC), a tablet computer, a laptop computer, a
netbook, a set-top box (STB), a PDA, an entertainment
media system, a cellular telephone, a smart phone, a mobile
device, a wearable device (e.g., a smart watch), a smart
home device (e.g., a smart appliance), other smart devices,
a web appliance, a network router, a network switch, a
network bridge, or any machine capable of executing the
instructions 1604, sequentially or otherwise, that specity
actions to be taken by the computer system 1600. Further,
while only a single computer system 1600 1s depicted, the
term “machine” shall also be taken to include a collection of
machines that individually or jointly execute the instructions
1604 to perform any one or more of the methodologies or
subsets thereof discussed herein.

The computer system 1600 may include processors 1606,
memory 1608, and I/O components 1610, which may be
configured to commumnicate with each other such as via one
or more bus 1612. In an example embodiment, the proces-
sors 1606 (e.g., a Central Processing Unit (CPU), a Reduced
Instruction Set Computing (RISC) processor, a Graphics
Processing Unit (GPU), a Complex Instruction Set Comput-
ing (CISC) processor, a Graphics Processing Unit (GPU), a
Digital Signal Processor (DSP), an ASIC, a Radio-Fre-
quency Integrated Circuit (RFIC), another processor, or any
suitable combination thereol) may include, for example, one
or more processor (e.g., processor 1614 and processor 1616)
to execute the mstructions 1604. The term “processor” 1s
intended to include multi-core processors that may comprise
two or more independent processors (sometimes referred to
as “cores”) that may execute instructions contemporane-
ously. Although FIG. 16 depicts multiple processors 1606,
the computer system 1600 may include a single processor
with a single core, a single processor with multiple cores
(e.g., a multi-core processor), multiple processors with a
single core, multiple processors with multiples cores, or any
combination thereof.

Although the bit generating cell array 1602 1s depicted as
being part of one or more of the processors 1606, 1n general
it may be utilized 1n any component, such as a motherboard
or 1n one of the I/O components 1610.

The memory 1608 may include one or more of a main
memory 1618, a static memory 1620, and a storage umit
1622, cach accessible to the processors 1606 such as via the
bus 1612. The main memory 1618, the static memory 1620,
and storage unit 1622 may be utilized, individually or in
combination, to store the mstructions 1604 embodying any
one or more ol the functionality described herein. The
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instructions 1604 may reside, completely or partially, within
the main memory 1618, within the static memory 1620,
within a machine-readable medium 1624 within the storage
unit 1622, within at least one of the processors 1606 (e.g.,
within the processor’s cache memory), or any suitable
combination thereol, during execution thereol by the com-
puter system 1600.

The I/O components 1610 may 1nclude a wide variety of
components to receive input, provide output, produce out-
put, transmit information, exchange information, capture
measurements, and so on. The specific I/O components 1610
that are included 1n a particular machine will depend on the
type of machine. For example, portable machines such as
mobile phones will likely include a touch mput device or
other such 1input mechanisms, while a headless server
machine will likely not include such a touch mput device. It
will be appreciated that the I/O components 1610 may
include many other components that are not shown 1n FIG.
16. The I/O components 1610 are grouped according to
functionality merely for simplitying the following discus-
sion and the grouping 1s 1 no way limiting. In various
example embodiments, the 'O components 1610 may
include output components 1626 and mmput components
1628. The output components 1626 may include visual
components (e.g., a display such as a plasma display panel
(PDP), a light emitting diode (LED) display, a liquid crystal
display (LCD), a projector, or a cathode ray tube (CRT)),
acoustic components (e.g., speakers), haptic components
(e.g., a vibratory motor, resistance mechanisms), other sig-
nal generators, and so forth. The mput components 1628
may 1nclude alphanumeric mput components (e.g., a key-
board, a touch screen configured to receive alphanumeric
input, a photo-optical keyboard, or other alphanumeric input
components), point-based input components (€.g., a mouse,
a touchpad, a trackball, a joystick, a motion sensor, or
another pointing instrument), tactile mput components (e.g.,
a physical button, a touch screen that provides location
and/or force of touches or touch gestures, or other tactile
input components), audio input components (e.g., a micro-
phone), one or more cameras for capturing still 1images and
video, and the like.

In further example embodiments, the I/O components
1610 may include biometric components 1630, motion
components 1632, environmental components 1634, or posi-
tion components 1636, among a wide array of possibilities.
For example, the biometric components 1630 may include
components to detect expressions (e.g., hand expressions,
facial expressions, vocal expressions, body gestures, or eye
tracking), measure bio-signals (e.g., blood pressure, heart
rate, body temperature, perspiration, or brain waves), 1den-
tify a person (e.g., voice identification, retinal identification,
tacial identification, fingerprint identification, or electroen-
cephalogram-based 1dentification), and the like. The motion
components 1632 may include acceleration sensor compo-
nents (e.g., accelerometer), gravitation sensor components,
rotation sensor components (e.g., gyroscope), and so forth.
The environmental components 1634 may include, for
example, 1llumination sensor components (e.g., photom-
cter), temperature sensor components (€.g2., one or more
thermometers that detect ambient temperature), humidity
sensor components, pressure sensor components (e.g.,
barometer), acoustic sensor components (€.g., one or more
microphones that detect background noise), proximity sen-
sor components (e.g., mfrared sensors that detect nearby
objects), gas sensors (€.g., gas detection sensors to detection
concentrations of hazardous gases for safety or to measure
pollutants 1n the atmosphere), or other components that may

10

15

20

25

30

35

40

45

50

55

60

65

12

provide indications, measurements, or signals corresponding
to a surrounding physical environment. The position com-
ponents 1636 may include location sensor components (e.g.,
a GPS receirver component), altitude sensor components
(e.g., altimeters or barometers that detect air pressure from
which altitude may be derived), onientation sensor compo-
nents (e.g., magnetometers), and the like.

Communication may be implemented using a wide vari-
ety of technologies. The I/O components 1610 may include
communication components 1638 operable to couple the
computer system 1600 to a network 1640 or devices 1642
via a coupling 1644 and a coupling 1646, respectively. For
example, the communication components 1638 may include
a network interface component or another suitable device to
interface with the network 1640. In further examples, the
communication components 1638 may include wired com-
munication components, wireless communication compo-
nents, cellular communication components, Near Field
Communication (NFC) components, Bluetooth® compo-
nents (e.g., Bluetooth® Low Energy), WiFi® components,
and other communication components to provide commu-
nication via other modalities. The devices 1642 may be
another machine or any of a wide variety of peripheral
devices (e.g., a peripheral device coupled via a USB).

Moreover, the communication components 1638 may
detect i1dentifiers or include components operable to detect
identifiers. For example, the communication components
1638 may include Radio Frequency Identification (RFID)
tag reader components, NFC smart tag detection compo-
nents, optical reader components (e.g., an optical sensor to
detect one-dimensional bar codes such as Universal Product
Code (UPC) bar code, multi-dimensional bar codes such as
Quick Response (QR) code, Aztec code, Data Matrix, Data-
glyph, MaxiCode, PDF417, Ultra Code, UCC RSS-2D bar
code, and other optical codes), or acoustic detection com-
ponents (e.g., microphones to 1dentily tagged audio signals).
In addition, a variety of information may be derived via the
communication components 1638, such as location wvia
Internet Protocol (IP) geolocation, location via Wi-Fi®
signal triangulation, location via detecting an NFC beacon
signal that may indicate a particular location, and so forth.

The various memories (1.e., memory 1608, main memory
1618, static memory 1620, and/or memory of the processors
1606) and/or storage unit 1622 may store one or more sets
of mstructions and data structures (e.g., software) embody-
ing or utilized by any one or more of the methodologies or
functions described herein. These instructions (e.g., the
istructions 1604), when executed by processors 1606,
cause various operations to implement the disclosed
embodiments.

As used herein, the terms “machine-storage medium,”
“device-storage medium,” “‘computer-storage medium”™
mean the same thing and may be used interchangeably in
this disclosure. The terms refer to a single or multiple
storage devices and/or media (e.g., a centralized or distrib-
uted database, and/or associated caches and servers) that
store executable instructions and/or data. The terms shall
accordingly be taken to include, but not be limited to,
solid-state memories, and optical and magnetic media,
including memory internal or external to processors and
internal or external to computer systems. Specific examples
of machine-storage media, computer-storage media and/or
device-storage media include non-volatile memory, includ-
ing by way of example semiconductor memory devices, e.g.,
erasable programmable read-only memory (EPROM), elec-
trically erasable programmable read-only memory (EE-
PROM), FPGA, and flash memory devices; magnetic disks
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such as internal hard disks and removable disks; magneto-
optical disks; and CD-ROM and DVD-ROM disks. The
terms “machine-storage media,” “computer-storage media,”
and “device-storage media” specifically exclude carrier
waves, modulated data signals, and other such intangible
media, at least some of which are covered under the term
“signal medium” discussed below.

Some aspects of the described subject matter may 1n some
embodiments be implemented as computer code or machine-
useable 1nstructions, including computer-executable mnstruc-
tions such as program modules, being executed by a com-
puter or other machine, such as a personal data assistant or
other handheld device. Generally, program modules includ-
Ing routines, programs, objects, components, data structures,
etc., refer to code that perform particular tasks or implement
particular data structures in memory. The subject matter of
this application may be practiced 1 a variety of system
configurations, including hand-held devices, consumer elec-
tronics, general-purpose computers, more specialty comput-
ing devices, etc. The subject matter may also be practiced 1n
distributed computing environments where tasks are per-
tormed by remote-processing devices that are linked through
a communications network.

In various example embodiments, one or more portions of
the network 1640 may be an ad hoc network, an intranet, an
extranet, a VPN, a LAN, a WLAN, a WAN, a WWAN, a
MAN, the Internet, a portion of the Internet, a portion of the
PSTN, a plain old telephone service (POTS) network, a
cellular telephone network, a wireless network, a Wi-Fi®
network, another type of network, or a combination of two
or more such networks. For example, the network 1640 or a
portion of the network 1640 may include a wireless or
cellular network, and the coupling 1644 may be a Code
Division Multiple Access (CDMA) connection, a Global
System for Mobile communications (GSM) connection, or
another type of cellular or wireless coupling. In this
example, the coupling 1644 may implement any of a variety
of types of data transier technology, such as Single Carrier

Radio Transmission Technology (1xRTT), Evolution-Data
Optimized (EVDO) technology, General Packet Radio Ser-

vice (GPRS) technology, Enhanced Data rates for GSM
Evolution (EDGE) technology, third Generation Partnership
Project (3GPP) including 3G, fourth generation wireless
(4G) networks, Universal Mobile Telecommunications Sys-
tem (UMTS), High Speed Packet Access (HSPA), World-
wide Interoperability for Microwave Access (WiIMAX),
Long Term Evolution (LTE) standard, others defined by
various standard-setting organizations, other long range pro-
tocols, or other data transier technology.

The instructions 1604 and/or data generated by or
received and processed by the instructions 1604 may be
transmitted or received over the network 1640 using a
transmission medium via a network interface device (e.g., a
network interface component included in the communica-
tion components 1638) and utilizing any one of a number of
well-known transter protocols (e.g., hypertext transier pro-
tocol (HT'TP)). Similarly, the instructions 1604 may be
transmitted or recerved using a transmission medium via the
coupling 1646 (¢.g., a peer-to-peer coupling) to the devices
1642. The terms ‘“‘transmission medium” and “signal
medium” mean the same thing and may be used interchange-
ably 1n this disclosure. The terms “transmission medium”™
and “signal medium” shall be taken to include any intangible
medium that 1s capable of storing, encoding, or carrying the
instructions 1604 for execution by the computer system
1600, and/or data generated by execution of the instructions
1604, and/or data to be operated on during execution of the
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instructions 1604, and includes digital or analog communi-
cations signals or other intangible media to facilitate com-

munication of such software. Hence, the terms “transmission
medium™ and “signal medium” shall be taken to include any
form of modulated data signal, carrier wave, and so forth.
The term “modulated data signal” means a signal that has
one or more of 1ts characteristics set or changed 1n such a
matter as to encode information in the signal.
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Various functional operations described herein may be
implemented 1n logic that 1s referred to using a noun or noun
phrase retlecting said operation or function. For example, an
association operation may be carried out by an “associator”
or “correlator”. Likewise, switching may be carried out by
a “switch”, selection by a “selector”, and so on. “Logic”
refers to machine memory circuits and non-transitory
machine readable media comprising machine-executable
instructions (soitware and firmware), and/or circuitry (hard-
ware) which by way of its material and/or material-energy
configuration comprises control and/or procedural signals,
and/or settings and values (such as resistance, impedance,
capacitance, inductance, current/voltage ratings, etc.), that
may be applied to influence the operation of a device.
Magnetic media, electronic circuits, electrical and optical
memory (both volatile and nonvolatile), and firmware are
examples of logic. Logic specifically excludes pure signals
or software per se¢ (however does not exclude machine
memories comprising software and thereby forming con-
figurations of matter).

Within this disclosure, diflerent entities (which may vari-
ously be referred to as “units,” “circuits,” other components,
etc.) may be described or claimed as “configured” to per-
form one or more tasks or operations. This formulation—
|entity] configured to [perform one or more tasks]—is used
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herein to refer to structure (1.e., something physical, such as
an electronic circuit). More specifically, this formulation 1s
used to indicate that this structure 1s arranged to perform the
one or more tasks during operation. A structure can be said
to be “configured to” perform some task even 1f the structure
1s not currently being operated. A “credit distribution circuit
configured to distribute credits to a plurality of processor
cores’ 1s mntended to cover, for example, an integrated circuit
that has circuitry that performs this function during opera-
tion, even if the mtegrated circuit 1n question 1s not currently
being used (e.g., a power supply 1s not connected to 1t).
Thus, an entity described or recited as “configured to”
perform some task refers to something physical, such as a
device, circuit, memory storing program instructions execut-
able to implement the task, etc. This phrase 1s not used
herein to refer to something intangible.

The term “configured to” 1s not mntended to mean “con-
figurable to.” An unprogrammed FPGA, for example, would
not be considered to be “configured to” perform some
specific function, although 1t may be “configurable to”
perform that function after programming.

Reciting 1n the appended claims that a structure 1s “con-
figured to” perform one or more tasks 1s expressly intended
not to mvoke 35 U.S.C. § 112(1) for that claim element.
Accordingly, claims 1n this application that do not otherwise
include the “means for” [performing a function] construct
should not be interpreted under 35 U.S.C § 112(1).

As used herein, the term ‘“‘based on” 1s used to describe
one or more factors that affect a determination. This term
does not foreclose the possibility that additional factors may
allect the determination. That 1s, a determination may be
solely based on specified factors or based on the specified
factors as well as other, unspecified factors. Consider the
phrase “determine A based on B.” This phrase specifies that
B 1s a factor that 1s used to determine A or that affects the
determination of A. This phrase does not foreclose that the
determination of A may also be based on some other factor,
such as C. This phrase 1s also intended to cover an embodi-
ment 1n which A 1s determined based solely on B. As used
herein, the phrase “based on 1s synonymous with the phrase
“based at least 1n part on.”

As used herein, the phrase “in response to” describes one
or more factors that trigger an eflect. This phrase does not
foreclose the possibility that additional factors may atiect or
otherwise trigger the effect. That 1s, an effect may be solely
in response to those factors, or may be in response to the
specified factors as well as other, unspecified factors. Con-
sider the phrase “perform A 1n response to B.” This phrase
specifies that B 1s a factor that triggers the performance of
A. This phrase does not foreclose that performing A may
also be 1n response to some other factor, such as C. This
phrase 1s also itended to cover an embodiment in which A
1s performed solely 1n response to B.

As used herein, the terms “first,” “second,” etc. are used
as labels for nouns that they precede, and do not imply any
type of ordering (e.g., spatial, temporal, logical, etc.), unless
stated otherwise. For example, 1n a register file having eight
registers, the terms “first register” and “second register’” can
be used to refer to any two of the eight registers, and not, for
example, just logical registers O and 1.

When used in the claims, the term “or” i1s used as an
inclusive or and not as an exclusive or. For example, the
phrase “at least one of X, y, or z” means any one of X, y, and
z, as well as any combination thereof.

As used herein, a recitation of “and/or” with respect to
two or more elements should be interpreted to mean only
one element, or a combination of elements. For example,
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“element A, element B, and/or element C” may include only
clement A, only element B, only element C, element A and
element B, element A and element C, element B and element
C, or elements A, B, and C. In addition, “at least one of
clement A or element B” may include at least one of element
A, at least one of element B, or at least one of element A and
at least one of element B. Further, “at least one of element
A and element B” may include at least one of element A, at
least one of element B, or at least one of element A and at
least one of element B.

The subject matter of the present disclosure 1s described
with specificity herein to meet statutory requirements. How-
ever, the description itself 1s not intended to limait the scope
of this disclosure. Rather, the imnventors have contemplated
that the claimed subject matter might also be embodied in
other ways, to include different steps or combinations of
steps similar to the ones described in this document, 1n
conjunction with other present or future technologies. More-
over, although the terms “step” and/or “block™” may be used
herein to connote diflerent elements of methods employed,
the terms should not be interpreted as implying any particu-
lar order among or between various steps herein disclosed
unless and except when the order of individual steps i1s
explicitly described.

Having thus described illustrative embodiments 1n detail,
it will be apparent that modifications and variations are
possible without departing from the scope of the mmvention
as claimed. The scope of inventive subject matter 1s not
limited to the depicted embodiments but 1s rather set forth 1n
the following Claims.

What 1s claimed 1s:

1. A circuit comprising:

a plurality of bit generating cells;

at least one characterization circuit coupled to influence

outputs of the bit generating cells, the characterization

circuit comprising:

a first inverter:

a second 1nverter;

at least one pass-gate circuit coupled between the first
inverter and the second inverter;

logic to select and apply, based on varying an input and
a bias of the first inverter, the outputs of a subset less
than all of the bit generating cells.

2. The circuit of claim 1, wherein the circuit comprises an
unclonable cell array.

3. The circuit of claim 2, the unclonable cell array
configured to generate an encryption key.

4. The circuit of claim 1, wherein at least one of the bt
generating cells comprises a plurality of stages, each stage
comprising more inverters arranged in parallel than an
immediately preceding stage.

5. The circuit of claim 4, further comprising at least one
stage ol iverters arranged 1n series.
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6. The circuit of claim 1, wherein an output of the second
iverter 1s coupled to an mput of the second inverter.

7. The circuit of claim 1, wherein the at least one pass-gate
circuit comprises a plurality of pass-gate circuits arranged 1n
parallel.

8. The circuit of claim 7, the plurality of pass-gate circuits
configured to receive a control code.

9. An encryption key generating circuit comprising:

an unclonable cell array;

at least one characterization circuit to vary mputs to bit

generating cells 1 the unclonable cell array;

the characterization circuit comprising a series arrange-

ment of a first inverter, a second inverter, and a resis-
tance coupled between the first inverter and the second
inverter; and

logic to configure a subset of the bit generating cells to

generate the encryption key based on results of oper-
ating the characterization circuit.

10. The encryption key generating circuit of claim 9,
wherein the resistance comprises at least one pass-gate
circuit.

11. The encryption key generating circuit of claim 10,
wherein the resistance comprises a plurality of pass-gate
circuits arranged 1n parallel.

12. The encryption key generating circuit of claim 11,
wherein the plurality of pass-gate circuits are configured to
receive a digital control code to control the resistance value.

13. The encryption key generating circuit of claim 9,
wherein at least some of the bit generating cells comprise a
plurality of stages, each of the stages comprising mverters
arranged 1n parallel.

14. The encryption key generating circuit of claim 13,
wherein the fanout increases between each of the stages.

15. A method comprising:

operating at least one characterization circuit to introduce

changes to outputs of a plurality of bit generating cells;
varying a resistance ol the characterization circuit to
introduce the changes; and

selecting a subset less than all of the bit generating cells

as a key value based the changes to the outputs.

16. The method of claim 15, further comprising varying
an mput and a bias signal of the characterization circuit to
introduce the changes.

17. The method of claim 15, further comprising applying
the key value as a master key to authenticate a software
application.

18. The method of claim 15, further comprising applying
the key value to perform encryption.

19. The method of claim 15, further comprising arranging
the bit generating cells into an unclonable cell array.
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