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display; and a hinge to enable the first display to rotate
relative to the second display between an open position and
a closed position. At least a portion of the second display 1s
capable of being visible when the first display is rotated
about the hinge to the closed position. The portion of the
second display 1s multiple times longer 1n a third direction

than 1n a fourth direction perpendicular to the third direction,
the third direction extending parallel to an axis of rotation of
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METHODS AND APPARATUS TO OPERATE
CLOSED-LID PORTABLE COMPUTERS

RELATED APPLICATION(S)

This patent arises from a continuation of U.S. patent
application Ser. No. 16/421,217, which was filed on May 23,
2019. U.S. patent application Ser. No. 16/421,217 1s 1ncor-

porated herein by reference 1n 1ts entirety. Priority to U.S.
patent application Ser. No. 16/421,217 1s claimed.

FIELD OF THE DISCLOSURE

This disclosure relates generally to computing, and, more
particularly, to methods and apparatus to operate closed-lid
portable computers.

BACKGROUND

Housings for laptop computers typically include a base
portion that 1s rotationally coupled to a lid portion. The base
portion of a laptop usually includes a keyboard that faces a
display screen in the lid portion when the lid 1s closed
against the base portion. Typically, laptop computers either
shut down or go to an 1dle state when the lid 1s closed.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates an example portable computer con-
structed 1n accordance with teachings disclosed herein.

FIG. 2 illustrates the example portable computer of FIG.
1 with the Iid 1n a closed position.

FIGS. 3 and 4 1llustrate example secondary user interfaces
rendered on the example secondary display of the example
portable computer of FIGS. 1 and 2.

FIG. 5 1s a block diagram 1llustrating an example imple-
mentation of the example portable computers of FIGS. 1 and
2.

FIGS. 6-11 1llustrate example secondary user interfaces
that may be rendered on the example secondary display as
a user 1nteracts with the example portable computer of FIGS.
1. 2, and/or 5.

FIGS. 12A, 12B, and 13-18 are tlowcharts representative
of example machine readable instructions which may be
executed to implement the example portable computer of
FIGS. 1, 2, and/or 5.

FIG. 19 1s a block diagram of an example processing
platform structured to execute the instructions of FIGS. 12A,
12B, and 13-18 to implement example portable computer of

FIGS. 1, 2, and/or 5.

The figures are not to scale. In general, the same reference
numbers will be used throughout the drawing(s) and accom-
panying written description to refer to the same or like parts.

Descriptors “first,” “second,” “third,” etc. are used herein
when 1dentifying multiple elements or components which
may be referred to separately. Unless otherwise specified or
understood based on their context of use, such descriptors
are not intended to impute any meaning of priority, physical
order or arrangement 1n a list, or ordering 1n time but are
merely used as labels for referring to multiple elements or
components separately for ease ol understanding the dis-
closed examples. In some examples, the descriptor “first”
may be used to refer to an element in the detailed descrip-
tion, while the same element may be referred to 1n a claim
with a different descriptor such as “second” or “third.” In
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2

such 1nstances, 1t should be understood that such descriptors
are used merely for ease of referencing multiple elements or

components.

DETAILED DESCRIPTION

Many laptops and other similar portable computers today
can provide virtually the same functionality as a desktop
computer with the added feature of being easily carried by
a user. The portability of a laptop and other clamshell
devices 1s at least partially achieved in the design of the
device housing that collapses on itself to reduce 1ts size
while protecting and/or concealing the display screen, key-
board, touchpad, and/or other components. More particular,
the lid of such a portable computing device typically con-
tains a display screen that folds down or closes upon a base
of the housing. The base typically contains a keyboard (a
physical keyboard or a virtual (e-ink or touch screen)
keyboard), a touchpad, and/or the processor and/or other
logic circuits to enable operation of the device. Some
portable computing devices include a foldable display
screen that extends across both the base and lid (with the
keyboard and/or touchpad functionality integrated into the
toldable display). While closing the lid of a clamshell device
(e.g., a laptop) improves portability while protecting the user
interface components of the device, many such devices do
not provide any functionality while the I1id 1s closed.

Example portable computers disclosed herein operate
while the lid 1s closed to provide functionality previously
only available when the computers are opened and turned
on. Some examples portable computers disclosed herein
operate 1 a low power or 1dle state when the lid 1s closed to
conserve power. However, 1n some examples, the portable
computer includes one or more sensors that remain active or
turned on when the portable computer 1s 1n the lower power
state with the lid closed. The sensors enable the portable
computer to determine the context of the environment in
which the portable computer 1s located to initiate appropriate
actions that are responsive to the environment. For example,
a human presence sensor on the portable computer may
detect a person 1s approaching the closed computer. Upon
detection of the person, the computer may initiate a user
recognition process to 1dentily or authenticate the person as
an authorized user of the computer. If the person 1s recog-
nized as an authorized user, the computer may wake up and
automatically login the user so the user can immediately
begin using the computer as soon as the lid 1s opened. In
some examples, users may additionally or alternatively be
authenticated based on voice recognmition and/or 1n any other
suitable manner. Further, in some examples, the computer
may automatically open and/or 1nitiate a particular applica-
tion 1 response to detecting an indication of the user
intended to access content associated with the particular
application. Thus, examples disclosed herein enhance the
user experience by enabling a portable computer to deter-
mine the context of 1ts environment and to respond accord-
ingly to provide a more seamless experience as a user seeks
to open a closed portable computer (e.g., which may be 1n
a sleep state) to begin using the device.

Further, 1n some examples, the portable computer may
include a secondary display that i1s visible when the com-
puter 1s closed (e.g., when a primary or main display 1s not
visible). In some such examples, the secondary display may
provide a graphical user interface containing user specific
information that the user can access and/or interact without
having to open the computer. In some examples, the active
operation of the secondary display 1s associated with an
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intermediate power state that consumes more power than
when the computer 1s 1n an 1dle or sleep state but less power
than when the computer 1s open with full functionality
provided via the primary display. In some examples, power
consumption 1s reduced relative to the full power state by
implementing operations associated with the secondary dis-
play via a secondary, low power processor that 1s separate
from a main processor used when the computer 1s fully
turned on. In some examples, interactions with the second-
ary display may trigger the operation of functionality asso-
ciated with the primary display to provide users with a
seamless experience as they initially interact with the com-
puter with a closed lid (via the secondary display) and then
transition to a full power state with the lid opened. Similarly,
in some examples, functionally provided via the primary
display may continue to be available via the secondary
display event after the computer 1s closed so that the primary
display 1s no longer turned on.

FIG. 1 illustrates an example portable computer 100
constructed in accordance with teachings disclosed herein.
In this example, the portable computer 100 1s a laptop. In
other examples, the portable computer 100 may correspond
to different types of clamshell computing devices. The
example portable computer 100 mncludes a housing 102 that
includes a base 104 and a top or Iid 106. As shown 1n the
illustrated example, the base 104 of the portable computer
includes a keyboard 108 and a touchpad 110. The lid 106
includes a primary display screen 114 (or primary display
tor short). In the 1llustrated example, the base 104 and the I1id
106 are connected via a hinge 112 to enable the 1id 106 to
rotate relative the base 104 between an open position (as
shown 1n FIG. 1), and a closed position (as shown in FIG.
2). In some examples, the hinge 112 1s constructed to open
automatically without a user having to manually move the
lid 106 from the closed position to the open position.
Additionally or alternatively, 1n some examples, the hinge
112 1s constructed to close automatically without a user
having to manually move the lid 106 to the closed position.

For purposes of explanation, the primary display 114 in
the 1id 106 of the example portable computer 100 1s referred
to heremn as a primary display to distinguish the primary
display 114 from a secondary display screen 116 (or sec-
ondary display for short) that 1s also included on the portable
computer 100. In this example, the secondary display 116 1s
an extension of the touchpad 110 that extends along a front
edge 118 of the base 104 distal to the hinge 112. In the
illustrated example, the secondary display 116 1s positioned
so as to be visible even when the lid 106 1s closed as shown
in FI1G. 2. As used herein, reference to the portable computer
100 being closed and the 1id 106 being closed are intended
to convey the same thing, which 1s that the 1id 106 1s rotated
about the hinge 112 to position a distal edge 120 of the Iid
106 (top edge as viewed 1n FIG. 1) adjacent a distal edge of
the base 104 (e.g., the front edge as viewed m FIG. 1) with
the primary display 114 facing the base 104 in a generally
parallel and/or face-to-face arrangement (although space
between the base and the display 1s present in some
examples). In some examples, the lid 106 1s substantially
parallel to the base 104 when 1n the closed position.

Although the secondary display 116 1s shown as an
extension of the touchpad 110, in other examples, the
secondary display 116 may be separate from the touchpad
110. Additionally or alternatively, the secondary display may
be located 1n a position different than what 1s shown 1n FIGS.
1 and 2. For example, the secondary display 116 may be
positioned at a different location on the edge of the housing
102. In some examples, the secondary display 116 may be
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positioned on the Iid 106 (e.g., along the distal edge 120). In
some examples, the secondary display 116 1s located 1n a
position that 1s visible to a user facing the front of the
portable computer 100 regardless of whether the portable
computer 100 1s opened or closed.

As shown 1n FIGS. 1 and 2, the example portable com-
puter 100 includes a user facing camera 122 positioned on
an inside surface of the lid 106 so as to face in a same
direction as the primary display 114. Additionally, the
example portable computer 100 includes a world facing
camera 124 positioned on an outside surface of the lid 106
so as to face 1n the opposite direction to the primary display
114. In some examples, the user facing camera 122 and the
world facing camera 124 are positioned at correspond loca-
tions on opposite sides of the lid 106. In some examples, the
user facing camera 122 and the world facing camera 124
include panamorphic lenses to enable the capture of ultra
wide-angle 1mages (e.g., panoramic or hemispherical
images). In some examples, the panamorphic lenses have a
field of view of at least 180 degrees as measured within a
plane extending substantially perpendicular to the lid 106
with a 360 degree rotational view as measured 1n a plane
substantially parallel to the 1id 106. As a result, when the lid
106 1s open and both cameras 122, 124 are turned on, 1t 1s
possible to capture a 360 degree 1image of the surrounding
environment 1n all directions (e.g., on both sides of the lid
106). Further, when the portable computer 100 1s resting on
a substantially flat surface with the lid 106 closed, the world
facing camera 124 may be able to capture a 360 degree
image of the surrounding environment (at least for areas
above a plane defined by the outer surface of the lid 106).
Accordingly, 1n some examples, the world facing camera
124 1s able to monitor the environment surrounding the
portable computer 100 when closed to determine a context
that can be used as the basis to perform particular operations.
In some examples, the portable computer 100 implements
facial recogmition procedures to uniquely 1dentity a person
detected 1n the vicimity of the computer to confirm or
authenticate the person as an authorized user of the com-
puter. In some such examples, once a user 1s authenticated
in this manner, the computer may log the user into the
computer and/or perform other suitable actions based on the
authentication. Thus, users may be authenticated and logged
into their computers before they have lifted the lid to their
portable computers to begin using the devices (i.e., they may
be authenticated while the lid 1s closed).

In some examples, the portable computer 100 includes
light indicators 126 (e.g., LEDs) that turn on to indicate
when a corresponding one of the cameras 122, 124 1s on and
capturing 1image data. As shown 1n the illustrated example,
there are two light indicators 126 adjacent each of the
cameras 122, 124 to indicate the active status of both
cameras 122, 124. In other examples, only a single light
indicator 126 1s positioned adjacent each camera 122, 124 to
indicate the status of the adjacent camera. In some examples,
the light indicators 126 are positioned at a different location
relative to the cameras 122, 124 (e.g., on the base 104 of the
portable computer 100). In some examples, the light indi-
cators 126 are omitted.

In some examples, the portable computer includes other
sensors that may be used to monitor aspects of the environ-
ment surrounding the portable computer 100 while the
computer 1s closed (or open). For instance, i some
examples, the portable computer 100 may include one or
more human presence sensors 128 (e.g., a motion sensor) to
detect the presence of a person 1n the vicinity of the portable
computer 100. In some examples, activation of the world
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facing camera 124 when the portable computer 100 1s closed
1s triggered by the human presence sensor 128 detecting a
person (or at least some movement that may be caused by a
person). Whether a person caused the movement (and
whether the person 1s recognizable as an authorized user)
can be verified based on 1mage analysis of data captured by
the camera 124). Thus, in some examples, the world facing
camera 124 1s not always on when the computer 1s 1n a low
powered 1dle state unless triggered by the human presence
sensor 128, thereby reducing power consumption in the low
powered state. In other examples, the world facing camera
124 may always be turned on (unless configured by the user
to be off). In some examples, the one or more human
presence sensors 128 may be positioned to detect movement
(e.g., people) 1n all direction. In other examples, the one or
more human presence sensors 128 may be limited to moni-
toring an area 1n iront of the portable computer 100 so as to
avoid false positives triggering the world facing camera 124
(or other functionality) when detecting movement behind
the portable computer 100.

In the illustrated example, the portable computer 100
includes one or more microphones 130 to detect sounds 1n
the environment surrounding the portable computer 100. In
some examples, different microphones 130 are located adja-
cent each of the cameras 122, 124 on either side of the lid
to enable audio momitoring whether the lid 106 1s opened or
closed. Additionally or alternatively, one or more micro-
phones 130 may be placed at different locations (e.g., the
front edge 118 of the base 104) to capture sounds regardless
of the position of the lid 106. In some examples, the audio
data captured by the microphones may be used as a separate
technique to authenticate and log a user into a portable
computer 100 while the computer 1s closed. More particu-
larly, 1n some examples, the portable computer 100 may use
voice recognition procedures to recognize a particular voice
command stated by a nearby user. In some examples, the
microphones 130 may be triggered by the human presence
sensor 128. In other examples, the microphones 130 may
operate independent of the human presence sensor 128 to
capture voice commands ol people that are beyond the
reliable range of the human presence sensor 128.

The example computer includes one or more speakers 132
to provide audible outputs to a user. In some examples, the
speakers 132 are positioned on an exterior surface of the
portable computer 100 (e.g., the front edge 118 of the base
104) so that sound produced by the speakers can be heard by
users regardless of whether the 1id 106 1s opened or closed.
In some examples, the portable computer 100 may 1nclude
additional (e.g., larger) speakers that are covered by the Iid
106 when the computer 100 1s closed. Such speakers may
only be operational when the portable computer 100 1s open.

As mentioned above, the example portable computer 100
includes a secondary display 116 that 1s visible when the Iid
106 1s closed. In some examples, the secondary display 116
1s capable of rendering graphical user interface content that
changes based on the circumstances detected by the com-
puter sensors and/or based on user inputs. For instance, the
content rendered via the secondary display 116 may depend
on whether a user 1s logged 1n to the portable computer 100.
In some examples, the content rendered via the secondary
display 116 may depend on how close the user 1s to the
portable computer 100 and/or the position and/or orientation
of the person relative to the portable computer 100. In some
examples, the content rendered via the secondary display
116 may depend on the setting in which the portable
computer 100 1s located (e.g., at home, at work, 1n a public
area, etc.).
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In the illustrated example, the secondary display 116
includes a rendering of a power 1con 134 and a battery power
icon 136. In the 1illustrated example, the secondary display
116 1s touch sensitive so that a user may interact with the
display. In some examples, the touch sensor for the second-
ary display 116 1s the same as the touch sensor for the
touchpad 110. In other examples, user mputs detected by
secondary display 116 may be accomplished independent of
the sensor system of the touchpad 110.

In some examples, the 1cons and/or other content rendered
via the secondary display 116 are associated with particular
operations that are invoked when the associated 1cons and/or
content 1s touched by a user. For example, a user may touch
the power icon 134 to turn on or off the secondary display
116. Addltmnally or alternatively, touching the power icon
134 may turn oil the entire portable computer 100. In some
examples, mteractions of a user with the 1cons and/or other
content on the secondary display may result in different
actions by the portable computer 100 depending on the
context in which a user interacts with the secondary display
116. For instance, 1n some examples, a user selecting a
particular icon rendered on the secondary display 116 may
perform one function when the portable computer 100 1s
closed and a different function when the portable computer
100 1s opened and 1n a full power state. In some examples,
user interactions with the secondary display 116 may aflect
content that 1s rendered via the primary display 114. Simi-
larly, user interactions with the primary display 114 (and/or
the associated keyboard 108 or touchpad 110) may aflect
content that 1s (and/or will be) rendered via the secondary
display 116. Further, 1n some examples, content rendered via
cither the primary display 114 and/or the secondary display
116 may be controlled using voice commands without a user
physically touching the secondary display 116 or any other
component of the portable computer 100.

In some examples, the content rendered via the secondary
display and/or functionality associated with such content
(e.g., when selected by a user) may depend on whether the
user has been authenticated and/or logged into the computer.
As mentioned above, 1n some examples, a user may be
logged 1n automatically based on facial and/or voice recog-
nition. In some examples, when a user has not been authen-
ticated or logged in, the secondary display 116 renders a
generic secondary user interface 300 (e.g., displaying the
time, date, and power 1con 134) as shown in the 1llustrated
example of FIG. 3. By contrast, when a user has been
authenticated, a personalized secondary user interface 400
(e.g., displaying a user specific message 402 and/or other
personalized mnformation including one or more other 1cons)
may be rendered via the secondary display as shown in the
illustrated example of FIG. 4. As used herein, the term
“secondary user interface” refers to rendered content and
associated user-interactive functionality provided via the
secondary display 116 to distinguish such from a “primary
user interface™ that corresponds to rendered content and
associated user-interactive functionality provided via the
primary display 114.

As shown 1n the illustrated examples of FIGS. 3 and 4,
both the generic and personalized secondary user interfaces
300, 400 1nclude the power icon 134 and the battery power
icon 136. However, 1n some examples, only an authorized
user may be able to turn off the secondary display 116 by
selecting the power 1con. By contrast, if an unauthorized
(e.g., unauthenticated) user selects the power 1con 134, the
secondary display 116 may prompt the user to provide
authentication imnformation (e.g., request the user hold still
while the world facing camera 124 captures an image for
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facial recognition purposes, request the user to repeat a
statement used for voice recognition, etc.).

Both the generic and personalized secondary user inter-
faces 300, 400 of FIGS. 3 and 4 also include a camera 1con
302 and a microphone icon 304. In some examples, the
camera icon 302 indicates when the world facing camera
124 and/or the user facing camera 122 1s turned on to capture
image data. Similarly, the microphone i1con 304 indicates
whether the one or more microphones 130 are turned on to
capture audio data. In some examples, a user may select the
camera icon 302 and/or the microphone 1con 304 to toggle
the corresponding camera or microphone on or off (e.g., to
mute the microphone). In some such examples, the appear-
ance of the 1cons 302, 304 may change 1n appearance (e.g.,
color, brightness, etc.) to indicate when the associated
microphone or camera 1s turned on or turned off. However,
in some examples, only when the user has been authent-
cated and logged 1n 1s this toggling functionality enabled.

The main middle section of the secondary display 116
includes generic information 306 (e.g., time and date) when
the generic secondary user interface 300 1s rendered as
shown 1 FIG. 3. By contrast, as shown 1n the illustrated
example of FIG. 4, where a user has been authenticated and
logged ito the system, the personalized secondary user
interface 400 includes personalized information 402 such as,
for example, an identification or greeting of the user (e.g.,
with the user’s name), and notifications about any pertinent
information such as new emails, upcoming calendar
appointments, etc. Further, in some examples, the secondary
display 116 may render additional icons that the user can
select to obtain more information and/or implement other
actions. For instance, in the illustrated example of FIG. 4,
the personalized secondary user interface 400 includes a
calendar 1con 404 to enable users to access their calendars,
an email icon 406 to enable users to access their emails, and
a music player icon 408 to enable users to access their music.
There may be any other number of 1cons or other content
provided to the user via the secondary display 116. In some
examples, when the user selects on a particular icon asso-
ciated with user-specific information, the user-specific infor-
mation may be displayed via the secondary display 116.
Additionally or alternatively, selecting such information
(e.g., by touching the relevant content via the secondary
display 116 or via a voice command) may trigger the
portable computer 100 to wake up so that the user-specific
information 1s automatically rendered via the primary dis-
play 114 once the portable computer 100 1s opened. Further,
in some examples, selecting such information may trigger to
automatically open and begin rendering the relevant content
via the primary display 114.

FIG. 5 1s a block diagram 1llustrating an example imple-
mentation of the portable computer 100 of FIGS. 1 and 2. In
this example, the portable computer 100 i1ncludes one or
more example sensor(s) 502, one or more example commu-
nications interface(s) 504, an example camera input analyzer
506, an example audio mput analyzer 508, an example
touch-based input analyzer 510, an example login controller
512, an example push notification controller 514, an
example primary display controller 516, an example sec-
ondary display controller 518, an example lid controller 520,
an example system controller 522, and one or more example
database(s) 524.

The example sensor(s) 502 include any sensors that may
be implemented to monitor or detect the circumstances or
context of an environment surrounding the portable com-
puter 100 and/or alternatively to detect or enable interactions
with the portable computer 100 by a user. Thus, for example,
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the sensor(s) 502 include a touch sensor associated with the
secondary display 116 (which may be the same as or
different than a touch sensor associated with the touchpad
110) to detect a user’s interactions with the secondary
display 116. The example sensor(s) 502 include the example
user facing camera 122 and the example world facing
camera 124 to capture images of the user and/or the sur-
rounding environment. The example sensor(s) 502 include
the one or more example microphones 130 to capture audio
(e.g., voice commands) from a user within audible range of
the portable computer 100. The example sensor(s) 502
include the example human presence sensor 128 (e.g., a
motion sensor) to detect motion in the vicinity of the
portable computer 100 that may be indicative of a nearby
person. The example sensor(s) 502 may include any other
suitable sensor devices that collect relevant sensor data that
may be used by the portable computer 100 to determine a
current context. For example, the sensor(s) 502 may include
an accelerometer, a gyroscope, and/or a magnetometer to
determine motion, position, and/or orientation of the por-
table computer 100. As another example, the sensor(s) 502
may include a fingerprint scanner to authenticate users based
on their fingerprints. In some examples, one or more of the
sensor(s) 302 may be powered on to collect sensor data
while the portable computer 100 1s closed and/or otherwise
in a low power or idle state.

The example portable computer 100 of FIG. 5 includes
one or more communication interface(s) 304 to enable the
computer to communicate with other devices 1 a wired or
wireless manner. For 1nstance, 1n some examples, the com-
munication interface(s) 504 includes an Ethernet jack to
cnable the portable computer 100 to be physically wired to
a network. Additionally or alternatively, the communica-
tions interface(s) 304 may include wireless communications
circuitry to communicate with other devices wireless (e.g.,
via Wi-F1, Bluetooth, and/or a mobile telephone network). In
some examples, the portable computer 100 may be con-
nected to a cloud network (e.g., the Internet) via the com-
munications mterface to transmait data to and/or retrieve data
from remote servers that may be used by the portable
computer 100. In some examples, the communications inter-
face 504 may receive push notifications from remote servers
and/or other devices that are subsequently processed and/or
initiate particular actions. For example, push notifications
may correspond to the receipt of new email messages,
incoming conierence calls, a request from a nearby device to
connect with the computer to share a file or other document,
a lile or other document shared by a nearby device desig-
nated as a trusted device for file sharing purposes, etc. In
some examples, one or more of the communication
interface(s) 304 may be powered on to send or receive data
while the portable computer 100 1s closed and 1 a low
power and/or intermediate power state that consumes less
power than when the computer 1s opened and fully active
(c.g., with the primary display 114 turned on to render
content for a user).

The example camera input analyzer 506 of the 1llustrated
example of FIG. 5 processes and/or analyzes image data
captured by the user facing camera 122 and/or the world
facing camera 124. In some examples, the camera put
analyzer 506 1s implemented to authenticate a user of the
portable computer 100 based on a facial recognition analysis
of an 1image of the user’s face. In some examples, this facial
recognition analysis may be performed while the portable
computer 100 1s closed so that a user may be authenticated
and logged into the portable computer 100 before the user
opens (or even touches) the portable computer 100. In some
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examples, the camera input analyzer 506 may transmit
image data to a remote server (e.g., via the communications
interface 504) to perform the facial recognition. In other
examples, the facial recognition may be performed locally
on the portable computer 100 by comparing image data to
reference user authentication data (e.g., reference 1mages of
authorized users) stored in the database(s) 524. In some
examples, the camera input analyzer 506 may implement
other actions on the portable computer 100 based on an
analysis of 1mage data captured by one of the cameras 122,
124. For example, the camera mput analyzer 506 may
determine the context in which the computer 1s located (e.g.,
public versus private setting) to determine whether to dis-
play private information to the authenticated user. In other
examples, the camera input analyzer 506 may monitor
movement of the user for particular gestures (e.g., hand
motions) mtended to control operation of the portable com-
puter 100.

The example audio input analyzer 508 of the illustrated
example of FIG. 5§ processes and/or analyzes audio data
captured by the microphones 130 on the portable computer
100. In some examples, the audio mmput analyzer 508 1s
implemented to authenticate a user of the portable computer
100 based on a voice recognition analysis of captured audio
corresponding to the voice of a user. In some examples, this
voice recognition analysis may be performed while the
portable computer 100 1s closed so that a user may be
authenticated and logged into the portable computer 100
before the user opens (or even touches) the portable com-
puter 100. In some examples, the audio mput analyzer 508
may transmit audio data to a remote server (e.g., via the
communications interface 504) to perform the voice recog-
nition. In other examples, the voice recognition may be
performed locally on the portable computer 100 by com-
paring image data to reference user authentication data (e.g.,
reference 1mages of authorized users) stored in the
database(s) 524. In some examples, the audio input analyzer
508 may analyze audio mput to detect voice commands from
a user to enable the user to interact and/or control the
portable computer 100 without touching the device. As with
the voice recognition, such voice detection may be imple-
mented locally on the computer or accomplished via a
remote server. In some examples, the audio mput analyzer
508 may determine whether a detected voice command 1s to
be implemented based on whether or not the person provid-
ing the command 1s an authorized user (e.g., authenticated
based on voice recognition).

The example touch-based input analyzer 510 of the illus-
trated example of FIG. 5 processes and/or analyzes touch-
based data captured by a touch sensor associated with the
touchpad 110 and/or the secondary display 116. Inasmuch as
the secondary display 116 1s visible and available for user
interaction when the computer lid 106 1s closed, the touch-
based input analyzer 510 may be powered and operating
while the portable computer 100 i1s closed. In some
examples, the touch-based mnput analyzer 510 i1s always
powered when the portable computer 100 1s turned on, even
when the computer 1s 1n a low power or sleep state. In other
examples, the touch-based mnput analyzer 510 may be acti-
vated 1n response to detection of a person in the vicinity of
the portable computer 100 by the human presence sensor
128. In other examples, the touch-based mput analyzer 510
1s activated only after a user has been authenticated (e.g., via
facial recogmition and/or voice recognition).

The example login controller 512 of the illustrated
example of FIG. §, determines when and whether to login or
logout a user on the portable computer 100. In some
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examples, the login controller 512 determines to login a user
alter the user has been authenticated visually by the camera
input analyzer 506 and/or audibly by the audio mnput ana-
lyzer 508. In some examples, 1f not of the sensor(s) 502
detect any activity for a threshold period of time, the login
controller 512 may automatically logout a user current
logged 1n to the portable computer 100. In some examples,
the login controller 512 may be powered or turned on while
the portable computer 100 is still closed to enable a user to
ogin to the portable computer 100 without having to open
the portable computer 100 and wait for the device to boot up.

The example push noftification controller 514 of the
illustrated example of FIG. 5 analyzes and/or controls
responses to push notifications received from remote sources
via the communications interface. For instance, in some
examples, the push noftification controller 514 causes an
audio, visual, and/or haptic signal to be generated to alert a
user of an incoming notification. In some examples, whether
such a notification 1s generated and/or the nature of the
notification (e.g., the amount of detail included with the
notification) may depend on whether a user 1s logged 1n as
determined by the login controller 512. Further, in some
examples, the push notification controller 514 may generate
and/or determine different options a user may select to
respond to an incoming notification. For instance, one option
may be for a user to dismiss the notification and respond
later, a second option may be for a user to provide a quick
reply (e.g., a short preset text message), and a third option
may be for the user to provide a detailed response (e.g.,
immediately answer an incoming conierence call, begin
drafting a reply email, etc.). In some examples, the push
notification controller 514 may be powered or turned on
while the portable computer 100 1s still closed to enable a
user to respond to mcoming push notifications while the
computer 1s closed (e.g., via the secondary display 116).

In the 1llustrated example of FIG. 5, the primary display
controller 516 serves to control the operation of the primary
display 114 and to facilitate the rendering of content (e.g.,
primary user interfaces) wvia the primary display. The
example secondary display controller 518 of FIG. 5 serves
to control the operation of the secondary display 116 and to
facilitate the rendering of content (e.g., secondary user
interfaces) via the secondary display. In some examples, the
primary display controller 516 and the secondary display
controller 518 update the rendering of content on the respec-
tive displays 114, 116 based on outputs of one or more of the
example sensor(s) 502, the example communications inter-
face(s) 504, the example camera input analyzer 506, the
example audio mput analyzer 508, the example touch-based
input analyzer 510, the example login controller 512, and/or
the example push noftification controller 514. In some
examples, the nature of content rendered by the primary
display controller 516 and the secondary display controller
518 depends on whether there 1s an authorized or authenti-
cated user logged into the portable computer 100.

Further, in some examples, content accessed and/or inter-
acted with by a user on one of the displays 114, 116 may
alflect content rendered via the other display. For instance, 1n
some examples, when a user launches an application having
a primary user interface to be rendered via the primary
display 114, the secondary display controller 518 may
automatically launch a corresponding secondary user inter-
face associated with the application to be rendered via the
secondary display 116. As a specific example, a user may
launch a media player via the primary display 114, which
may cause the secondary display controller 518 to render a
secondary user mterface via the secondary display 116 that
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contains control options (e.g., play, pause, skip, backward,
torward, volume controls, etc.) that enable a user to control
the playback of media (e.g., videos, music, etc.) shown 1n an
application user interface rendered on the primary display
114.

In the above examples, user interactions with the primary
display 114 (and the associated primary display controller
516) result 1n changes to the secondary display 116 based on
operations of the secondary display controller 518. Simi-
larly, user interactions with the secondary display 116 (and
the associated secondary display controller 518) may cause
the primary display controller 516 to implement operations
aflecting content rendered via the primary display 114. As a
specific example, the secondary display controller 518 may
render the email 1con 406 shown 1n FIG. 4 when the user has
new emails to read. If the user selects the email icon 406
(either by touching the 1con or through a voice command),
the secondary display controller 518 may render basic
details about the new emails (e.g., sender name, subject line,
ctc.). If the user selects a particular email listed on the
secondary display 116, the primary display controller 516
may 1nitiate or render a primary user interface for an email
application via the primary display 114 for the user to view
the entire email and/or to reply as appropriate.

As described above, while the primary display 114 1s not
visible when the lid 106 of the portable computer 100 1s
closed, the secondary display 116 remains visible. Accord-
ingly, in some examples, the secondary display controller
518 remains powered and/or 1 operation while the com-
puter 1s closed. By contrast, in some examples, the primary
display controller 516 1s powered and/or in operation only
when the lid 106 1s opened. However, in some examples, the
primary display controller 5316 may be turned on or activated
betore the 1id 106 1s opened based on an 1indication of intent
of the user to open the lid 106 to begin accessing content
using the primary display 114. For instance, assume that the
portable computer 100 1s closed in the above example when
the user selects a particular email via the secondary display
116 to view in further detail. In some such examples, the
secondary display controller 518 may communicate the
intent of the user to view the email via the primary display
while the portable computer 100 1s still closed, thereby
causing the secondary display controller 518 to activate and
turn on the primary display 114 to render the email within a
primary user interface associated with a corresponding email
application. Thus, although the primary display controller
516 may be turned on while the computer is closed, 1n some
examples, activation of the primary display controller 516
corresponds with activation of the computer to a full power
(awake) state.

As outlined above, operation of the primary display
controller 516 1s associated with the portable computer 100
being 1 a full power state. By contrast, the secondary
display controller 518 may operate in a lower power state
(e.g., 1dle/sleep state and/or an intermediate power state). In
some examples, to improve (e.g., optimize) the power
consumption of the portable computer 100 1n the different
power states, the primary display controller 516 and the
secondary display controller 518 may be implemented on
different processors including a main processor for use when
the portable computer 100 1s 1n a full power state and a
second low power processor for use when the computer 1s 1n
a lower power state. In some such examples, certain aspects
of functionalities of the other components of the portable
computer 100 shown in FIG. 5 may be implemented by the
main processor while other aspects or functionalities are
implemented by the low power processor.
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The example lid controller 520 of the illustrated example
controls and/or monitors the positional relationship of the Iid
106 and the base 104 of the portable computer 100 about the
hinge 112. More particularly, 1n some examples, the Iid
controller 520 determines when the portable computer 100
1s closed and when the computer 1s closed. In some
examples, opening and closing the portable computer 100
may trigger a transition of the portable computer 100
between diflerent power states, which may aflect the type of
content that 1s rendered via the displays 114, 116 and/or what
displays 114, 116 are used to display content. Further, 1n
some examples, the lid controller 520 1s able to control the
hinge 112 to automatically open the 1id 106 without a person
manually moving the lid 106 open. Additionally or alterna-
tively, in some examples, the lid controller 520 1s able to
control the hinge 112 to automatically close the hid 106
without a person manually moving the lid 106 closed. In
some examples, the automatic opening and/or closing of the
lid 106 1s performed 1n response to user inputs (e.g., via a
voice command, via a touch-based user selection on the
secondary display 116, etc.). In some examples, the hinge
112 1s associated with a spring to automatically open and/or
close the lid 106 in response to the lid controller 520
releasing a latch securing the lid 106 1n closed or open
position. In other examples, the hinge 112 is associated with
a motor to automatically open and/or close the lid 106.

The example system controller 522 of the illustrated
example of FIG. 5 serves to oversee, control and/or facilitate
interactions between different ones of the components of the
portable computer 100 shown 1n FIG. 5 and/or other com-
ponents of the portable computer 100 not represented 1n the
illustrated example.

As mentioned above, the example database(s) 524 may
store user authentication data to enable the camera input
analyzer 506 to recognize a person captured 1n an 1image as
an authorized user and/or to enable the audio mput analyzer
508 to recognize a person as an authorized user based on the
voice of the user. Further, 1n some examples, the database(s)
524 1include a database of voice commands that may be
identified by the audio input analyzer 508 (regardless of
whether the voice 1s recognized as corresponding to a unique
individual) to enable voice detection of commands locally
on the portable computer 100 without the need for trans-
mitting audio data to or otherwise communicating with a
remote server. Further, in some examples, the database(s)
524 store user prelferences pertaining to the operation of the
secondary display 116 and/or the content rendered via the
display 116 both when no authorized user has been recog-
nized and when an authorized user has been recognized.

While an example manner of implementing the example
portable computer 100 of FIGS. 1 and 2 1s illustrated in FIG.
5, one or more of the elements, processes and/or devices
illustrated 1n FIG. 5 may be combined, divided, re-arranged.,
omitted, eliminated and/or implemented 1n any other way.
Further, the example sensor(s) 302, the example communi-
cations interface(s) 504, the example camera 1input analyzer
506, the example audio mput analyzer 508, the example
touch-based 1input analyzer 510, the example login controller
512, the example push notification controller 514, the
example primary display controller 516, the example sec-
ondary display controller 518, the example lid controller
520, the example system controller 522, the example data-
base(s) 524 and/or, more generally, the example portable
computer 100 of FIG. 5 may be implemented by hardware,
soltware, firmware and/or any combination of hardware,
software and/or firmware. Thus, for example, any of the
example sensor(s) 502, the example communications inter-
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tace(s) 504, the example camera mput analyzer 506, the
example audio mput analyzer 508, the example touch-based
input analyzer 510, the example login controller 512, the
example push notification controller 514, the example pri-
mary display controller 516, the example secondary display
controller 518, the example lid controller 520, the example
system controller 522, the example database(s) 524 and/or,
more generally, the example portable computer 100 could be
implemented by one or more analog or digital circuit(s),
logic circuits, programmable processor(s), programmable
controller(s), graphics processing unit(s) (GPU(s)), digital
signal processor(s) (DSP(s)), application specific integrated
circuit(s) (ASIC(s)), programmable logic device(s) (PLD(s))
and/or field programmable logic device(s) (FPLD(s)). When
reading any of the apparatus or system claims of this patent
to cover a purely software and/or firmware 1mplementation,
at least one of the example sensor(s) 302, the example
communications interface(s) 504, the example camera 1nput
analyzer 506, the example audio mput analyzer 508, the
example touch-based input analyzer 510, the example login
controller 512, the example push notification controller 514,
the example primary display controller 5316, the example
secondary display controller 518, the example lid controller
520, the example system controller 522, and/or the example
database(s) 524 1s/are hereby expressly defined to include a
non-transitory computer readable storage device or storage
disk such as a memory, a digital versatile disk (DVD), a
compact disk (CD), a Blu-ray disk, etc. including the sofit-
ware and/or firmware. Further still, the example portable
computer 100 of FIGS. 1 and 2 may include one or more
clements, processes and/or devices 1n addition to, or instead
of, those illustrated 1n FIG. 5, and/or may include more than
one of any or all of the illustrated elements, processes and
devices. As used herein, the phrase “in communication,”
including variations thereof, encompasses direct communi-
cation and/or indirect communication through one or more
intermediary components, and does not require direct physi-
cal (e.g., wired) communication and/or constant communi-
cation, but rather additionally 1ncludes selective communi-
cation at periodic intervals, scheduled intervals, aperiodic
intervals, and/or one-time events.

FIGS. 6-11 illustrate example secondary user interfaces
rendered on the secondary display 116 as a user interacts
with the example portable computer 100 1n different ways.
In particular, FIG. 6 illustrates diflerent secondary user
interfaces rendered via the secondary display 116 at different
stages 602, 604, 606, 608, 610 1n time during a wakeup
sequence for the secondary display 116. In the illustrated
example, the portable computer 100 begins 1n a lower power
idle state with the Iid 106 closed and the secondary display
116 1n an 1dle or sleep state. As such, at the 1imitial stage 602
in the sequence, the secondary display 116 does not include
any content rendered thereon. In this low power 1dle state of
the portable computer 100, the human presence sensor 128
1s monitoring for people in the vicinity of the portable
computer 100. Once the human presence sensor 128 detects
a person, the sequence advances to the second stage 604
where the secondary display 116 1s activated. Further, in this
example, the world facing camera 124 1s activated to capture
an 1mage of the detected person for authentication purposes
(e.g., based on facial recognition). In some examples, the
secondary display 116 displays an indication that the camera
124 1s capturing an image and/or analyzing the captured
image. In some examples, the indication may correspond to
changing an appearance of the camera icon 302 and/or
including an additional i1con and/or animation 612 in the
central region of the secondary display 116. The icon and/or

10

15

20

25

30

35

40

45

50

55

60

65

14

amimation 612 may convey to a user the time period during
which the user may choose to hold still facing the camera to
facilitate the user recognition. The camera mput analyzer
506 then determines whether the detected person can be
recognized as an authorized user. If not, the process moves
to the third stage 606 where a generic secondary user
interface 1s provided (e.g., similar to the secondary user
interface 300 discussed above 1n connection with FIG. 3). If
the person 1s recognized, the process advances to the fourth
stage 608 where the secondary display controller 518 causes
the secondary display 116 to render an acknowledgement
(e.g., a greeting 614 1dentifying the user by name) that the
user was recognized. In some examples, the system control-
ler 522 may additionally cause speakers 132 to provide an
audible greeting and/or other audible notification indicating
the user has been recognized and logged into the portable
computer 100 as an authorized user. Thereafter, at the fifth
stage 610, the secondary display 116 renders a personalized
home screen containing personalized information and/or
icons that enable the user to access personalized informa-
tion. In some examples, the personalized home screen may
be similar to the secondary user interface 400 discussed
above 1n connection with FIG. 4.

FIG. 7 illustrates diflerent secondary user interfaces ren-
dered via the secondary display 116 at diflerent stages 702,
704, 706, 708, 710 1n time associated with responding to a
voice command from a user. As with FIG. 6, all of the stages
702, 704, 706, 708, 710 mn FIG. 7 occur with the 1id 106 of
the portable computer 100 closed. Further, all of the stages
702, 704, 706, 708, 710 1n FIG. 7 may be performed while
the portable computer 100 1s 1n a lower power state (e.g., less
than 1n a full power state). In this example, the first stage 702
corresponds to the secondary display 116 rendering the
personalized home screen indicating that a user has already
been recognized and logged into the system. In some
examples, a voice command may be used to authenticate a
user 1n a similar manner to the process flow for capturing
and analyzing image data discussed above in connection
with FIG. 6. In this example, the microphone 130 1s moni-
toring for a voice assistant trigger word, which, in this
example 1s “computer.” Thus, as the user speaks the trigger
word, a voice assistant (e.g., associated with the audio input
analyzer 508) 1s activated to monitor and detect the rest of
the user’s voice command. In some examples, the secondary
display 116 displays an indication that the voice assistant
(audio 1mput analyzer 508) 1s listeming for a voice command
and/or analyzing audio associated with the command. In
some examples, the indication may correspond to changing
an appearance of the microphone icon 304 and/or including
an additional icon and/or animation 712 1n the central region
of the secondary display 116. In some examples, the icon
and/or ammation 712 of FIG. 7 may be the same as the icon
and/or animation 612 associated with the camera mnput
analyzer 506 capturing and/or analyzing image data as
discussed above 1n FIG. 6.

In this example, the voice command 1s “Computer, when
1s my next meeting?” In some examples, the audio 1nput
analyzer 508 may perform voice recogmtion on the voice
command to confirm that the voice comes from the autho-
rized user before proceeding. In other examples, the process
may proceed without user authentication inasmuch as the
user has already been authenticated and logged into the
portable computer 100. Assuming the user was recognized
and/or the recognition was not performed, the process
advances to the third stage 706 where the secondary display
116 provides confirmation that the voice command was
detected by, for example, showing the voice command as




US 11,782,488 B2

15

text on the display. Additionally or alternatively, the voice
command may be repeated back to the user via the speakers
132. The audio input analyzer 508 1n conjunction with the
system controller 522 may determine the intent of the voice
command and retrieve the relevant information from the
user’s calendar that 1s responsive to the user’s request. The
relevant information 1s then provided via the secondary
display 116 (and/or via the speakers 132) at the fourth stage
708. After a threshold period of time, the secondary user
interface rendered on the secondary display 116 may revert
to the previous view prior to detecting the voice command
at the fifth stage 710. In this example, the previous view
corresponds to the personalized home screen shown at the
first stage 702 1n the process.

FIG. 8 illustrates different secondary user interfaces ren-
dered via the secondary display 116 at different stages 802,
804, 806, 808, 810, 812 in time associated with responding
to a voice command from a user. As with FIGS. 6 and 7, all
of the stages 802, 804, 806, 808, 810, 812 1n FIG. 8 occur
with the Iid 106 of the portable computer 100 closed.
Further, all of the stages 802, 804, 806, 808, 810, 812 in FIG.
8 may be performed while the portable computer 100 1s 1n
a lower power state (e.g., less than 1n a full power state). In
some examples, rather than the audio mput analyzer 508
always monitoring for a voice assistant trigger word, a user
may provide a touch-based input to activate or trigger the
voice assistant system associated with the audio mput ana-
lyzer 508 as demonstrated 1n the 1llustrated example of FIG.
8. Specifically, the first stage 802 corresponds to the sec-
ondary display 116 rendering the personalized home screen.
While at this stage, the user may select (e.g., by touching)
the microphone 1con 304 on the secondary display to indi-
cate the intent to provide a voice command to the system. By
touching the microphone icon 304, the user activates the
voice assistant such that, at the second stage 804, the
secondary display 116 displays an indication that the voice
assistant (audio mput analyzer 508) 1s listening for a voice
command and/or analyzing audio associated with the com-
mand as discussed above 1n connection with the second
stage 704 of FIG. 7. With the indication on the secondary
display 116, the user knows to proceed to speaking a voice
command, which, 1n this example, 1s “Computer, show me
my calendar?” At the third stage 806, the secondary display
116 renders an acknowledgement that the voice command
was detected. Thereaftter, at a fourth stage 808, the secondary
display 116 i1s updated to render a secondary user interface
associated with the calendar application on the portable
computer 100. In some examples, the user may interact with
the calendar by touching the secondary display 116. Thus,
for example, the user may slide the calendar display 1nto the
future to see future appointments as shown at the fifth stage
810 1n the 1llustrated example. Either after a threshold period
of time without user activity or in response to a user request
(c.g., selecting the home screen icon 814), the secondary
display 116 may again revert to the home screen at the sixth
stage 812. Although the procedures of FIGS. 6 and 7 are
described 1n the context of user interactions based on voice
commands, 1 other examples, the user may control the
secondary user interface exclusively through touch. For
example, rather than requesting to view the calendar using
speech, a user may simply select the calendar icon 816 on
the home screen to bring up the secondary user interface
associated with the calendar.

FI1G. 9 illustrates different secondary user interfaces ren-
dered via the secondary display 116 at diflerent stages 902,
904, 906, 908, 910 in time associated with providing a push
notification to an authorized user of the portable computer

10

15

20

25

30

35

40

45

50

55

60

65

16

100. As with FIGS. 6-8, all of the stages 902, 904, 906, 908,
910 1n FIG. 9 occur with the 11d 106 of the portable computer
100 closed. Further, all of the stages 902, 904, 906, 908, 910
in FIG. 9 may be performed while the portable computer 100
1s 1n a lower power state (e.g., less than 1n a full power state).
In this example, the first stage 902 corresponds to the
secondary display 116 rendering the personalized home
screen indicating that a user has already been recognized and
logged 1nto the system. Thereafter, the calendar application
running on the portable computer 100 may generate a push
notification to provide a reminder that 1t 1s almost time for
an upcoming meeting or other scheduled appointment.
Accordingly, at the second stage 904, the secondary display
116 1s automatically updated with a reminder notification
912. In this example, the reminder notification 912 includes
an indication of the location (e.g., room JF3-201) and a
document 1con 914 indicating there 1s a document associated
with the meeting. In some examples, the system controller
522 may generate an audible and/or haptic signal to alert the
user of the reminder.

Continuing in time in the illustrated example, the calendar
app may receive a push notification from the organizer of the
meeting that there has been a room change. Accordingly, at
the third stage 906 of the 1llustrated example, the secondary
display includes an alert icon 916. In this example, when the
user selects the alert 1con 916, details of the room change are
rendered via the secondary display 116 at the fourth stage
908. In some examples, the secondary user interface at the
fourth stage includes response options associated with the
push notifications. In this example, the options include the
user accepting or acknowledging the room change, rejecting
or dismissing the room change, or replying to the room
change (e.g., to propose an alternate room). In this example,
the user accepts the room change such that, at the fifth stage
910, the calendar 1s updated with the new room number. In
some examples, the calendar may be automatically updated
with the new room number without the user having to accept
the change.

FIG. 10 1illustrates different secondary user interfaces
rendered via the secondary display 116 at different stages
1002, 1004,1006,1008,1010,1012, 1014 1n time associated
with providing and responding to a push notification corre-
sponding to an incoming conference call. In this example,
the first stage 1002 corresponds to the secondary display 116
rendering the personalized home screen while the 1id 106 of
the portable computer 100 1s closed. When an incoming call
1s received, a secondary user interface associated with the
conierence calling application on the portable computer 100
1s rendered via the secondary display 116 at the second stage
1004. In some examples, an audible alert may be generated
via the speakers 132. As shown 1n the illustrated example,
the secondary user interface rendered at the second stage
1004 1ncludes an identification of the caller and different
response options for the user that include accepting or
answering the call, dismissing or hanging up the call, or
providing a quick reply. In some examples, the quick reply
may be short text message to the caller selected from a list
of preconfigured text replies. In this example, the user
accepts the call and the secondary user interface 1s updated
to provide control options and/or additional detail about the
ongoing call as shown at the third stage 1006 of the
illustrated example. In some examples, the call automati-
cally activates the microphone so that the user can speak on
the call, which 1s indicated by a microphone icon 1016
within the control options for the ongoing conference call. In
some examples, 1f the user selects the microphone icon
1016, the user mutes the microphone. Muting the micro-
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phone may be indicated by a change in the microphone icon
1016 as shown at the fourth stage 1008 1n FIG. 10.

In some examples, the control options may also include a
video 1con 1018 that may be selected by the user to activate
the world facing camera 124 to transmit video on the call. In
some examples, the video icon may be provided as an option
only when the portable computer 100 1s open. In the
illustrated example, the user opens the portable computer
100 between the fourth and fifth stages 1008, 1010. Once the
portable computer 100 1s opened, a 360 degree video 1con
1020 may be provided via the secondary user interface. In
some examples, the 360 degree video 1con may be included
alongside the standard video 1con 1018 or in place of it. In
some examples, the standard video icon 1018 activates the
camera that i1s facing the user. That i1s, i1f the portable
computer 100 1s closed, selecting the standard video icon
1018 may activate the world facing camera 124. However,
when the portable computer 100 1s open, selecting the
standard video camera 1018 may activate the user facing
camera 122. By contrast, selecting the 360 degree video icon
1020 activates both the user facing camera 122 and the
world facing camera 124 to capture a 360 degree view of the
area surrounding the portable computer 100. The sixth stage
1012 1n the 1llustrated occurs after the user has unmuted the
microphone and selected the 360 degree video icon 1020. In
some examples, a primary user interface associated with the
conference calling application 1s rendered via the primary
display 114 1n response to the user selecting the video option
so that the user 1s able to view the video stream on the
primary display 114. In some examples, the primary user
interface may be rendered automatically on the primary
display 114 1n response to the lid 106 of the portable
computer 100 being opened regardless of whether the user
selects one of the video options. In some examples, one or
both of the video options may be provided on the secondary
display 116 while the computer 1s closed and, 1f selected,
cause the primary display to turn on to render the primary
user interface associated with the conference calling appli-
cation even before the display 1s open. In this manner, the
video conference call will be ready and going as soon as the
user opens the portable computer 100.

The seventh stage 1014 1n the illustrated example corre-
sponds to after the conference all has ended. In this example,
although the portable computer 100 1s now opened, the
secondary display still reverts to the view prior to the
conference call. In this example, the previous view corre-
sponds to the personalized home screen of the user as in the
first stage 1002,

FIG. 11 illustrates different secondary user interfaces
rendered via the secondary display 116 at different stages
1102, 1104, 1106, 1108, 1110, 1112, 1114 1n time associated
with user interactions between both the primary and sec-
ondary displays 114, 116. In this example, the first stage
1102 corresponds to the secondary display 116 rendering the
personalized home screen while the 1id 106 of the portable
computer 100 1s opened so that the user may be 1nteracting
with the primary display 114. More particular, the example
proceeds with the user launching a music player application
via the primary display to begin playing music. At the
second stage 1104, the secondary display 116 is updated to
identify the song that 1s playing and to provide control
options for the user to control the music via the secondary
display. In some examples, 11 the user does not interact with
the secondary display within a threshold period of time, the
secondary display will revert to the personalized home
screen as shown at the third stage 1106. The user may still
activate the music player controls on the secondary display
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116 by selecting the music player icon 408. Once the i1con
408 1s selected, a full secondary user interface associated
with the music player may be rendered via the secondary
display 116 as shown at the fourth stage 1108 in the
illustrated example. In some examples, the full secondary
user interface for the music player application may auto-
matically be launched on the secondary display 116 in
response to the user launching the application via the
primary display 114. In some examples, that the music
player application 1s active on the secondary display 116 1s
indicated by a change to the music player icon 408 as shown
in the illustrated example.

While the music 1s still playing, the user may close the
portable computer 100. In some examples, the music player
application may continue to be executed 1n connection with
the secondary display 116. In some examples, closing the
computer lid 106 may cause the current song being played
to pause. However, the secondary display may provide an
option 1n the controls to enable the user to have the song
continue playing where 1t was paused as shown at the fifth
stage 1110 1n FIG. 11. The playback of the song when the lid
106 is closed may be from the speakers 132 on the front of
the portable computer 100 if the user was using speakers
betore closing the portable computer 100. If the user was
playing the music via headphones (e.g., via a Bluetooth or
wired connection), the song would continue to play the
music via the headphones after the 1id 106 1s closed and the
user selects the option to continue playing the song. In some
examples, the song may automatically continue to play after
the user closes the computer lid 106 without waiting for the
user to mdicate the song should continue to be played. The
sixth stage 1112 in the illustrated example represents the
song being played (with the option to again pause the song)
while the portable computer 100 1s closed. The user may
desire to access other information and/or functionality on the
computer via the secondary display while the music contin-
ues to play. To do so, the user may select the home screen
icon 814 on the secondary display to return to the person-
alized home screen as shown in the seventh stage 1114 of
FIG. 11. In this example, even though the secondary user
interface associated with the music player 1s no longer being
rendered via the secondary display 116, the music continues
to play. In some examples, the active music player continues
to be indicated on the secondary display 116 based on the
changed appearance of the music player 1icon 408. If the user
wishes to change songs or otherwise again control the music,
the user may again select the music player icon 408 to
reopen the associated secondary user interface.

Flowcharts representative of example hardware logic,
machine readable instructions, hardware implemented state
machines, and/or any combination thereof for implementing
the portable computer 100 of FIGS. 1 and 2 i1s shown in
FIGS. 12A, 12B, and 13-18. The machine readable instruc-
tions may be one or more executable programs or portion(s)
of an executable program for execution by a computer
processor such as the processors 1910, 1912 shown in the
example processor platform 1900 discussed below 1n con-
nection with FIG. 19. The program may be embodied in
soltware stored on a non-transitory computer readable stor-
age medium such as a CD-ROM, a floppy disk, a hard drive,
a DVD, a Blu-ray disk, or a memory associated with the
processors 1910, 1912, but the entire program and/or parts
thereol could alternatively be executed by a device other
than the processors 1910, 1912 and/or embodied 1n firmware
or dedicated hardware. Further, although the example pro-
gram 1s described with reference to the flowcharts 1llustrated

in FIGS. 12A, 12B, and 13-18, many other methods of
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implementing the example portable computer 100 may
alternatively be used. For example, the order of execution of
the blocks may be changed, and/or some of the blocks
described may be changed, eliminated, or combined. Addi-
tionally or alternatively, any or all of the blocks may be
implemented by one or more hardware circuits (e.g., discrete
and/or integrated analog and/or digital circuitry, an FPGA,
an ASIC, a comparator, an operational-amplifier (op-amp), a
logic circuit, etc.) structured to perform the corresponding
operation without executing software or firmware.

The machine readable instructions described herein may
be stored 1n one or more of a compressed format, an
encrypted format, a fragmented format, a packaged format,
etc. Machine readable instructions as described herein may
be stored as data (e.g., portions of istructions, code, rep-
resentations of code, etc.) that may be utilized to create,
manufacture, and/or produce machine executable instruc-
tions. For example, the machine readable 1nstructions may
be fragmented and stored on one or more storage devices
and/or computing devices (e.g., servers). The machine read-
able instructions may require one or more ol installation,
modification, adaptation, updating, combining, supplement-
ing, configuring, decryption, decompression, unpacking,
distribution, reassignment, etc. i order to make them
directly readable and/or executable by a computing device
and/or other machine. For example, the machine readable
instructions may be stored in multiple parts, which are
individually compressed, encrypted, and stored on separate
computing devices, wherein the parts when decrypted,
decompressed, and combined form a set ol executable
instructions that implement a program such as that described
herein. In another example, the machine readable 1nstruc-
tions may be stored 1n a state 1n which they may be read by

a computer, but require addition of a library (e.g., a dynamic
link library (DLL)), a software development kit (SDK), an

application programming interface (API), etc. in order to
execute the mstructions on a particular computing device or
other device. In another example, the machine readable
instructions may need to be configured (e.g., settings stored,
data input, network addresses recorded, etc.) before the
machine readable mstructions and/or the corresponding pro-
gram(s) can be executed in whole or in part. Thus, the
disclosed machine readable mstructions and/or correspond-
ing program(s) are mntended to encompass such machine
readable 1nstructions and/or program(s) regardless of the
particular format or state of the machine readable 1nstruc-
tions and/or program(s) when stored or otherwise at rest or
in transit.

As mentioned above, the example processes of FIGS.
12A, 12B, and 13-18 may be implemented using executable
istructions (e.g., computer and/or machine readable
instructions) stored on a non-transitory computer and/or
machine readable medium such as a hard disk drive, a flash
memory, a read-only memory, a compact disk, a digital
versatile disk, a cache, a random-access memory and/or any
other storage device or storage disk in which information 1s
stored for any duration (e.g., for extended time periods,
permanently, for briel istances, for temporarily bullering,
and/or for caching of the information). As used herein, the
term non-transitory computer readable medium 1s expressly
defined to include any type of computer readable storage
device and/or storage disk and to exclude propagating
signals and to exclude transmission media.

“Including” and “comprising” (and all forms and tenses
thereol) are used herein to be open ended terms. Thus,
whenever a claim employs any form of “include” or “com-
prise” (e.g., comprises, includes, comprising, including,
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having, etc.) as a preamble or within a claim recitation of
any kind, 1t 1s to be understood that additional elements,
terms, etc. may be present without falling outside the scope
of the corresponding claim or recitation. As used herein,
when the phrase “at least” 1s used as the transition term in,
for example, a preamble of a claim, 1t 1s open-ended 1n the
same manner as the term “comprising” and “including” are
open ended. The term “and/or” when used, for example, 1n
a form such as A, B, and/or C refers to any combination or
subset of A, B, C such as (1) A alone, (2) B alone, (3) C
alone, (4) A with B, (5) A with C, (6) B with C, and (7) A
with B and with C. As used herein in the context of
describing structures, components, items, objects and/or
things, the phrase “at least one of A and B” 1s intended to
refer to implementations including any of (1) at least one A,
(2) at least one B, and (3) at least one A and at least one B.
Similarly, as used herein in the context of describing struc-
tures, components, 1tems, objects and/or things, the phrase
“at least one of A or B” 1s imntended to refer to implemen-
tations including any of (1) at least one A, (2) at least one B,
and (3) at least one A and at least one B. As used herein 1n
the context of describing the performance or execution of
processes, 1nstructions, actions, activities and/or steps, the
phrase “at least one of A and B” 1s intended to refer to
implementations including any of (1) at least one A, (2) at
least one B, and (3) at least one A and at least one B.
Similarly, as used herein in the context of describing the
performance or execution of processes, mnstructions, actions,
activities and/or steps, the phrase “at least one of A or B” 1s
intended to refer to implementations including any of (1) at
least one A, (2) at least one B, and (3) at least one A and at
least one B.

The program of FIGS. 12A and 12B begins at block 1202,
the example login controller 512 determines whether an
authorized user has already been recognized and logged into
the portable computer 100. If so, control advances to block
1204 where the example login controller 512 determines
whether a threshold period of time has elapsed without
activity on the portable computer 100. If so, control
advances to block 1206 where the example login controller
512 logs out the user. At block 1208, the example secondary
display controller 518 turns off the secondary display 116.
That 1s, the portable computer 100 1s placed 1n a low power
sleep mode. In some such examples, nearly all functionality
of the computer 1s put to sleep except for the human
presence sensor 128, which may continue to monitor for the
presence of a person (e.g., the user approaching the portable
computer 100). Additionally or alternatively, in some
examples, the microphone 130 and the example audio mnput
analyzer 508 may continue to monitor for a voice assistant
trigger that may cause the portable computer 100 to again
wake up mto a higher power state. After turning ol the
secondary display 116 at block 1208, control advances to
block 1210. Returning to block 1202, 1f the example login
controller 512 determines that an authorized user has not
been recognized and logged 1n (e.g., since being logged out
at block 1206 1n a previous iteration of the process), control
advances directly to block 1210.

At block 1210, the human presence sensor 128 determines
whether a person near the portable computer 100 has been
detected. It so, control advances to block 1212 to attempt to
authenticate or recognize the person using a camera (e.g.,
either the world facing camera 124 11 the portable computer
100 1s closed or the user facing camera 122 11 the portable
computer 100 1s open). Further detail regarding the imple-
mentation of block 1212 1s provided below 1n connection

with FIG. 13. Thereatter, at block 1214, the example login
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controller 512 determines whether the person was recog-
nized as an authorized user. It so, control advances to block
1222. If not, control advances to block 1216. Returning to
block 1210, 1f the human presence sensor 128 does not
detect a person near the portable computer 100, control
advances directly to block 1216.

At block 1216, the example system controller 522 deter-
mines whether to monitor audio for voice-based user authen-
tication. In some examples, the monitoring of audio 1s done
in parallel with the human presence detection of blocks 1210
and 1212 rather than occur aiter no person has been recog-
nized as represented in the flowchart of FIG. 12A. If the
example system controller 522 determines to monitor audio
for voice-based user authentication, control advances to
block 1218 to attempt to authenticate or recognize a person
based on their voice. Further detail regarding the implemen-
tation of block 1218 1s provided below 1n connection with
FIG. 14. Thereafter, control advances to block 1220 where
the example login controller 512 determines whether the
person was recognized as an authorized user. If so, control
advances to block 1222. If it 1s determined that a person was
not recognized at block 1220 (and that no person was
recognized at block 1212), then there 1s no person recog-
nized as an authorized user. In such situations control
advances to block 1238 on FIG. 12B. Likewise, 1f the
example system controller 522 determines at block 1216 not
to monitor audio for voice-based user authentication, control
advances directly to block 1238.

At block 1222, the example login controller 512 auto-
matically logs in the person recognized at block 1214 or
block 1218 as an authorized user. Thereatter, at block 1224,
the example secondary display controller 518 renders a
personalized message confirming the identification of the
person as an authorized user via the secondary display 116.
In some examples, the message may include a greeting that
uses the name of the person. In some examples, the greeting,
may be audible in addition to what 1s rendered via the
secondary display 116. At block 1226, the example second-
ary display controller 518 renders personalized user infor-
mation via the secondary display 116. In some examples, the
personalized user information may be represented in a
personalized home screen (e.g., the personalized secondary
user interface 400 of FIG. 4). In examples, where the user
was previously logged 1n and has already interacted with the
secondary display 116, the personalized information may
correspond to a secondary user interface associated with a
particular application running on the portable computer 100
(e.g., any of the various personalized secondary user inter-
faces described 1n connection with FIGS. 6-11). In some
examples, a user may be previously logged 1n if control
came from block 1204. That 1s, returning to block 1204, 1f
the example login controller 512 determines that a threshold
pertiod of time has not elapsed without activity on the
portable computer 100 (after an authorized user has already

been recognized and logged 1n), control advances directly to
block 1226.

At block 1228 (top of FIG. 12B), the example audio input
analyzer 508 determines whether to detect a voice com-
mand. In some examples, this determination 1s made based
on the audio mput analyzer 508 detecting a voice assistant
trigger word spoken by a person within audible range of the
microphones 130 of the portable computer 100. In some
examples, this trigger word may be the same voice com-
mand associated with the 1imitial voice recognition performed
at block 1218. In other examples, this voice command may
occur aiter the user has already been recognized and logged
in. If the example audio mput analyzer 508 determines to
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detect a voice command, control advances to block 1230
where the example audio mput analyzer 508 determines
whether the detected voice 1s recognized as corresponding to
an authorized user. If so, control advances to block 1232 to
implement actions to provide a response to the voice com-
mand. Further detail regarding the implementation of block
1232 1s provided below 1n connection with FIG. 15. There-
alter, control advances to block 1234. In some examples,
block 1230 may be omitted with control advances directly to
block 1232 where the voice i1s automatically assumed to
correspond to the authorized user based on the user having
already been recognized and logged into the portable com-
puter 100. Additionally or alternatively, in some examples
block 1230 may be omitted with control advancing directly
to block 1232 when the voice command does not involve the
access or retrieval of personal information associated with
the user (e.g., a voice command stating, “Computer, what 1s
the weather today?”’). Returning to block 1228, if the
example audio input analyzer 508 determines not to detect
a voice command (e.g., no voice assistant trigger word has
been detected), control advances directly to block 1234.

At block 1234, the example communications interface(s)
504 determine whether a push notification has been
received. In some examples, push notifications are recerved
in connection with applications running on the computer.
Additionally or alternatively, push notifications may be
received from separate devices communicatively coupled to
the computer (e.g., a remote server connected via the Inter-
net or a local trusted device connected via Bluetooth or
Wi-F1). For example, a push notification may include a
reminder regarding an upcoming appointment and/or a
change 1n the appointment details associated with a calendar
application of the user (as discussed in connection with FIG.
9), an incoming call on a conference calling application (as
discussed 1n connection with FIG. 10), or any other type of
push notification (e.g., a new email message, new posts on
social media, etc.). If the example communications
interface(s) 504 determine that push notification has been
recerved at block 1234, control advances to block 1236 to
implement actions enabling the user to respond to the push
notification. Further detail regarding the implementation of
block 1236 1s provided below 1in connection with FIG. 16.
Thereatter, control advances to block 1238. Returning to
block 1234, 11 the example communications interface(s) 504
determine that no push notification has been received, con-
trol advances directly to block 1238.

At block 1238, the example lid controller 520 determines
whether the computer lid has been opened. If so, control
advances to block 1240 to implement actions enabling
interaction between the primary display 114 and the sec-
ondary display 116. Further detail regarding the implemen-
tation of block 1240 1s provided below 1n connection with
FI1G. 17. Thereatter, control advances to block 1242, where
the example login controller 512 determines whether the
authorized user 1s recognized and logged 1n. If so, control
advances to block 1244. Returning to block 1238, if the
example lid controller 520 determines that the computer lid
has not been opened, control advances directly to block
1244.

At block 1244, the example touch-based 1nput analyzer
510 determines whether a touch-based user mput on the
secondary display 116 has been detected. If so, control
advances to block 1246 where the example touch-based
input analyzer 510 implements actions corresponding to the
touch-based user input. Touch-based user inputs may occur
at any point during the process of FIGS. 12A and 12B. Thus,
the touch-based mmputs may be associated with a user pro-
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viding a voice command and/or the user responding to
teedback provided 1n response to a voice command. Simi-
larly, touch-based user inputs may be implemented 1n con-
nection with a user responding to push notifications. Touch-
based user mputs on the secondary display 116 may also be
used to control applications rendered on the primary display
(e.g., when the l1id 106 of the portable computer 100 1s open).
Further, touch-based user inputs on the secondary display
116 may be used at other times whenever the user desires to
access and/or mteract with information and/or other content
directly via the secondary display 116. As a speciiic
example, the touch-based mnputs may enable a user to
perform the reverse operations to receiving push notifica-
tions. That 1s, rather than answer a coniference call, in some
examples, a user may be able to 1nitiate a conference call
with someone else based on user interactions with the
secondary display 116. As another example, a user may be
able to use touch-based 1nputs on the secondary display 116
to locate and 1dentily a particular document or file stored on
the portable computer 100 to share with a separate device.
In some examples, after selecting the particular document or
file, the user may request (via the secondary display 116) the
portable computer 100 to 1dentity any nearby devices (e.g.,
within wireless communication range) to which the docu-
ment or file may be sent. In some such examples, the user
may select (via the secondary display 116) one or more of
the 1dentified device and cause the portable computer 100
share the file with such devices. In some such examples, the
portable computer 100 may first transmit a request to the
devices and wait for an acknowledgement before establish-
ing a connecting and transferring the data. In some
examples, any operations capable using touch-based inputs
may also be performed using corresponding voice com-
mands. After implementing actions corresponding to the
touch-based user mput at block 1246, control advances to
block 1250. Returning to block 1244, 11 the example touch-
based input analyzer 510 has not detected a touch-based user
input, control advances directly to block 1250.

Returning to block 1242, if no authorized user has been
recognized and logged 1n, control advances to block 1248
where the example secondary display controller 518 renders
generic information via the secondary display. In some
examples, the generic information corresponds to the
generic secondary user interface described above in connec-
tion with FIG. 3. Thereatter, control advances to block 1250
to determine whether to continue the process. If so, control
returns to block 1202. Otherwise, the example process of
FIGS. 12A and 12B ends.

FIG. 13 provides further detail regarding the implemen-
tation of block 1212 of FIG. 12A to attempt to authenticate
Or recognize a person using a camera. The example process
of FIG. 13 begins at block 1302 where the example camera
input analyzer 506 determines whether the relevant camera
1s turned on. In some examples, which camera 1s the relevant
camera depends on whether the portable computer 100 1s
opened or closed (as determined by the example lid con-
troller 520). If the portable computer 100 1s closed, the
relevant camera corresponds to the world facing camera 124.
If the portable computer 100 1s open, the relevant camera
corresponds to the user facing camera 122. In some
examples, both cameras 122, 124 may be considered when
the portable computer 100 1s open. If the example camera
input analyzer 506 determines that the relevant camera 1s not
turned on, control advances to block 1304 where the
example system controller 522 activates the relevant cam-
era. At block 1306, the example system controller 522 turns
on the light indicator 126 to indicate relevant camera 1s on.
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At block 1308, the example secondary display controller
518 renders the camera 1con 302 via the secondary display
116. Thereafter, control advances to block 1310. Returning
to block 1302, if the example camera input analyzer 506
determines the relevant camera 1s already turned on, control
advances directly to block 1310.

At block 1310, the relevant camera captures an 1image of
the person. At block 1312, the example camera mput ana-
lyzer 506 analyzes the captured image relative to image data
associated with authorized user(s) of the portable computer
100. At block 1314, the example secondary display control-
ler 518 renders a graphic (e.g., the 1con and/or animation 612
shown 1n FIG. 6) via the secondary display indicating the
image 1s being captured and/or analyzed. At block 1316, the
example camera input analyzer 306 determines whether to
turn ofl the camera. If so, control advances to block 1318
where the example system controller 522 deactivates the
camera. Thereafter, the process of FIG. 13 ends and returns
to complete the process of FIGS. 12A and 12B. If the
example camera mput analyzer 306 determines not to turn
ofl the camera, the example process immediately ends and
returns to complete the process of FIGS. 12A and 12B.

FIG. 14 provides further detail regarding the implemen-
tation of block 1218 of FIG. 12A to attempt to authenticate
or recognize a person using their voice. The example process
of FIG. 14 begins at block 1402 where the example audio
input analyzer 508 determines whether the microphone 130
1s turned on. If not, control advances to block 1404 where
the example system controller 522 activates the microphone
130. At block 1406, the example secondary display control-
ler 518 renders the microphone 1con 304 via the secondary
display 116. Thereafter, control advances to block 1408.
Returning to block 1402, 1f the example audio mput analyzer
508 determines the microphone 130 i1s already turned on,
control advances directly to block 1408.

At block 1408, the example audio input analyzer 508
determines whether a voice assistant trigger word has been
detected. If so, control advances to block 1410 where the
example secondary display controller 518 renders a graphic
(c.g., the icon and/or animation 712 of FIG. 7) via the
secondary display 116 indicating the system 1s monitoring,
for a voice command. At block 1412, the example audio
input analyzer 508 determines whether a voice command
has been detected. If so, control advances to block 1414
where the example secondary display controller 518 renders
a graphic on the secondary display acknowledging the voice
command. In some examples, the acknowledgement graphic
1s a text-based reproduction of the voice command as
described 1n the connection with the illustrated examples of
FIGS. 7 and 8. At block 1416, the example audio nput
analyzer 508 analyzes the voice command relative to voice
data associated with authorized user(s) of the portable
computer 100. Thereatter, control advances to block 1418. If
no voice assistant word was detected (block 1408) or no
voice command was detected (block 1412), control
advances directly to block 1418.

At block 1418, the example audio input analyzer 508
determines whether to turn off the microphone 130. I so,
control advances to block 1420 where the example system
controller 522 deactivates the microphone 130. Thereafter,
the process of FIG. 14 ends and returns to continue the
process of FIGS. 12A and 12B. If the example audio input
analyzer 5308 determines not to turn off the microphone 130,
the example process immediately ends and returns to con-
tinue the process of FIGS. 12A and 12B.

FIG. 15 provides further detail regarding the implemen-
tation of block 1232 of FIG. 12B to implement actions to
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provide a response to the voice command. As described
above 1n connection with FIG. 12B, this process begins after
a voice command has already been detected (block 1228 of
FIG. 12B). Accordingly, the example process of FIG. 15
begins at block 1502 where the example secondary display
controller 518 renders a graphic via the secondary display
acknowledging the voice command. In some examples, the
acknowledgement graphic i1s a text-based reproduction of
the voice command as described in the connection with the
illustrated examples of FIGS. 7 and 8. At block 1504, the
example system controller 522 retrieves information needed
to respond to the voice command. In some examples, the
information may be retrieved from the example database(s)
524. In some examples, the information is retrieved from an
application running on the portable computer 100. In some
examples, the information may be retrieved from a remote
server via the commumnications interface(s) 504.

At block 1506, the example secondary display controller
518 determines whether to render a response to voice
command via the secondary display 116. If so, control
advances to block 1508 where the example secondary dis-
play controller 518 renders the response via the secondary
display 116. In some examples, the response may be ren-
dered as text on the secondary display 116 (e.g., as described
in the 1llustrated example of FIG. 7). In some examples, the
response may include rendering a secondary user intertace
associated with an application running on the computer
(e.g., the calendar application as described 1n the illustrated
example of FIG. 8). Thereafter, control advances to block
1510. Returming to block 1506, 11 the example secondary
display controller 518 determines not to render a response to
voice command via the secondary display 116, control
advances directly to block 1510.

At block 1510, the example system controller 522 deter-
mines whether to provide a response to the voice command
via the speakers 132. It so, control advances to block 1512
where the example system controller 522 generates a
response via the speakers. Thereafter, control advances to
block 1514. Returning to block 1510, 1f the example system
controller 522 determines not to provide a response to the
voice command via the speakers 132, control advances
directly to block 1514.

At block 1514, the example system controller 522 deter-
mines whether to render content via the primary display 114
as part of the response. I1 so, control advances to block 1516
where the example primary display controller 516 turns on
the primary display 114 if 1t 1s not already on. The primary
display 114 may not be on if the lid 106 of the portable
computer 100 1s closed at the time the voice command 1s
detected. At block 1518, the example primary display con-
troller 516 renders a primary user interface associated with
an application responsive to the voice command. As a
specific example, 1f the user provides a voice command to
iitiate a 360 degree video conference call, the example
primary display controller 516 may render a primary user
interface associated with the conference calling application
via the primary display 114, where the user interface
includes a 360 video stream of the surrounding environment
of the portable computer 100 as captured by the world and
user facing cameras 122, 124. At block 1520, the example
l1d controller 520 automatically opens the computer lid 11 not
already open. In some examples, the hinge 112 may not be
constructed to automatically open the 1id 106 of the portable
computer 100. In such examples, block 1520 may be omit-
ted. In some such examples, the secondary display 116 may
provide a prompt directing the user to open the 1id 106 to be
able to see the content rendered via the primary display 114.
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Thereatter, control advances to block 1522. Returning to
block 1514, if the example system controller 522 determines
not to render content via the primary display 114 as part of
the response, control advances directly to block 1522.

At block 1522, the example secondary display controller
518 determines whether to return the secondary display 116
to a previous screen. In some examples, the example sec-
ondary display controller 518 may determine to do so based
on a threshold period of time elapsing without the user
taking any action following the rendering of the response to
the voice command. In other examples, the determination
may be made based on the user providing input that the
response to the voice command 1s no longer needed. If the
example secondary display controller 518 determines to
return the secondary display 116 to a previous screen,
control advances to block 1524 where the example second-
ary display controller 518 renders the primary user interface
previously rendered on the secondary display prior to the
voice command. Therealiter, the example process ends and
returns to continue the process of FIGS. 12A and 12B. If the
example secondary display controller 518 determines not to
return the secondary display 116 to a previous screen, the
example process of FIG. 15 immediately ends and returns to
continue the process of FIGS. 12A and 12B.

FIG. 16 provides further detail regarding the implemen-
tation of block 1236 of FIG. 12B to implement actions
cnabling the user to respond to a push notification. As
described above 1n connection with FIG. 12B, this process
begins after having received a push notification (as deter-
mined at block 1234 of FIG. 12B). Accordingly, the example
process of FIG. 16 begins at block 1602 where the example
push notification controller 514 determines whether to gen-
erate an audio and/or haptic signal to indicate the receipt of
the push notification. If so, control advances to block 1604
where the example system controller 322 generates the
audio and/or haptic signal. Thereafter, control advances to
block 1606. If the example push notification controller 514
determines not to generate an audio and/or haptic signal,
control advances directly to block 1606.

At block 1606, the example secondary display controller
518 renders a graphic indicative of the push notification with
an option for the user to dismiss the notification or to take
further action. The nature of the further action and/or the
associated graphic may depend on the nature of the push
notification. In some examples, the further action may
involve reviewing more detailed information about the noti-
fication. In some examples, the further action may involve
the user responding to the notification either by acknowl-
edging and/or accepting the notification or providing a more
detailed response. In some examples, the option to dismiss
the notification may be presented as an explicit option (e.g.,
as a button or 1con) the user 1s to select. In other examples,
the user may dismiss the notification by not taking any
further action regarding the notification within a threshold
period of time. As a specific example, a push notification
may correspond to an incoming conterence call. The options
for further action to be taken by the user may include
accepting or answering, dismissing the call (e.g., by select-
ing the hang up icon or by not answering within a threshold
period of time), or sending a quick reply (e.g., a text message
stating the user cannot take the call at the moment).

At block 1608, the example system controller 522 acti-
vates the microphone 130 if not already turned on to detect
user voice commands. In this manner, the user may specily
the further action the user intends to take using a voice
command without having to physically touch the secondary
display 116. At block 1610, the example push notification
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controller 514 determines whether the user selects an option
to take further action or to dismiss the notification. If the
example push notification controller 514 determines that
further action was taken, control advances to block 1612
where the example push notification controller 514 deter-
mines whether the user selected a quick response or a
detailed response. In the context of an mncoming conference
call, a quick response may include a text message to the
caller whereas a more detailed response includes answering
the call. In other contexts, for example, a push notification
indicating a new email message has been received, a quick
reply may be to acknowledge receipt of the email whereas
a more detailed response includes drafting a reply email. If
the user selected a quick response, control advances to block
1614, where the example secondary display controller 518
renders options for the quick response via the secondary
display 116. That 1s, 1n some examples, aiter the user has
indicated an intent to provide a quick response there may be
multiple options for the quick response. As a specific
example, 1f the user cannot answer an incoming conierence
call, the user may select an option to send a quick text
message. Upon selecting this option, multiple preset text
messages may be provided to the user to select to send to the
caller. In some examples, there may not be multiple options
tor the quick response such that block 1614 may be omitted.
For mstance, 1n some examples, the push notification may be
a request from a separate device to share a document or other
file with the portable computer 100. In other examples,
where the separate device 1s a trusted device, the push
notification may indicate the separate device 1s transmitting,
the file or document to the portable computer 100. In such
examples, the only option for response by the user may be
either to dismiss or deny the request/transmaission or to select
a quick reply corresponding to accepting the request.

At block 1616, the example system controller 522 imple-
ments the quick response based on the user input. How the
system controller 522 implements the quick response may
depend on the nature of the notification and the quick
response selected by the user. For example, 1n the context of
a quick text-message reply to an incoming conference call,
the system controller 522 may transmit the selected text
message (e.g., via the communications interface(s) 504) to
the caller. In examples where the push notification indicates
a trusted device 1s transmitting a document or other file, the
quick response mvolves the portable computer 100 storing
the shared document. In some examples, where the separate
device has been previously established as a trusted device,
the portable computer 100 may automatically receive and
store the shared document and the quick response 1s merely
to acknowledge receipt of the document. Where the push
notification corresponds to a request to share the document
or file, the system controller 522 may establish a connection
with the separate device to then receive the document or file
following the user’s quick response to accept the request.
After implementing the quick response at block 1616, con-
trol advances to block 1628. Returning to block 1612, 1t the
example push notification controller 514 determines the user
selected a detailed response, control advances to block 1618.
In some examples, a quick response may not be an option
such that control automatically advances from block 1610 to
block 1618 when the user takes further action.

At block 1618, the example system controller 522 deter-
mines whether the further action involves rendering content
via the primary display 114 as part of the response. IT so,
control advances to block 1620 where the example primary
display controller 516 turns on the primary display 114 11 1t
1s not already on. The primary display 114 may not be on 1f
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the Iid 106 of the portable computer 100 1s closed at the time
the push notification 1s received. At block 1622, the example
primary display controller 516 renders a primary user inter-
face associated with an application that enables the further
action of the user. As a specific example, 11 the user indicates
the intent to response to an incoming call with a 360 degree
video, the example primary display controller 516 may
render a primary user interface associated with the confer-
ence calling application via the primary display 114, where
the user interface includes a 360 video stream of the sur-
rounding environment ol the portable computer 100 as
captured by the world and user facing cameras 122, 124. As
another example, if the push notification corresponds to a
new email and the user indicates the intent to drait a reply
email, the example primary display controller 516 may
render a primary user interface associated with an email
application via the primary display 114. At block 1624, the
example lid controller 520 automatically opens the computer
l1id 11 not already open. In some examples, the hinge 112 may
not be constructed to automatically open the lid 106 of the
portable computer 100. In such examples, block 1624 may
be omitted. In some such examples, the secondary display
116 may provide a prompt directing the user to open the hid
106 to be able to see the content rendered via the primary
display 114. Thereafter, control advances to block 1626.
Returning to block 1618, if the example system controller
522 determines the further action does not to rendering
content via the primary display 114, control advances
directly to block 1626.

At block 1626, the example secondary display controller
518 renders a secondary user interface via the secondary
display to enable the user to take the further action. In some
examples, the content rendered via the secondary display
116 may be done 1n conjunction with what 1s rendered via
the primary display 114. For instance, 1in some examples,
while a video stream for a video conference call may be
rendered via the primary display 114, controls for the call
may be rendered via the secondary display 116. In some
examples, when the primary display 114 1s used by the user
in taking further action to respond to the push notification,
no content relevant to the push notification 1s rendered via
the secondary display 116 such that block 1626 may be
omitted. Thereafter, control advances to block 1628. Return-
ing to block 1610, 1f the example push notification controller
514 determines that the user selects to dismiss the notifica-
tion, control advances directly to block 1628.

At block 1622, the example secondary display controller
518 determines whether to return the secondary display 116
to a previous screen. If so, control advances to block 1628
where the example secondary display controller 518 renders
the secondary user interface previously rendered on the
secondary display prior to the voice command. Thereatter,
the example process ends and returns to continue the process
of FIGS. 12A and 12B. If the example secondary display
controller 518 determines not to return the secondary display
116 to a previous screen, the example process of FIG. 16
immediately ends and returns to continue the process of
FIGS. 12A and 12B.

FIG. 17 provides further detail regarding the implemen-
tation of block 1240 of FIG. 12B to implement actions
enabling interaction between the primary display 114 and
the secondary display 116. As described above 1n connection
with FIG. 12B, this process begins after having determined
that this computer lid 106 1s opened. Further, as described
above, block 1240 may be implemented in the context of an
authorized user being logged 1nto the portable computer 100
(e.g., when control comes from block 1234 or block 1236)
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or 1n the context of no authorized user being logged 1nto the
portable computer 100 (e.g., when control comes from block
1216 or block 1220). Accordingly, the example process of
FIG. 17 begins at block 1702 where the example login
controller 512 determines whether an authorized user has
been recognized and logged into the portable computer 100.
It so, control advances to block 1710. Otherwise, control
advances to block 1704 where the example login controller
512 (in conjunction with the primary display controller 516)
request the user to log in via the primary display 114. At
block 1706, the example login controller 512 determines
whether the login credentials are received. If not, the
example process of FIG. 17 ends and returns to continue the
process of FIGS. 12A and 12B. If so, control advances to
block 1708 where the example login controller 512 logs in
the authorized user.

At block 1710, the example primary display controller
516 renders personalized content via the primary display 114
assoclated with the authorized user. At block 1712, the
example l1id controller 520 determines whether the computer
lid 106 was opened based on a response to an active
application associated with content rendered via the second-
ary display 116. As an example, a user may have indicated
an intent via the secondary display 116 to initiate a 360
degree video conference call (that involves use of the
primary display 114) before opening the lid 106 of the
portable computer 100 as discussed 1n the illustrated
example of FIG. 10. As another example, the user may have
indicated an intent via the secondary display 116 to drait a
reply (on the primary display 114) to a new email message
betore opening the lid 106. If the example lid controller 520
determines that the computer lid 106 was opened based on
a response to an active application associated with content
rendered via the secondary display 116, controls advances to
block 1714 where the example primary display controller
516 renders a primary user interface for the active applica-
tion on the primary display 114. Thereatter, control advances
to block 1716. Returning to block 1712, 11 the example lid
controller 520 determines that the computer lid 106 was not
opened based on a response to an active application asso-
ciated with content rendered via the secondary display 116,
controls advances directly to block 1716.

At block 1716, the example system controller 522 deter-
mines whether there 1s a secondary user interface associated
with the active application. If so, control advances to block
1718 where the example secondary display controller 518
renders the secondary user interface associated with the
active application via the secondary display 116. Thereafiter,
control advances to block 1724. If the example system
controller 522 determines there 1s not a secondary user
interface associated with the active application (or there 1s
currently no active application), control advances to block
1720 where the example secondary display controller 518
determines whether to turn off the secondary display 116. If
so, control advances to block 1722 where the example
secondary display controller 518 turns off the secondary
display 116. Thereaiter, control advances to block 1724. If
the example secondary display controller 518 determines not
to turn ofl the secondary display 116 at block 1720, control
advances directly to block 1724.

At block 1724, the example system controller 522 deter-
mines whether the user has activated a new application. In
some examples, the new application may be launched or
activated by the user interacting with either the primary
display 114 or the secondary display 116. If a new applica-
tion was activated, control advances to block 1726 where the
example primary display controller 516 renders a primary
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user interface for the active application on the primary
display 114. If, at block 1724, the example system controller
522 determines the user has not activated a new application
control advances to block 1728 where the example Iid
controller 520 determines whether the computer lid has been
closed. It the l1id has not closed, the example process of FIG.
17 ends and returns to continue the process of FIGS. 12A
and 12B. If the lid has closed, control advances to block
1730.

At block 1730, the example system controller 522 deter-
mines whether the active application associated with the
current rendering on the secondary display 116 includes
closed-lid functionality. Example applications associated
with closed-lid functionality include the conference calling
application described above 1n connection with FIG. 10 and
the music player application described above 1n connection
with FIG. 11. If the active application 1s associated with
closed-lid functionality, control advances to block 1732
where the example system controller 522 continues 1mple-
menting the active application with the lid 106 closed. At
block 1734, the example secondary display controller 518
continues to render the secondary user interface associated
with the active application via the secondary display 116.
Thereatter, the example process of FIG. 17 ends and returns
to continue the process of FIGS. 12A and 12B. Returning to
block 1730, if the example system controller 522 determines
that the active application associated with the current ren-
dering on the secondary display 116 does not include
closed-lid functionality, control advances to block 1736
where the example primary display controller 516 renders a
personalized home screen via the secondary display 116.
Thereatter, the example process of FIG. 17 ends and returns
to continue the process of FIGS. 12A and 12B.

As mentioned above, 1 some examples, the portable
computer 100 includes a hinge 112 that enables the lid 106
to be automatically opened and/or closed without a user
manually moving the Iid 106. In some examples, the com-
puter lid 106 may automatically open in response to user
interactions with the secondary display 116 (either through
a voice command or a physical touch). There may be other
circumstances 1 which a user may indicate an intent to
access content via the primary display 114 while the portable
computer 100 1s closed to trigger the portable computer 100
to automatically open. In one example, the user may tap on
the portable computer 100 while closed with a unique
tapping sequence corresponding to an accelerometer-based
password that causes the user the be authenticated and
logged 1n to the portable computer 100 and further caused
the lid 106 to automatically open. Additionally or alterna-
tively, the Iid 106 may automatically open 1n response to the
camera input analyzer 506 recognizing the user.

In other examples, triggering the portable computer 100
to automatically open from a closed position may and render
relevant content via the primary display 114 may be based
on 1nteractions associated with a separate device. For
example, the user may be viewing content via a portable
device (e.g., a smartphone) and then tap the closed portable
computer 100 with the portable device to cause the portable
computer 100 to open and begin rendering the content
rendered via the portable device. As another example, a user
may virtually (e.g., through a physical gesture of the user’s
hand) pick up an object (e.g., a document, an 1mage, etc.)
rendered on a portable device and virtually drop 1t on to a
closed portable computer 100 to cause the portable computer
100 to open up and provide the moved object via the primary
display 114. In such examples, the physical gesture of the
user’s hand may be detected by analyzing images captured
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by the world facing camera 124 on the portable computer
100. In some examples, the separate portable device, which
may already be communicatively coupled to the portable
computer 100 (e.g., via a Bluetooth pairing) may transmit a
signal to the portable computer 100 to cause the world facing
camera 124 to turn on to detect the gesture based on the
portable device first detecting the user’s gesture to virtually
pick up the object. In some examples, the gesture, tapping of
devices, and or other actions by the user may trigger the
portable device and the portable computer 100 to commu-
nicatively connect so that the content from the portable
device may be shared with the portable computer 100 for
rendering via the primary display 114 once the lid 106 1s
opened.

In some examples, the lid 106 may begin to open when the
user did not intend to open the portable computer 100. In
some examples, the user may provide an additional com-
mand (via voice, touch, or gesture) to reverse the operation.
In some such examples, the Iid 106 may automatically
reverse 1ts direction and return to the closed position.

FIG. 18 1llustrates an example process tlow to automati-
cally open the 11id 106 of the portable computer 100 based on
an indication of intent of an authenticated user to access
content via the primary display 114. The example process
begins with the computer 1id 106 closed. At block 1802, one
or more ol the example camera input analyzer 506, the
example audio input analyzer 508, the touch-based input
analyzer detects an indication of user intent to access content
via the primary display 114. At block 1804, the example
system controller 522 determines whether to obtain verifi-
cation of the user intent. In some examples, verification may
be obtained to avoid false positives in detecting an intent to
open the lid based on a single sensor or single associated
user mput. If the example system controller 522 determines
to obtain verification, control advances to block 1806 where
the example system controller 522 determines whether veri-
fication was recerved? If so, control advances to block 1808
where the example login controller 512 determines whether
the user 1s an authorized user. If so, control advances to
block 1810, where the example lid controller 520 automati-
cally opens the computer lid 106. At block 1812, the
example primary display controller 516 renders personal-
1zed content (e.g., a home screen) on the primary display
114.

At block 1814, the example system controller 522 deter-
mines whether particular content to be accessed by the user
1s 1dentifiable. Particular content may be identifiable 11 the
content 1s being shared from a separate electronic device
(c.g., a smartphone in communication with the portable
computer 100) or 1dentified based on user interactions with
the secondary display 116. Particular content may not be
identified where the user had merely indicated an intent to
open the portable computer 100 without reference to how
the user intends to use the portable computer 100 thereatter.
I1 particular content to be accessed by the user 1s 1dentifiable,
control advances to block 1816 where the example system
controller 522 retrieves the particular content. The way 1n
which the content 1s retrieved may depend on the nature of
the content and the way 1n which the user indicated an intent
to access the content. For instance, in some examples, the
content may be stored on the portable computer 100 and 1s
identified by the user based on a touch-based selection of the
content via the secondary display 116. In such examples, the
example system controller 522 may retrieve the content
from the memory of the portable computer 100. In another
example, the particular content may be transferred (e.g.,
retrieved) from a separate device (e.g., the user’s smart-
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phone) that 1s local to and communicatively coupled to the
portable computer 100. In other examples, the desired
content may be requested based on a voice command that
involve the portable computer 100 launching a web browser
that retrieves the particular content by accessing a remote
server. At block 1818, the example system controller 522
initiates an application to enable the rendering of the par-
ticular content via the primary display 114.

Thereafter, control advances to block 1820. If no indica-
tion of user intent 1s detected at block 1802, no verification
1s rece1ved at block 1806, the user 1s not authorized at block
1808, or there 1s no particular content that 1s 1dentifiable at
block 1814, control advances directly to block 1820. At
block 1820, the example system controller 522 determines
whether to continue the process. If so, control returns to
block 1802. Otherwise, the example process of FIG. 18
ends.

FIG. 19 1s a block diagram of an example processor
plattorm 1900 structured to execute the instructions of
FIGS. 12A, 12B, and 13-18 to implement the example
portable computer 100 of FIGS. 1, 2, and/or 5. The processor
plattorm 1900 of the illustrated example includes a first
processor 1910 and a second processor 1912. The processors
1910, 1912 of the 1illustrated example are hardware. For
example, the processors 1910, 1912 can be implemented by
one or more integrated circuits, logic circuits, microproces-
sors, GPUs, DSPs, or controllers from any desired family or
manufacturer. The hardware processors may be a semicon-
ductor based (e.g., silicon based) device. The separate pro-
cessors enable the functions of the portable computer 100 to
be performed when the lid 106 1s closed with less power
(e.g., using the second processor 1912) than when the
portable computer 100 1s opened and operating in a full
power mode (e.g., using the first processor 1910). In some
such examples, the processor platiorm 1900 includes a first
power supply 1906 to provide power to the first processor
1910 and other components when the system 1s operating in
a full power mode and a second power supply 1908 to
provide power to the second processor 1912 and other
components when the system 1s operating 1n a low power
mode. In the illustrated example of FIG. 19, the first
processor 1910 implements the example camera imput ana-
lyzer 506, the example audio mput analyzer 508, the
example touch-based input analyzer 510, the example login
controller 512, the example push notification controller 514,
the example primary display controller 516, the example lid
controller 520, and the example system controller 522.
Further, in the illustrated example, the second processor
1912 implements the example secondary display controller
518, and the example system controller 522. The example
system controller 522 1s described as being implemented by
both processors 1910 because the functionality of the system
controller 522 1s shared across both processors. In some
examples, different functions of the system controller 522
may be implement exclusive on one of the processors 1910,
1912. In other examples, functionality of the system con-
troller 522 may be redundantly implemented on both pro-
cessors 1910, 1912. Although not represented 1n the 1llus-
trated example, one or more of the example camera input
analyzer 506, the example audio input analyzer 508, the
example touch-based input analyzer 510, the example login
controller 512, the example push notification controller 514,
the example primary display controller 516, and/or the
example 11d controller 520 may be implemented 1n whole or
in part by the second processor 1912 instead of or 1n addition
to the first processor 1910. In some examples, the second
processor 1912 may be omitted and the first processor 1910
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may implement each of the example camera input analyzer
506, the example audio mmput analyzer 508, the example
touch-based imnput analyzer 510, the example login controller
512, the example push notification controller 514, the
example primary display controller 516, the example sec-
ondary display controller 518, the example lid controller
520, and the example system controller 522.

The processor 1910 of the illustrated example 1includes a
local memory 1911 (e.g., a cache) and the processor 1912 of

the illustrated example 1includes a local memory 1913 (e.g.,
a cache). The processors 1910, 1912 of the illustrated

example are 1n communication with a main memory includ-
ing a volatile memory 1914 and a non-volatile memory 1916
via a bus 1918. The volatile memory 1914 may be imple-

mented by Synchronous Dynamic Random Access Memory
(SDRAM), Dynamic Random Access Memory (DRAM),
RAMBUS®  Dynamic Random  Access Memory
(RDRAM®) and/or any other type of random access
memory device. The non-volatile memory 1916 may be
implemented by tflash memory and/or any other desired type
of memory device. Access to the main memory 1914, 1916
1s controlled by a memory controller.

The processor platform 1900 of the illustrated example
also 1includes an interface circuit 1920. The interface circuit
1920 may be implemented by any type of intertace standard,
such as an Ethernet interface, a universal serial bus (USB),
a Bluetooth® interface, a near field communication (NFC)
interface, and/or a PCI express interface. In this example, the
interface circuit 1920 implements the example communica-
tion interface(s) 504.

In the 1llustrated example, one or more 1input devices 1922
are connected to the interface circuit 1920. The 1nput
device(s) 1922 permit(s) a user to enter data and/or com-
mands into the processor 1910. The input device(s) can be
implemented by, for example, an audio sensor, a micro-
phone, a camera (still or video), a keyboard, a button, a
mouse, a touchscreen, a track-pad, a trackball, 1sopoint
and/or a voice recognition system.

One or more output devices 1924 are also connected to the
interface circuit 1920 of the illustrated example. The output
devices 1924 can be implemented, for example, by display
devices (e.g., a light emitting diode (LED), an organic light
emitting diode (OLED), a liqud crystal display (LCD), a
cathode ray tube display (CRT), an in-place switching (IPS)
display, a touchscreen, etc.), a tactile output device, a printer
and/or speaker. The interface circuit 1920 of the 1llustrated
example, thus, typically includes a graphics driver card, a
graphics driver chip and/or a graphics driver processor.

The interface circuit 1920 of the illustrated example also
includes a communication device such as a transmitter, a
receiver, a transceiver, a modem, a residential gateway, a
wireless access point, and/or a network interface to facilitate
exchange of data with external machines (e.g., computing
devices of any kind) via a network 1926. The communica-
tion can be wvia, for example, an Ethernet connection, a
digital subscriber line (DSL) connection, a telephone line
connection, a coaxial cable system, a satellite system, a
line-of-site wireless system, a cellular telephone system, etc.

The processor platform 1900 of the illustrated example
also includes one or more mass storage devices 1928 for
storing software and/or data. Examples of such mass storage
devices 1928 include floppy disk drives, hard drive disks,
compact disk drives, Blu-ray disk drives, redundant array of
independent disks (RAID) systems, and digital versatile disk
(DVD) dnives. In this example, the mass storage devices
1928 includes the example database(s) 524.
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The machine executable instructions 1932 of FIGS. 12A,
12B, and 13-18 may be stored in the mass storage device
1928, 1n the volatile memory 1914, in the non-volatile
memory 1916, and/or on a removable non-transitory com-
puter readable storage medium such as a CD or DVD.

From the foregoing, 1t will be appreciated that example
methods, apparatus and articles of manufacture have been
disclosed that enable a user to interact with and/or operate a
portable computer while the lid 1s closed and the computer
1s 11 a lower power state than when the computer 1s opened
and operating 1n a full power mode. This 1s achieved in part
by a low power secondary display that 1s visible to the user
when the computer Iid 1s closed. Examples disclosed herein
enable a user to be recognized and/or authenticated to be
logged 1nto the computer before the user has opened the lid
to provide a more seamless user experience with the com-
puter. Further, 1n some examples, the computer may auto-
matically open from a closed position without the user
having to manually lift the Iid to further assist a user 1n being
able to quickly open and access content via a primary
display. Disclosed methods, apparatus and articles of manu-
facture are accordingly directed to one or more
improvement(s) in the functioning of a computer.

Example methods, apparatus, systems, and articles of
manufacture to operate closed-lid portable computers are
disclosed heremn. Further examples and combinations
thereof include the following:

Example 1 includes an apparatus, comprising a camera
input analyzer to analyze image data captured by a world
facing camera on a portable computer when a lid of the
portable computer 1s 1n a closed position, the world facing
camera on a first side of the lid, the portable computer
including a primary display on a second side of the lid
opposite the first side, and a secondary display controller to
render content via a secondary display of the portable
computer in response to the analysis of the image data, the
secondary display controller to render the content on the
secondary display while the lid of the portable computer 1s
in the closed position and the primary display is turned off.

Example 2 includes the apparatus of example 1, wherein
the secondary display 1s disposed in a base of the portable
computer, the lid rotatable relative to the base about a hinge
connecting the lid to the base.

Example 3 includes the apparatus of example 2, wherein
the hinge 1s to automatically open the lid 1n response to the
analysis of the image data authenticating a user.

Example 4 includes the apparatus of any one of examples
1-3, wherein the camera input analyzer 1s to perform facial
recognition analysis on the image data to identily a person
captured by the world facing camera, and further including
a login controller to login the person 1 response to the
camera mput analyzer recognizing the person as an autho-
rized user of the portable computer, the login controller to
login the person before the lid 1s moved from the closed
position.

Example 5 includes the apparatus of example 4, wherein
the content rendered via the secondary display includes
personalized information corresponding to the authorized
user.

Example 6 includes the apparatus of example 4, wherein
the content rendered via the secondary display includes
generic 1information when the camera input analyzer 1is
unable to recognize the person.

Example 7 includes the apparatus of any one of examples
1-6, further including a human presence sensor to detect a
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presence of a person nearby the portable computer, the
human presence sensor to trigger activation of the world
facing camera.

Example 8 includes the apparatus of any one of examples
1-7, wherein the content 1s first content, and further includ-
ing an audio input analyzer to analyze a voice command
spoken when the lid 1s 1n the closed position, a microphone
on the portable computer to capture the voice command
when the lid 1s 1n the closed position and the voice command
1s spoken by a person within audible range of the micro-
phone, the secondary display controller to render second
content via the secondary display in response to the analysis
of the voice command.

Example 9 includes the apparatus of example 8, wherein
the audio mput analyzer 1s to perform voice recognition
analysis of the voice command without communicating with
a remote server.

Example 10 includes the apparatus of example 9, wherein
the second content rendered via the secondary display
includes personalized imnformation corresponding to the per-
son when the audio mput analyzer recognizes the voice
command as corresponding to a voice of an authorized user
of the portable computer.

Example 11 includes the apparatus of any one of
examples 8-10, further including a system controller to
determine whether third content 1s to be rendered via the
primary display as part of a response to the voice command,
and a primary display controller to activate the primary
display while the Iid 1s still closed and render the third
content via the primary display.

Example 12 includes the apparatus of example 11, further
including a lid controller to automatically move the Iid to an
open position 1n response to the voice command.

Example 13 includes the apparatus of any one of
examples 1-12, wherein the world facing camera has a field
of view of at least 180 degrees.

Example 14 includes the apparatus of example 13,
wherein the 1mage data 1s first image data, the camera input
analyzer to combine the first image data with second image
data to form a 360 degree image of an environment sur-
rounding the portable computer, the second i1mage data
captured by a user facing camera on the portable computer,
the user facing camera on the second side of the lid, the user
facing camera having a field of view of at least 180 degrees.

Example 15 includes the apparatus of any one of
examples 1-14, further including a communications inter-
face to receive a push notification from a device separate
from the portable computer while the lid 1s 1n the closed
position, the secondary display to render a graphic while the
l1d 1s 1n the closed position, the graphic including an option
for a user to respond to the push notification.

Example 16 includes the apparatus of example 15,
wherein the push notification corresponds to the device
sharing data with the portable computer.

Example 17 includes the apparatus of any one of
examples 1-16, turther including a touch-based 1nput ana-
lyzer to analyze user interactions with the secondary display
detected by a touch sensor associated with the secondary
display.

Example 18 includes the apparatus of example 17,
wherein the touch sensor i1s associated with a touchpad
disposed on a base of the portable computer, the secondary
display corresponding to an extension of the touchpad, the
secondary display to extend along a front edge of the base
to be visible when the lid 1s 1n the closed position.

Example 19 1includes the apparatus of any one of
examples 1-18, further including a primary display control-
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ler to render a primary user interface via the primary display
when the l1id 1s open and the primary display 1s powered, the
primary user interface associated with an application run-
ning on the portable computer, the secondary display to
render a secondary user interface associated with the appli-
cation via the secondary display.

Example 20 includes the apparatus of example 19,
wherein the secondary user interface includes controls to
enable a user to operate the application, the primary display
controller to update the primary user interface based on user
interactions with the controls in the secondary user interface.

Example 21 includes the apparatus of example 20,
wherein the secondary display controller 1s to continue to
render the secondary user interface via the secondary display
after the lid 1s returned to the closed position and the primary
display 1s turned ofl, the controls in the secondary user
interface to enable the user to continue to operate the
application when the lid 1s 1n the closed position.

Example 22 includes the apparatus of any one of
examples 19-21, wherein the primary display controller 1s
implemented with a first processor and the secondary dis-
play controller 1s implemented with a second processor.

Example 23 includes the apparatus of example 22,
wherein the second processor consumes less power than the
first processor.

Example 24 includes a non-transitory computer readable
medium comprising 1nstructions that, when executed, cause
a portable computer to at least analyze 1image data captured
by a world facing camera on the portable computer when a
l1d of the portable computer 1s 1n a closed position, the world
facing camera on a {irst side of the lid, the portable computer
including a primary display on a second side of the lid
opposite the first side, and render content via a secondary
display of the portable computer in response to the analysis
of the image data, the portable computer to render the
content on the secondary display while the lid of the portable
computer 1s 1n the closed position and the primary display 1s
turned off.

Example 25 includes the non-transitory computer read-
able medium of example 24, wherein the instructions further
cause the portable computer to perform facial recognition
analysis on the 1image data to identity a person captured by
the world facing camera, and login the person in response to
recognition of the person as an authorized user of the
portable computer before the lid 1s moved from the closed
position.

Example 26 includes the non-transitory computer read-
able medium of example 25, wherein the content rendered
via the secondary display includes personalized information
corresponding to the authorized user.

Example 27 includes the non-transitory computer read-
able medium of example 25, wherein the content rendered
via the secondary display includes generic information when
the person 1s not recognized.

Example 28 includes the non-transitory computer read-
able medium of any one of examples 24-27, wherein the
instructions further cause the portable computer to detect a
presence ol a person nearby the portable computer, and
trigger activation of the world facing camera.

Example 29 includes the non-transitory computer read-
able medium of any one of examples 24-28, wherein the
content 1s first content, the instructions to further cause the
portable computer to analyze a voice command when the Iid
1s 1n the closed position, a microphone on the portable
computer to capture the voice command when the lid 1s 1n
the closed position and the voice command 1s spoken by a
person within audible range of the microphone on the
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portable computer, and render second content via the sec-
ondary display in response to the analysis of the voice
command.

Example 30 includes the non-transitory computer read-
able medium of example 29, wherein the istructions further
cause the portable computer to perform voice recognition

analysis of the voice command without communicating with
a remote server.

Example 31 includes the non-transitory computer read-
able medium of example 30, wherein the second content
rendered via the secondary display includes personalized
information corresponding to the person when the voice
command 1s recognized as corresponding to a voice of an
authorized user of the portable computer.

Example 32 includes the non-transitory computer read-
able medium of any one of examples 29-31, wherein the
instructions further cause the portable computer to deter-
mine whether third content 1s to be rendered via the primary
display as part of a response to the voice command, activate
the primary display while the 1id 1s still closed, and render
the third content via the primary display.

Example 33 includes the non-transitory computer read-
able medium of example 32, wherein the instructions further
cause the portable computer to automatically move the lid to
an open position 1n response to the voice command.

Example 34 includes the non-transitory computer read-
able medium of any one of examples 24-33, wherein the
image data 1s first 1image data, the instructions to further
cause the portable computer to combine the first image data
with second 1mage data to form a 360 degree 1image of an
environment surrounding the portable computer, the second
image data captured by a user facing camera on the portable
computer, the user facing camera on the second side of the
lid, each of the world facing camera and the user facing
camera having a field of view of at least 180 degrees
respectively.

Example 35 includes the non-transitory computer read-
able medium of any one of examples 24-34, wherein the
instructions further cause the portable computer to render a
graphic while the 11d is 1n the closed position in response to
receipt of a push notification from a device separate from the
portable computer, the graphic including an option for a user
to respond to the push notification.

Example 36 includes the non-transitory computer read-
able medium of example 35, wherein the push notification
corresponds to the device sharing data with the portable
computer.

Example 37 includes the non-transitory computer read-
able medium of any one of examples 24-36, wherein the
instructions further cause the portable computer to analyze
user 1teractions with the secondary display detected by a
touch sensor associated with the secondary display.

Example 38 includes the non-transitory computer read-
able medium of any one of examples 24-37, wherein the
instructions further cause the portable computer to render a
primary user interface via the primary display when the lid
1s open and the primary display 1s powered, the primary user
interface associated with an application running on the
portable computer, and render a secondary user interface
associated with the application via the secondary display.

Example 39 includes the non-transitory computer read-
able medium of example 38, wherein the secondary user
interface includes controls to enable a user to operate the
application, the instructions to further cause the portable
computer to update the primary user interface based on user
interactions with the controls in the secondary user interface.
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Example 40 includes the non-transitory computer read-
able medium of example 39, wherein the instructions further
cause the portable computer to continue to render the
secondary user interface via the secondary display after the
l1d 1s returned to the closed position and the primary display
1s turned ofl, the controls in the secondary user interface to
enable the user to continue to operate the application when
the Iid 1s 1n the closed position.

Example 41 includes a method comprising analyzing, by
executed an instruction with at least one processor, image
data captured by a world facing camera on a portable
computer when a lid of the portable computer 1s 1n a closed
position, the world facing camera on a first side of the lid,
the portable computer including a primary display on a
second side of the 1id opposite the first side, and rendering,
by executed an instruction with the at least one processor,
content via a secondary display of the portable computer 1n
response to the analysis of the image data, the portable
computer to render the content on the secondary display
while the lid of the portable computer 1s 1n the closed
position and the primary display 1s turned off.

Example 42 includes the method of example 41, further
including performing facial recogmition analysis on the
image data to identify a person captured by the world facing
camera, and logging in the person 1n response to recognition
ol the person as an authorized user of the portable computer
before the lid 1s moved from the closed position.

Example 43 includes the method of example 42, turther
including rendering the content via the secondary display to
include personalized information corresponding to the
authorized user.

Example 44 includes the method of example 42, further
including rendering the content via the secondary dlsplay to
include generic mformation when the person 1s not recog-
nized.

Example 45 includes the method of any one of examples
41-44, further including detecting a presence of a person
nearby the portable computer, and triggering activation of
the world facing camera.

Example 46 includes the method of any one of examples
41-45, wherein the content 1s first content, the method
further including analyzing a voice command when the lid
1s 1 the closed position, a microphone on the portable
computer to capture the voice command when the lid 1s 1n
the closed position and the voice command spoken by a
person within audible range of the microphone on the
portable computer, and rendering second content via the

secondary display in response to the analysis of the voice
command.

Example 47 includes the method of example 46, further
including performing voice recognition analysis of the voice
command without commumicating with a remote server, the
second content rendered via the secondary display includes
personalized information corresponding to the person when
the voice command 1s recognized as corresponding to a
volice of an authorized user of the portable computer.

Example 48 includes the method of any one of examples
46 or 47, further including determining whether third con-
tent 1s to be rendered via the primary display as part of a
response to the voice command, activating the primary
display while the lid 1s still closed, and rendering the third
content via the primary display.

Example 49 includes the method of example 48, further
including automatically moving the lid to an open position
in response to the voice command.

Example 50 includes the method of any one of examples
41-49, wherein the image data 1s first image data, the method
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turther including combining the first image data with second
image data to form a 360 degree 1image of an environment
surrounding the portable computer, the second 1mage data
captured by a user facing camera on the portable computer,
the user facing camera on the second side of the lid, the
world facing camera having a field of view of at least 180
degrees and the user facing camera having a field of view of
at least 180 degrees.

Example 31 includes the method of any one of examples
41-30, further including rendering a graphic while the 1id 1s
in the closed position 1n response to receipt of a push
notification from a device separate from the portable com-
puter, the graphic including an option for a user to respond
to the push notification.

Example 52 includes the method of example 51, wherein
the push notification corresponds to the device sharing data
with the portable computer.

Example 33 includes the method of any one of examples
41-52, further including analyzing user interactions with the
secondary display detected by a touch sensor associated with
the secondary display.

Example 54 includes the method of any one of examples
41-33, further including rendering a primary user interface
via the primary display when the 1id 1s open and the primary
display 1s powered, the primary user interface associated
with an application running on the portable computer, and
rendering a secondary user interface associated with the
application via the secondary display.

Example 35 includes the method of example 54, wherein
the secondary user interface includes controls to enable a
user to operate the application, the method further including
updating the primary user interface based on user interac-
tions with the controls 1n the secondary user interface.

Example 56 includes the method of example 55, further
including continuing to render the secondary user interface
via the secondary display after the lid i1s returned to the
closed position and the primary display 1s turned off, the
controls 1n the secondary user interface to enable the user to
continue to operate the application when the lid 1s 1n the
closed position.

Example 57 includes the method of any one of examples
54-56, wherein the at least one processor includes a first
processor to control rendering of content via the primary
display and a second processor to control rendering of
content via the secondary display.

Example 38 includes the method of example 57, wherein
the second processor consumes less power than the first
Processor.

Example 359 includes a portable computer, comprising a
base, a lid, a hinge to rotatably couple the 1id to the base to
enable movement of the 1id between a closed position and an
open position, a primary display on a first side of the lid, a
world facing camera on a second side of the Iid opposite the
first side, the world facing camera to capture 1image data at
least when the lid 1s in the closed position, and at least one
processor to 1nitiate an operation on the portable computer
in response to analysis of the 1mage data, the at least one
processor to initiate the operation while the lid 1s closed.

Example 60 includes the portable computer of example
59, wherein the operation includes logging the user into the
portable computer when the analysis of the image data
results 1n recognition of a user.

Example 61 includes the portable computer of example
59, wherein the operation includes automatically moving the
l1d to the open position when the analysis of the 1image data
results 1n recognition of a user.
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Example 62 includes the portable computer of any one of
examples 59-61, turther including a human presence sensor
to trigger activation of the world facing camera in response
to detecting a presence of a user.

Example 63 includes the portable computer of any one of
examples 59-62, wherein the world facing camera 1s a
panamorphic camera having a field of view of at least 180
degrees.

Example 64 includes the portable computer of example
63, turther including a user facing camera on the first side of
the l1id, the user facing camera being a second panamorphic
to enable the capture of a 360 degree field of view when
using both the world facing camera and the user facing
camera.

Example 65 includes the portable computer of any one of
examples 59-64, further including a microphone to capture
audio data corresponding to a voice command of a user, the
at least one processor to recognize the user based on the
voice command without communicating with a remote
SErver.

Example 66 includes the portable computer of example
65, further including at least one of a spring or a motor
associated with the hinge to automatically move the lid to
the open position 1n response to the voice command.

Example 67 includes the portable computer of any one of
examples 59-66, further including a secondary display on
the base, the secondary display visible to a user when the Iid
1s 1n the closed position, the secondary display including a
touch sensitive surface to enable user interactions with the
secondary display via touch.

Example 68 includes the portable computer of example
6’7, wherein the operation includes rendering content via the
secondary display on the portable computer.

Example 69 includes the portable computer of example
68, wherein the content rendered via the secondary display
includes user specific information associated with the user.

Example 70 includes the portable computer of example
68, wherein the at least one processor 1s to render generic
information via the secondary display when the at least one
processor does not recognize the user.

Example 71 includes the portable computer of any one of
examples 67-70, turther including a touchpad disposed on
the base to face the primary display when the lid 1s in the
closed position, the secondary display corresponding to an
extension of the touchpad extending along a front edge of
the base.

Example 72 includes the portable computer of any one of
examples 67-71, wherein the secondary display 1s to render
content associated with an application running on the por-
table computer while the primary display 1s turned off.

Example 73 includes the portable computer of any one of
examples 67-72, wherein the at least one processor is to
activate the primary display in response to user interactions
with the secondary display while the lid 1s 1n the closed
position.

Example 74 includes the portable computer of any one of
examples 67-73, wherein the at least one processor 1s to
render a primary user intertace via the primary display when
the lid 1s open, the primary user interface associated with an
application executed by the at least one processor, the
secondary display to render a secondary user interface
associated with the application via the secondary display.

Example 75 includes the portable computer of example
74, wheremn the secondary user interface includes user
controls for the application.

Example 76 includes the portable computer of example
75, wherein the at least one processor 1s to continue to render
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the secondary user interface via the secondary display after
the Iid 1s returned to the closed position and the primary
display 1s turned ofl, the user controls in the secondary user
interface to enable the user to continue to control the
application when the lid 1s 1n the closed position.

Example 77 includes the portable computer of any one of
examples 74-76, wherein the at least one processor includes
a first processor to control rendering of content via the
primary display and a second processor to control rendering,
of content via the secondary display.

Example 78 includes the portable computer of any one of
examples 74-77, turther including a communications inter-
face to enable wireless communications with a separate
device in communication range of the portable computer, the
secondary display to render a graphic while the lid 1s 1n the
closed position, the graphic indicating an option to transfer
data between the portable computer and the separate device,
the communications interface to transier the data between
the portable computer and the separate device 1n response to
t
t

ne user selecting the graphic on the secondary display while
e 1id 1s 1n the closed position.

Example 79 includes an apparatus, comprising an audio
input analyzer to analyze a voice command captured by a
microphone on a portable computer, the voice command
spoken by a person within audible range of the microphone
when a lid of the portable computer 1s 1n a closed position,
the portable computer including a primary display that 1s
concealed when the lid 1s 1n the closed position, and a
secondary display controller to render content via a second-
ary display of the portable computer 1n response to the
analysis of the voice command, the secondary display con-
troller to render the content on the secondary display while
the lid of the portable computer is 1n the closed position and
the primary display 1s turned off.

Example 80 includes the apparatus of example 79,
wherein the secondary display 1s disposed 1n a base of the
portable computer, the 1id rotatable relative to the base about
a hinge connecting the lid to the base.

Example 81 includes the apparatus of example 80, further
including a lid controller to automatically open the Iid 1n
response to the analysis of the voice command recognizing
the person as an authorized user of the portable computer.

Example 82 includes the apparatus of any one of
examples 79-81, wherein the audio input analyzer is to
perform voice recognition analysis of the voice command
without communicating with a remote server.

Example 83 includes the apparatus of example 82,
wherein the content rendered via the secondary display
includes personalized imnformation corresponding to the per-
son when the audio mput analyzer recognizes the voice
command as corresponding to a voice of an authorized user
of the portable computer.

Example 84 includes the apparatus of any one of
examples 79-83, turther including a login controller to login
the person in response to the audio input analyzer recogniz-
ing the person as an authorized user of the portable com-
puter, the login controller to login the person before the lid
1s moved from the closed position.

Example 85 includes the apparatus of any one of
examples 79-84, further including a camera input analyzer to
analyze 1mage data captured by a world facing camera on the
portable computer when the lid 1s 1n the closed position, the
world facing camera on a first side of the lid, the primary
display on a second side of the lid opposite the first side.

Example 86 includes the apparatus of example 83, further
including a human presence sensor to detect a presence of a
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person nearby the portable computer, the human presence
sensor to trigger activation of the world facing camera.

Example 87 includes the apparatus of any one of
examples 79-86, wherein the content 1s first content, and
further including a system controller to determine whether
second content 1s to be rendered via the primary display as
part of a response to the voice command, and a primary
display controller to activate the primary display while the
lid 1s still closed and render the second content via the
primary display.

Example 88 includes the apparatus of example 87, further
including a lid controller to automatically move the lid to an
open position 1n response to the voice command.

Example 89 includes the apparatus of any one of
examples 79-88, turther including a communications inter-
face to receive a push notification from a device separate
from the portable computer while the lid 1s 1n the closed
position, the secondary display controller to render a graphic
on the secondary display while the lid 1s in the closed
position, the graphic including an option for a user to
respond to the push notification.

Example 90 includes the apparatus of example 89,
wherein the push nofification corresponds to the device
sharing data with the portable computer.

Example 91 includes the apparatus of any one of
examples 79-90, further including a touch-based input ana-
lyzer to analyze user interactions with the secondary display
detected by a touch sensor associated with the secondary
display.

Example 92 includes the apparatus of example 91,
wherein the touch sensor i1s associated with a touchpad
disposed on a base of the portable computer, the secondary
display corresponding to an extension of the touchpad, the
secondary display to extend along a front edge of the base
to be visible when the lid 1s 1n the closed position.

Example 93 includes the apparatus of any one of
examples 79-92, further including a primary display con-
troller to render a primary user interface via the primary
display when the lid 1s open and the primary display is
powered, the primary user interface associated with an
application running on the portable computer, the secondary
display to render a secondary user interface associated with
the application via the secondary display.

Example 94 includes the apparatus of example 93,
wherein the secondary user interface includes controls to
enable a user to operate the application, the primary display
controller to update the primary user interface based on user
interactions with the controls in the secondary user interface.

Example 95 includes the apparatus of example 94,
wherein the secondary display controller 1s to continue to
render the secondary user interface via the secondary display
after the lid 1s returned to the closed position and the primary
display 1s turned ofl, the controls in the secondary user
interface to enable the user to continue to operate the
application when the lid 1s 1n the closed position.

Example 96 includes the apparatus of any one of
examples 93-935, wherein the primary display controller 1s
implemented with a first processor and the secondary dis-
play controller 1s implemented with a second processor.

Example 97 includes the apparatus of example 96,
wherein the second processor consumes less power than the
first processor.

Although certain example methods, apparatus and articles
of manufacture have been disclosed herein, the scope of
coverage of this patent 1s not limited thereto. On the con-
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trary, this patent covers all methods, apparatus and articles
of manufacture fairly falling within the scope of the claims
of this patent.

What 1s claimed 1s:

1. A portable compute device comprising:

a microphone;

a speaker;

a first camera to face a first direction;

a second camera to face a second direction, the second
direction opposite the first direction;

communications circuitry;

a first display;

a second display separate from the first display;

a hinge to enable the first display to rotate relative to the
second display between an open position and a closed
position, at least a portion of the second display capable
of being visible when the first display 1s rotated about
the hinge to the closed position, the portion of the
second display to be multiple times longer 1 a third
direction than in a fourth direction perpendicular to the
third direction, the third direction extending parallel to
an axis of rotation of the hinge;

memory; and

processor circuitry.

2. The portable compute device of claim 1, further includ-
ing 1nstructions, the processor circuitry to execute the
instructions to cause display of information on the portion of
the second display when the first display 1s 1n the closed
position, the mnformation to indicate a time of day.

3. The portable compute device of claim 2, wherein the
information 1s first information and the processor circuitry 1s
to cause display of second information on the portion of the
second display when the first display 1s in the closed
position, the second information different than the first
information.

4. The portable compute device of claim 3, wherein the
second 1mnformation indicates a battery level associated with
the compute device.

5. The portable compute device of claim 3, wherein the
second 1nformation indicates an mcoming call.

6. The portable compute device of claim 3, wherein the
communication circuitry 1s to receive a push notification
from a second device while the first display 1s 1n the closed
position, the second device separate from the compute
device, the processor circuitry to cause the display of the
second information in response to the receipt of the push
notification, the second information to indicate the receipt of
the push notification.

7. The portable compute device of claim 3, wherein the
portion of the second display 1s an extension of a touch
sensitive surface, the touch sensitive surface to face toward
and be at least partially covered by the first display when the
first display 1s 1n the closed position.

8. The portable compute device of claim 7, wherein the
portion of the second display 1s to extend away from the
touch sensitive surface 1n a direction that 1s nonplanar to the
touch sensitive surface.

9. A foldable compute device comprising;

a microphone;

a speaker;

a first camera on a first side of a housing;

a second camera on a second side of the housing, the

second side opposite the first side;

communications circuitry;

a display screen;

a touch display separate from the display screen;
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a hinge to enable the compute device to be folded about
an axis of rotation into different positions, a first
position corresponding to an open position and second
position corresponding to a closed position, at least a
portion of the touch display visible while the compute
device 1s 1n the closed position, the portion of the touch
display to be multiple times longer in a first direction
than 1n a second direction perpendicular to the first
direction, the first direction extending parallel to the
axis of rotation:

memory; and

pProcessor circuitry.

10. The foldable compute device of claim 9, further
including instructions, the processor circuitry to execute the
instructions to cause presentation of information on the
portion of the touch display with the compute device 1n the
closed position, the information to indicate a time of day.

11. The foldable compute device of claim 10, wherein the
information 1s first information and the processor circuitry 1s
to cause presentation ol second information on the portion of
the touch display with the compute device in the closed
position, the second information different than the first
information.

12. The foldable compute device of claim 11, wherein the
second mnformation indicates a battery level associated with
the compute device.

13. The foldable compute device of claim 11, wherein the
second 1nformation indicates an mcoming call.

14. The foldable compute device of claim 11, wherein the
communication circuitry 1s to recerve a push notification
from a second device with the compute device 1n the closed
position, the second device separate from the compute
device, the processor circuitry to cause the presentation of
the second information in response to the receipt of the push
notification, the second information to indicate the receipt of
the push notification.

15. The foldable compute device of claim 11, wherein the
touch display includes a touch pad and a display area, the
display area 1s an extension of the touch pad, the portion of
the touch display corresponds to the display area, the touch
pad to face toward and be at least partially covered by the
display screen with the compute device 1n the closed posi-
tion.

16. The foldable compute device of claim 15, wherein the
display area of the touch display is to extend away from the
touch pad 1n a direction that 1s nonplanar to the touch pad.

17. An apparatus comprising;:

a housing including different first and second parts;

means for sensing audio;

means for generating audio;

first means for capturing an 1mage;

second means for capturing an image, both the first and
second 1mage capturing means to be on opposite sides
of one of the first part of the housing or the second part
of the housing;

means for communicating;

first means for displaying information, the first displaying,
means carried by the first part of the housing;

second means for displaying information, the second
displaying means carried by the second part of the
housing;

a hinge for rotatably coupling the first part of the housing
to the second part of the housing to enable the apparatus
to be adjusted between an open position and a closed
position, the first and second parts of the housing to
extend alongside one another while the apparatus 1s 1n
the closed position, the first and second parts of the
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housing to extend away from one another while the
apparatus 1s 1n the open position, at least a portion of
the second displaying means to remain visible while the
apparatus 1s adjusted to the closed position, the portion
of the second displaying means to be multiple times
longer 1n a first direction than 1n a second direction

perpendicular to the first direction, the first direction
extending parallel to an axis of rotation of the hinge;
means for storing data; and

means for processing.

18. The apparatus of claim 17, further including instruc-
tions, the processing means to execute the instructions to
cause iformation to be rendered on the portion of the
second displaying means while the apparatus 1s adjusted to
the closed position, the information to indicate a time of day.

19. The apparatus of claim 18, wherein the information 1s
first information and the processing means 1s to cause
second information to be rendered on the portion of the
second displaying means while the apparatus 1s 1n the closed
position, the second information different than the first
information.
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20. The apparatus of claim 19, wherein the second infor-
mation indicates a charge level.

21. The apparatus of claim 19, wherein the second infor-
mation indicates an incoming call.

22. The apparatus of claim 19, wherein the communicat-
ing means 1s to recerve a push noftification from a device
while the apparatus 1s 1n the closed position, the device
separate from the apparatus, the processing means to cause
the second nformation to be rendered in response to the
receipt of the push noftification, the second information to
indicate the receipt of the push notification.

23. The apparatus of claim 19, wherein the portion of the
second displaying means 1s an extension of a means for
sensing touch, the touch sensing means to face toward and
be at least partially covered by the first displaying means
while the apparatus 1s adjusted to the closed position.

24. The apparatus of claim 23, wherein the portion of the
second displaying means 1s to extend away from the touch
sensing means 1n a direction that 1s nonplanar to the touch

20 sensing means.
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