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VOICE ASSISTANT WITH SOUND
METERING CAPABILITIES

RELATED APPLICATION INFORMATION

The application claims the benefit of and 1s a continua-
tion-mn-part of U.S. application Ser. No. 16/717,546, filed on
Dec. 17, 2019, which application claims the benefit of U.S.
Provisional Application No. 62/789,857, filed on Jan. 8,
2019, the disclosures of which are incorporated herein by
reference in their entirety.

BACKGROUND

Personal commumnication, productivity, and entertainment
devices are known to include voice platforms, for example,
the “ALEXA” cloud-based, voice service platiorm, the
“SIRI” cloud-based, voice service platiorm, the “GOOGLE
ASSISTANT” cloud-based, voice service platiorm, eftc.
Such voice service platforms generally function to convert
spoken words to text using automatic speech recognition
(ASR), to deduce the speaker’s meaning using natural
language understanding (NLU), and to provide the under-
lying customer intent to an app—also referred to as a *““skill,”
“action,” or the like. An app, once nstalled on a voice
service enabled device, functions to give the voice service
ecnabled device an ability to communicate with other
devices, websites, services, and the like and, 1n some
instances, functions to provide a user interface for interact-
ing with a device, website, service, and the like. However,
because devices, websites, services, and the like are gener-
ally configured to be operable with different ones of the
various cloud-based, voice service platforms, 1t 1s seen that
there 1s a challenge 1n getting devices to work together, for
example, to provide true connectivity within a “connected
home.” The following disclosure 1s intended to address this
problem among others.

SUMMARY

This following relates generally to systems and methods
for enabling voice interaction with appliances, services (e.g.,
media streaming services, gaming services, news feed ser-
vices, social platform services, etc.), and the like by way of
appropriate supplied apps which may be presented or down-
loaded to a smart device having associated therewith one or
more cloud-based, voice service platforms. For this purpose,

an agent program resident in the smart device may periodi-
cally scan a local network environment (e.g., a wired and/or
wireless network), listen for the utterance of keywords,
and/or the like for the purpose of detecting the presence of
one or more cloud-based voice service platforms, appli-
ances, services, etc., either automatically or at user request.
When the presence of such a cloud-based voice service
platiorm, appliance, service, or the like 1s detected, the setup
agent may initiate a download (and sometimes automatic
installation) of an appropriate app for the detected cloud-
based voice service platiorm, appliance, service, or the like,
or, 1n those cases where a suitable app 1s found to be already
included 1n the system, the setup agent may imtiate any
actions necessary to install or enable the app and, further-
more, may function to synchronize the app, after installa-
tion, with the detected cloud-based, voice service platform,
appliance, or service. Such actions may include, {for
example, status download and update, transfer of user
authentications, etc. The setup agent may also make use of
a cloud based service or services to determine if an app 1s
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2

available for a newly detected appliance, service, or the like
and, 1f necessary, to coordinate, authentication and synchro-
nization of the app with the voice enabled platform and/or
across all smart devices, devices, services, etc. that are
currently present in an environment as desired.

A better understanding of the objects, advantages, fea-
tures, properties and relationships of the subject systems and
methods will be obtained from the following detailed
description and accompanying drawings which set forth
illustrative embodiments and which are indicative of the
various ways 1n which the principles of the invention may be
employed.

BRIEF DESCRIPTION OF THE DRAWINGS

For a better understanding of the various aspects of the
invention, reference may be had to preferred embodiments
shown 1n the attached drawings in which:

FIGS. 1 and 2 illustrate exemplary systems in which a
standalone device may be utilized to control operation of
several appliances;

FIGS. 3 and 4 illustrate exemplary systems i which
control functionality may be incorporated 1into an appliance
which 1s part of a home entertainment system;

FIG. 5 illustrates a block diagram of an exemplary con-
trolling device;

FIG. 6 illustrates a graphical representation of an exem-
plary control environment;

FIG. 7 illustrates an exemplary preferred command
matrix for use 1n a control environment, for example, as
illustrated 1in FIG. 6;

FIG. 8 1llustrates a block diagram of an exemplary smart
device which may support a remote control app and a setup
method for use 1n configuring the smart device as a con-
trolling device;

FIG. 9 illustrates an exemplary series of steps which may
be performed in order to set up and configure the smart
device of FIG. 8;

FIG. 10 illustrates an exemplary series of steps which may
be performed in order to define to a control device an
appliance configuration which corresponds to a user activity;

FIG. 11 illustrates exemplary activity configuration matri-
ces such as may be defined during the steps of FIG. 10;

FIG. 12 illustrates an exemplary current appliance state
matrix which may be maintained by a data repository

associated with a controlling device for use 1n determining
the commands necessary to invoke one of the states defined
by the matrix of FIG. 11;

FIG. 13 illustrates an exemplary series of steps which may
be performed by a controlling device 1n 1ssuing a function
command to an appliance;

FIG. 14 illustrates an exemplary series of steps which may
be performed by a controlling device 1n establishing appli-
ance states matching a desired activity defined 1n one of the
matrices of FIG. 11;

FIG. 15 illustrates an exemplary series of steps which may
be performed by a smart device to setup command control
macros;

FIG. 16 illustrates an exemplary series of steps which may
be performed to configure a controlling device for 1ssuing
command communications via use of RF communication
methodologies

FIG. 17 1llustrates an exemplary system 1n which a smart
device may be utilized to interface several diflerent appli-
ances;
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FIGS. 18A and 18B illustrate exemplary smart device
generated user interfaces appropriate for interacting with

one of the appliances of FIG. 17;

FIG. 19 1llustrates 1n block diagram form an exemplary
smart device which may be used 1n the exemplary systems
of FIGS. 17 and 18A;

FIG. 20 illustrates 1n flow chart form an exemplary series
of steps carried out by a smart device setup agent upon
detection of a network enabled appliance 1n 1ts environment;

FIG. 21 illustrates 1n flow chart form an exemplary series
of steps carried out by a smart device setup agent to
synchronize status and other data across multiple 1nstances
ol an appliance interface app;

FI1G. 22 1llustrates a series of steps for using a token to
facilitate 1nstallation of an app 1n a voice-enabled smart
device;

FIG. 23 illustrates a series of steps for processing voice
input 1 a native language of a user;

FI1G. 24 1llustrates an exemplary system including a voice
service enabled smart device;

FIG. 25 illustrates exemplary components of a voice
service enabled smart device;

FIG. 26 illustrates an exemplary system having sound
metering;

FIG. 27 illustrates exemplar components of a sound
mefter,

FIG. 28 illustrates an example use of an algorithm to
process sample points associated with sound metering; and

FIGS. 29-33 illustrate example method steps for config-
uring and using sound metering.

DETAILED DESCRIPTION

With reference to FIG. 1, there 1s 1llustrated an exemplary
system 1n which a device 100 (which 1s preferably capable
ol supporting one or more cloud-based, voice service plat-
forms for the purpose of making the device 100 voice
service enabled) may be used to at least 1ssue commands to
control various controllable appliances, such as a television
106, a cable set top box or Internet enabled streaming device

(alone or combined with a digital video recorder) 110, a
DVD player 108, and an AV receiver 120. While illustrated

in the context of a television 106, STB/DVR 110, a DVD
player 108, and an AV receiver 120, 1t 1s to be understood
that controllable appliances may include, but need not be
limited to, televisions, VCRs, DVRs, DVD players, cable or
satellite converter set-top boxes (“STBs™), amplifiers, CD
players, game consoles, home lighting, drapery, fans, HVAC
systems, thermostats, personal computers, etc. In this regard,
it will be appreciated that such devices may have an asso-
ciated app, also referred to herein as a “skill,” “action,” or
the like, that functions to provide the cloud-based voice
service platform enabled device 100 with an ability to
communicate with these devices (and with other devices,
websites, services, and the like as desired and/or required).

In the 1llustrative example of FIG. 1, appliance commands
may be caused to be 1ssued by device 100, when appropri-
ately configured, in response to infrared (“IR”) request
signals 116 received from a remote control device 102, radio
frequency (“RF”) request signals 118 received from an app
124 resident on a smart device 104 or any other device from
which device 100 may be adapted to receive requests, using,
any appropriate commumication method. In addition, the
device 100, when appropriately configured, will respond to
voice communications received via use of, for example, one
or more microphones provided to device 100. As 1llustrated,
requested transmission of any commands from the device
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100 to appliances 106,108,112,120 may take the form of
wireless IR signals 114, CEC commands 1ssued over a wired
“HDMI” interface 112, RF signals such as contemplated by
“RF4CE,” “ZWAVE,” and “BLUETOQOTH,” etc. as appro-
priate to the capabilities of the particular appliance to which
cach command may be directed. For example, 1n the system
illustrated, AV recerver 120 may not support “HDMI”
inputs, being connected to audio source appliances 108,110
via S/PDIF mterfaces 122. Accordingly, device 100 may be

constrained to transmit all commands destined for AV
receiver 120 exclusively as IR signals, while commands
destined for the other appliances 106 through 110 may take
the form of either CEC, RF, or IR signals as approprate for
cach command. By way of example without limitation,
certain TV manufacturers may elect not to support volume
adjustment via CEC. If the illustrative TV 106 1s of such
manufacture, device 100 may relay volume adjustment
requests to TV 106 as IR signals 114, while other requests
such as power on/ofl or mput selections may be relayed 1n
the form of CEC commands over “HDMI” connection 112.

It will, however, be appreciated that, while 1llustrated 1n
the context of IR, RF, and wired CEC signal transmissions,
in general, transmissions to and from device 100 may take
the form of any convenient IR, RF, hardwired, point-to-
point, or networked protocol, as necessary for a particular
embodiment. Further, while wireless communications 116,
118, etc., between exemplary devices are illustrated herein
as direct links, 1t should be appreciated that in some
instances such communication may take place via a local
areca network or personal area network, and as such may
involve wvarious intermediary devices such as routers,
bridges, access points, etc. Since these 1tems are not neces-
sary for an understanding of the instant invention, they are
omitted from this and subsequent Figures for the sake of
clanty.

Since smart device remote control apps such as that
contemplated 1n the illustrative device 104 are well known,
for the sake of brevity the operation, features, and functions
thereof will not be described in detail herein. Nevertheless,
if a more complete understanding of the nature of such apps

1s desired, the interested reader may turn to, for example, the

before mentioned U.S. patent application Ser. No. 12/406,
601 or U.S. patent application Ser. No. 13/329,940, (now

U.S. Pat. No. 8,243,207).

Turning now to FIG. 2, 1n a further 1llustrative embodi-
ment, device 100 may recerve wireless request signals from
a remote control 200 and/or an app resident on a tablet
computer 202. As before, command transmissions to appli-
ances 106,108,110 may take the form of wired CEC com-
mands or wireless RF or IR commands. However, in this
example remote control 200 may be 1n bi-directional com-
munication 208 with device 100 and accordingly the device
100 may delegate the transmission of certain commands,
such as IR commands 210, to the remote control device 200
or to vet another device adapted to provide command
signaling, e.g., use remote control 200 as a relay device for
those commands determined to be best executed via IR
transmissions. As also generally illustrated 1n FIG. 2, a setup
app 214 executing on a smart device, such as tablet com-
puter 202, may be utilized 1n conjunction with an Internet
(212,204) accessible or cloud based server 206 and associ-
ated database 207 to imitially configure device 100 for
operation with the specific group of appliances to be con-
trolled, e.g., to communicate to device 100 a matching
command code set and capability profile for each particular
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appliance to be controlled, for example based on type,
manufacture, model number, etc., as will be described 1n
greater detail hereatter.

With retference to FIG. 3, 1n a further illustrative embodi-
ment a device and/or module having control functionality
100" may be embedded 1n an appliance, for example STB/
DVR 310. In this example, remote control 102 and/or smart
device 104 may transmit wireless request signals directly to
STB/DVR 310 for action by the built-in device 100', which
actions may, as before, comprise CEC command transmis-
sions via “HDMI” connection 112 or wireless RF or IR
command transmissions 114, originating in this instance
from an approprnate RF transmitter or IR blaster provisioned
to the STB/DVR appliance 310. In this configuration, a set
up application resident in STB/DVR 310 may be utilized to
configure device 100', using for example an Internet con-
nection 304 accessible through a cable modem and/or cable
distribution system headend.

In the further 1llustrative embodiment of FIG. 4, a device
having control functionality 100' may be embedded 1n an AV
receiver 420 which may serve as an “HDMI” switch
between various content sources such as a STB/DVR 110 or
a DVD player 108 and a rendering device such as TV 106.
In addition to “HDMI” inputs, AV receiver 420 may also
support various other mput formats, for example analog
inputs such as the illustrative mnput 404 from CD player 408;
composite or component video; S/PDIF coaxial or fiberop-
tic; etc. In this embodiment, request signals 406, voice
commands, etc., may be directed to AV receiver 420, for
example from remote control 402, for action by device 100",
As before, resulting appliance commands may be transmit-
ted using CEC signals transmitted over “HDMI” connec-
tions 112, RFE, or via IR signals 114 transmitted from an
associated IR blaster. As appropnate for a particular embodi-
ment, 1nitial configuration of device 100' to match the
equipment to be controlled may be performed by an Inter-
net-connected app resident 1n AV receiver 420, or by an app
resident 1n tablet computer 202 or other smart device, as
mentioned previously in conjunction with FIG. 2.

As will be appreciated, various other configurations are
also possible without departing from the underlying con-
trolling device concept described herein, for example,
device 100' may be incorporated into an Internet-capable
TV, an “HDMI” switch, a game console, etc.; appliance
command set and capability database 207 may be located at
an internet cloud or a cable system headend, may be stored
locally (in all or 1n part), which local storage may take the
form of internal memory within the device 100" itself or 1n
an appliance such as a TV, STB or AV receiver, or may take
the form of a memory stick or the like attachable to a smart
device or appliance; etc.

With reference to FIG. 5, an exemplary device 100
(whether stand alone or in an appliance supporting func-
tionality embodied as a device 100') may include, as needed
for a particular application, a processor 500 coupled to a
memory 502 which memory may comprise a combination of
ROM memory, RAM memory, and/or non-volatile read/
write memory and may take the form of a chip, a hard disk,
a magnetic disk, an optical disk, a memory stick, etc., or any
combination thereof. It will also be appreciated that some or
all of the 1llustrated memory may be physically incorporated
within the same IC chip as the processor 500 (a so called
“microcontroller”) and, as such, it i1s shown separately 1n
FIG. 5 only for the sake of clanty. Interface hardware
provisioned as part of the exemplary device 100 platform
may include IR receiver circuitry 5304 and IR transmuitter
circuitry 506; one or more microphones; an “HDMI” inter-
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face 508; one or more RF, e.g., WikF1, transceivers and
interfaces 510; an FEthernet interface 3512; and any other
wired or wireless 1/0 interface(s) 514 as appropnate for a
particular embodiment, by way of example without limita-
tion “BLUETOOTH,” “RF4CE.,” “USB.,” “ZIGBEE,”
“ZENSYS,” “X10/INSTEON,” “HOMEPLUG,”
“HOMEPNA,” etc. In some instances, the electronic com-
ponents comprising the exemplary device 100 platform may
be powered by an external power source 516. In the case of
a standalone device 100 such as illustrated in FIG. 1 or 2,
this may comprise for example a compact AC adapter “wall
wart,” while integrated devices 100" such as illustrated in
FIG. 3 or 4 may draw operating power from the appliance
into which they are integrated. It will also be appreciated
that in the latter case, 1n certain embodiments processor 500
and/or memory 502 and/or certain portions ol interface
hardware 1tems 504 through 514 may be shared with other
functionalities of the host appliance.

As will be understood by those skilled 1n the art, some or
all of the memory 502 may include executable instructions
that are intended to be executed by the processor 500 to
control the operation of the device 100 (collectively, the
device programming) as well as data which serves to define
the necessary control protocols and command values for use
in transmitting command signals to controllable appliances
(collectively, the command data). In this manner, the pro-
cessor 500 may be programmed to control the various
clectronic components within the exemplary device 100,
¢.g., to monitor the communication means 504,510 for
incoming request messages from controlling devices, to
monitor the microphones for sound signals, to cause the
transmission of appliance command signals, etc.

To cause the device 100 to perform an action, the device
100 may be adapted to be responsive to events, such as a
received voice signal, a received request message from
remote control 102 or smart device 104, changes 1n con-
nected appliance status reported over “HDMI” interface
508, “WIFI” interface 510, or “ETHERNET” interface 512,
etc. In response to an event, appropriate mstructions within
the device programming may be executed. For example,
when a command request 1s received via a microphone, from
a smart phone 104, or the like, the device 100 may retrieve
from the command data stored in memory 502 a preferred
command transmission medium (e.g., IR, “RF4CE”, CEC
over “HDMI,” IP over “WIFI,”, etc.) and a corresponding
command value and control protocol to be used 1n trans-
mitting that command to an intended target appliance, e.g.,
TV 106, 1n a format recognizable by that appliance to
thereby control one or more functional operations of that
appliance. By way of further example, the status of con-
nected appliances, e.g., powered or not powered, currently
selected 1nput, playing or paused, etc., as may be discerned
from interfaces 308 through 514, may be monitored and/or
tabulated by the device programming in order to facilitate
adjustment of appliance settings to match user-defined activ-
ity profiles, e.g. “Watch TV”, “View a movie”, etc. It will
also be appreciated that the command values, protocols to
use, etc. may be obtained from a cloud-computing service as
needed or as required.

An overview of an exemplary control environment uti-
lizing a device 100 1s presented 1n FIG. 6. The programming
of the exemplary device 100 may comprise a universal
control engine core 650 together with a series of scalable
solftware modules 652 through 660, including apps or
“skills,” each module supporting a particular appliance
command protocol or method and provisioned as appropri-
ate for a particular embodiment. By way of example, the
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illustrative embodiment of FIG. 6 may include an internet
protocol (IP) module 652, a CEC over “HDMI” module 654,

a “BLUFTOOTH” module 656, an IR module 660, and
other modules(s) 658, e.g., an RF module, as appropriate for
the particular application. The appliances to be controlled
may include an IP enabled AV receiver 620, an IP enabled
STB/DVR 610, TV 106, DVD player 108, and CD player
408. As 1llustrated, certain of these devices may be inter-
connected via “HDMI” 112 and/or Ethernet 670 interfaces.
(In this regard, it should be appreciated that the 1llustrative
interconnections 112 and 670 of FIG. 6 are intended to
depict logical topography only, and accordingly details of
exact physical cabling structure and/or the presence of any
necessary switches, routers, hubs, repeaters, interconnec-
tions, etc., are omitted for the sake of clarity.)

The preferred method/protocol/medium for issuance of
commands to the exemplary appliances of FIG. 6 may vary
by both appliance and by the function to be performed. By
way of example, volume control and analog input selection
commands 622 targeted to AV receiver 620 may be required
to be 1ssued via IR transmissions, while power on/ofl and
“HDMI” mput selection functionality commands 624 may
be better communicated via CEC commands and advanced
functionality commands 626 such as sound field configura-
tion may be best commumnicated via an Ethernet connection.
In a stmilar manner, the various operational functions of the
other appliances may be best commanded via a mixture of
mediums, methods, and protocols, as illustrated. As will be
appreciated, imn some instances a particular appliance may
support receipt of an operational command via more than
one path, for example the power on/ofl function of AV
receiver 620 may be available not only as a CEC command,
but also via an IR command. In such mstances, the preferred
command format may be that which has been determined to
offer the greatest reliability, for example, 1n the above
instance the CEC command may be preferred since this form
of command 1s not dependent on line-of-sight and also
permits confirmation that the action has been performed by
the target appliance.

In order to determine the optimum method for each
configured appliance type and command, the exemplary
device core program 650 may be provisioned with a pre-
ferred command matrix 700, as illustrated 1in FIG. 7. Exem-
plary preferred command matrix 700 may comprise a series
of data cells or elements, e.g. cells 712, each corresponding
to a specific command 702 and a specific one of the
appliances to be controlled 704. The data content of such a
cell or element may comprise 1dentification of a form of
command/transmission to be used and a pointer to the
required data value and formatting information for the
specific command. By way of example, the data element 712
corresponding to the “Input 2 command 706 for the con-
figured TV appliance 708, may comprise an indicator that a
CEC command i1s to be used, 1.e., an indicator of the
transmission device that 1s to be used to communicate the
command to the intended target appliance, together with a
pointer to the appropriate command data value and HDMI-
CEC bus address; while data element 714 corresponding to
the same command function for the configured AV recerver
710 may comprise an indicator that an IR command 1s to be
used, together with a pointer to appropriate command data
and formatting information within an IR code library stored
clsewhere 1n memory 502. In certain embodiments one or
more secondary command matrices 716 may also be provi-
sioned, allowing for the use of alternate command methods
in the event 1t 1s determined by the device programming that
a preferred command was unsuccessiul. Command matrix

10

20

25

30

35

40

45

50

55

60

65

8

700 may also contain null entries, for example 718, where a
particular function 1s not available on or not supported by a
specific appliance. In an exemplary embodiment, command
matrix 700 may be created and loaded into the memory 502
of the device 100 during an 1nitialization and set-up process,
as will now be described 1n further detail.

In order to perform initial configuration of device 100, a
setup application may be provided. In some embodiments,
such a set up application may take the form of programming,
to be executed on any convenient device with a suitable user
interface and capable of establishing communication with
the device 100, such as without limitation a smart phone,
tablet computer, personal computer, set top box, TV, etc., as
appropriate for a particular embodiment. In other embodi-
ments such a set up application may be incorporated mto the
device programming itself, utilizing for example a con-
nected TV screen, smart device screen, etc. and an associ-
ated controlling device (which may include the smart
device, a cloud-based voice service platform device, etc.)
having imput capabilities, e¢.g., keys, microphone(s), etc., for
use as the user interface. Regardless of the exact form and
location of the programming and user interface means, the
series ol steps which may be performed by a set up appli-
cation when configuring the device 100 for operation with a
specific set of appliances remains similar. Accordingly, it
will be appreciated that the methods comprising the 1llus-
trative set up application presented below in conjunction
with FIGS. 8 and 9 may be generally applied, mutatis
mutandis, to various alternative set up application embodi-
ments.

With reference to FIG. 8, as known 1n the art a tablet
computer such as the exemplary device 202 of FIG. 2 may
comprise, as needed for a particular application, a processor
800 memory 802 which memory may comprise a combina-
tion of ROM memory, RAM memory, and/or non-volatile
read/write memory and may take the form of a chip, a hard
disk, a magnetic disk, an optical disk, a memory stick, etc.,
or any combination thereof. In some embodiments, provi-
sion may also be made for attachment of external memory
804 which may take the form of an SD card, memory stick,
or the like. Hardware provisioned as part of an exemplary
tablet computer platform may include a microphone, an
LCD touchscreen 810 with associated display driver 806 and
touch interface 808; hard keys 812 such as for example a
power on/ofl key; a USB port 816; “WIFI” transceiver and
interface 818; a “BLUFTOQOTH” transceiver and interface
820; a camera 822: and wvarious other features 824 as
appropriate for a particular embodiment, for example an
accelerometer, GPS, ambient light sensor, near field com-
municator; etc. The electronic components comprising the
exemplary tablet computer device 202 may be powered by
a battery-based internal power source 814, rechargeable for
example via USB interface 816.

Memory 802 may include executable instructions that are
intended to be executed by the processor 800 to control the
operation of the tablet computer device 202 and to imple-
ment various functionalities such as Web browsing, game
playing, video streaming, etc. As 1s known 1in the art,
programming comprising additional functionalities (referred
to as “apps’) may be downloaded into tablet computer 202
via, for example, “WIFI” interface 818, “USB” 816, external
memory 804, or any other convement method. As discussed
previously, one such app may comprise a control app, for
example as that described 1n co-pending U.S. patent appli-
cation Ser. No. 13/329,940 of like assignee and incorporated
herein by reference 1n 1ts entirety, which app may be for use
in commanding the operation of appliances 106, 108, 110
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and/or 120 via device 100 and/or for otherwise enabling the
device 202 to communicate with device 100. In order to
initially configure device 100 to match the appliances to be
controlled and to establish an approprniate command matrix,
tablet computer 202 may also be provisioned with a setup
app 214, ecither as part of a control app or as separately
downloadable app.

With reference now to FIG. 9 such a setup app, upon
being mvoked at step 902 may initially request that the user
place all of the appliances to be controlled into a known
state, e.g., powered on, 1 order to enable the appliance
detection and/or testing steps which follow. In some
instances, this step may be omitted 1t 1t 1s determined that all
appliances that are known to be within the ecosystem are
already 1n a desired state, e.g., powered on. This determi-
nation may be monitored by monitoring the state of hard-
ware that 1s associated with or otherwise connected to any
such appliances. Next, at steps 904 and 904a the setup app
may determine the identity of those appliances (and, thereby,
determine those appliances which are CEC-enabled, RF
enabled (e.g., RF4CE-enabled), etc.) This may be accom-
plished by communicating a request to the associated device
100, which at step 906 may, for example, cause the device
programming to scan connected “HDMI” devices for appli-
ances which are CEC-enabled and/or identifiable via inter-
action over the “HDMI™ interface, for example as described
in co-pending U.S. patent application Ser. No. 13/198,072,
of like assignee and incorporated herein by reference 1n 1ts
entirety, and communicate such appliance i1dentities to the
setup application. Likewise, this may be accomplished by
communicating a request to the associated device 100,
which at step 906a causes the device programming to scan
for appliances which are RF-enabled and/or 1dentifiable via
interaction over one or more communication interfaces.

Thereafter, at step 908 the setup application may deter-
mine 11 additional non-CEC appliances are connected to the
device 100 via the “HDMI” interface. This may be accom-
plished by requesting the device programming to scan for
any further “HDMI” connections at step 910 and commu-
nicate the findings back to the setup application. Though not
illustrated, 1t will be appreciated that where appropnate for
a particular embodiment the device programming may con-
duct similar scans to in order to discover appliances con-
nected via Ethernet, “USB,” “BLUETOOTH,” “RF4CE,”
“WIFI,” etc., where such interfaces may be provisioned to a
device 100.

Thereafter, at step 912 the setup application may display
or otherwise communicate a listing of detected appliances
(both 1dentified and not yet identified) to the user. At step
914, the user may be prompted to enter appliance 1dentifying
information for those “HDMI” or otherwise connected
appliances which were detected but not 1dentified, as well as
identifying information regarding any additional appliances
which may form part of the system to be controlled but are
not discoverable as described above (for example appliances
such as AV receiver 120 or CD player 408 which may be
responsive only to unidirectional IR commands). Without
limitation, such i1dentifying information may take the form
of user-entered data such as an appliance type, brand and
model number, or a setup code from a listing 1n a user guide;
or may take the form of scanned or electronic information
such as a digital picture of the appliance itself or of a bar
code, QR code, or the like associated with appliance; near
field acquisition of RFID tag data; etc.; or any combination
thereol as appropriate for a particular embodiment.

As noted above, once suflicient 1dentifying information
has been acquired, at step 916 the setup app may commu-
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nicate that information to a database/cloud server, for
example server 206, for performance of step 918, compris-
ing 1dentification of and retrieval of command codeset and
capability data corresponding to the identified appliances
from a database 207 and/or one or more appropriate “skills,”
and provision this data/programming to the setup application
for processing and ultimate transier to the device 100 1n
whole or i part. As will be appreciated, a transierred
codeset may comprise complete command data values,
formatting information, and/or one or more further trans-
mission related parameters that would be used to transmit a
command via a wireless connection, e.g., IR, RE, etc., or via
a wired connection, may comprise one or more pointers to
such command data values, formatting information, and/or
one or more further transmission related parameters that are
already stored 1in the memories 502 and/or 802/804 of the
device 100 or the device upon which the setup application 1s
currently resident, or a combination thereol. Where neces-
sary, for example when database 207 may contain alternate
codesets for an identified appliance, or where uncertainty
exists regarding a particular appliance model number, etc., at
steps 920, 922, and 924 various control paradigms and/or
command data sets may be tested against the appliances to
be controlled. Such testing may take the form of soliciting
user response to eflects observable commands, monitoring
of “HDMI” interface status changes as described {for
example 1 U.S. patent application Ser. No. 13/240,604, of
like assignee and incorporated herein by reference in 1ts
entirety, or any other method as convenient for a particular
application. Once appropriate codesets have been fully
determined, at steps 926,928 and 930 a suitable preferred
command matrix, for example as illustrated 1n FIG. 7, may
be constructed and stored into the memory 502 of exemplary
device 100, the matrix being constructed by considering the
communication capabilities and functionalities of the
devices 1dentified via the above-described processes.

In order to select the optimum command method for each
function of each configured appliance any suitable method
may be utilized, for example a system-wide prioritization of
command media and methods by desirability (e.g., apply IP,
CEC, IR 1n descending order); appliance-specific command
maps by brand and/or model; function-specific preference
and/or priority maps (e.g. all volume function commands via
IR where available); etc.; or any combination thereof. The
exact selection of command method priorities or mapping
may take into account factors such connection reliability,
c.g. wired versus wireless, bidirectional versus unidirec-
tional communication, etc.; speed of command transmission
or execution; internal priorities within an appliance, e.g.
received IP received packets processed betore CEC packets,
etc.; type of protocol support (e.g. error correction versus
error detection; ack/nak, etc.); or any other factors which
may applied in order to achieve optimum performance of a
particular embodiment.

As will be appreciated, the construction of said preferred
command matrix may be performed at the database server or
within the setup application, or a combination thereof,
depending on the particular embodiment. Once a preferred
command matrix has been finalized and stored in the device
100, at step 932 a series of desired appliance configurations
associated with specific user activities may be configured
and stored into the device 100, as will be now be described.

Upon completion and storage of a preferred command
matrix, an exemplary setup application may subsequently
guide a user through a series of steps in order to establish the
desired appliance configurations for a series of possible
activities. With reference to FIG. 10, at step 1002, the user
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may be presented with a list of possible activities, e.g.,
“Watch TV”, “Watch a movie”, “Listen to music”, etc. In
some embodiments, the user may also be able to edit activity
titles and/or create additional user defined activities. At step
1004 a user may select a particular activity for configuration,
for example “Watch TV”. At step 1006, the user may be

prompted to 1dentily the content source for the activity being,
configured, for example cable STB/DVR 110 for the exem-

plary “Watch TV activity. Such a prompt may take the form
of a listing of eligible appliances as determined during the
foregoing appliance set up steps; explicit user provision of
an appliance type; etc. Next, at steps 1008 the user may be
prompted 1n a similar manner to select video and audio
rendering appliances for use in this activity, for example TV
106 and AVR recerver 120 respectively. Depending upon the

system topography and the interfaces 1 use (1.e. “HDMI/
CEC, IP, analog, etc.) the set up application 1n concert with
device programming may be able to ascertain which 1nput
port of each rendering appliance 1s attached to the content
source appliance i1dentified for this activity and/or if any
intermediate switching appliance 1s 1n use (for example AV
receiver 420 of the system 1llustrated 1n FI1G. 4). Where such
information 1s obtainable, the set up application may auto-
matically create all or part of an appropriate rendering
device mput selection for the activity being configured. If
not, at steps 1008 and 1010, the user may be additionally
requested to i1dentity the applicable content route(s) to the
rendering appliances, e.g., input port numbers, presence of
intermediate switches, etc. During or upon conclusion of
steps 1004 through 1010, the set up application may con-
struct an activity matrnx, for example as illustrated in FIG.
11. By way of example, activity matrix 1100 for a “Watch

TV” activity may comprise a series of cells, for example
1110 or 1112, each corresponding to a desired configuration
of a particular state 1106 or function 1108 of a specific
appliance 1104 during the specified activity. By way of
example, cell 1110 may 1ndicate that the imnput of AV receiver
120 1s to be set to “S/PDIF2”, while cells 1112 and 1114 may
indicate that transport function commands (e.g., “play”,
“pause”, “fast forward” etc.) are to be directed to STB/DVR
110 and not to DVD 114. In this regard, 1t will be appreciated
that while 1n some embodiments the assignment of functions
such as, for example, volume control, to specific appliances
during a particular activity may be performed within an
individual controlling device, 1.e., the controlling device
may determine the appliance to which volume control
commands are to be directed, 1n a preferred embodiment this
assignment may be performed within the device 100,
thereby ensuring consistency across each activity when
multiple controlling devices are present 1n an environment,
for example devices 102 and 104 of the environment 1llus-
trated i FIG. 1.

Returning now to FIG. 10, at steps 1014 and 1016 the
newly-constructed activity matrix 1100 may be tested by
causing the device programming, utilizing preferred com-
mand matrix 700, to 1ssue the commands necessary to place
the 1dentified appliances 1nto the desired state and thereafter
receiving verification at step 1018 that the desired activity
was successiully mitiated. It will be appreciated that such
verification may comprise, for example, detection and
reporting of “HDMI” or other content streams and/or appli-
ance status by device programming by directly monitoring
CEC status or by using methods such as described for
example m U.S. patent application Ser. No. 13/240,604;
solicitation of user input confirming correct operation; moni-
toring for presence or absence of analog input signals;
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recording of appliance status or error messages; etc.; or any
combination thereol as appropriate for a particular embodi-
ment.

If testing 1s unsuccesstul, at step 1018 the set up appli-
cation may return to step 1002 to allow reconfiguration of
that activity and/or definition of alternative activities. IT
testing was successiul, at steps 1020 and 1022 the completed
activity matrix, for example 1100 as illustrated in FIG. 11,
may be transferred to the device 100 for storage in device
memory 3502. Thereafter, at step 1024 the user may be
oflered the opportunity to return to step 1002 to define
additional activity configurations, for example 1101,1102 as
illustrated 1n FIG. 11, or to exit the activity configuration
pProcess.

With reference now to FIG. 13, the series of steps
performed by the device programming 1n order to convey a
function command to an appliance 1n accordance with a
command request 1300 received from a controlling device
such as remote control 102 or 200, smart device 104 or 202,
via voice mput, etc., or in accordance with an internally
generated requirement resulting from receipt of an activity
request (as will be described hereafter) may initially com-
prise retrieval from a preferred command matrix that data
clement which corresponds to the requested command and
target appliance. By way of specific example, receipt of a
“TV power on” request from remote control 102, via voice
input, or the like at a device 100 provisioned with the
preferred command matrices 1llustrated 1n FIG. 7 may cause
retrieval of data element 720, indicating that the command
1s to be communicated to the TV appliance, e.g., television
106, using an “HDMI”/CEC command. At step 1304, the
device programming may determine if the retrieved value
constitutes a null element. If so, the referenced appliance
does not support the requested command and accordingly at
step 1314 an error message may be generated and the
process therealter terminated. As will be appreciated, the
exact nature of such an error message may depend upon the
particular embodiment and/or the requesting controlling
device: for example, i the request originated from a con-
trolling device which 1s 1n bidirectional communication with
the device the error may be commumicated back to the
requesting device for action, 1.e., display to the user, illu-
minate a LED, activate a buzzer, etc. as appropriate. Alter-
natively, 1n those embodiments where a device 100 1s
incorporated mto an appliance as device 100', that appli-
ance’s Iront panel display, LEDs, speaker, etc. may be
utilized.

If the retrieved preferred command matrix element data 1s
valid, at step 1306 the device 100 may communicate the
corresponding function command to the target appliance
using the indicated command wvalue and transmission
method, e.g., for the exemplary data element 720 this may
comprise 1ssuing a CEC “power on” command to CEC
logical device address zero (1V) via the device’s “HDMI”
interface 508. Once the command has been 1ssued, at step
1308 the device programming may determine 1f the com-
munication mnterface and protocol used 1n 1ssuing the com-
mand provides for any confirmation mechanism, 1.e.,
explicit acknowledgement of receipt, monitoring of
“HDMI” status on an interface, detection of a media stream
or HDCP handshake, etc. If not, for example the command
was 1ssued using a unidirectional IR signal and no other
confirmation means such as power or input signal monitor-
ing 1s available, the device programming may simply
assume that the command was successiul and processing 1s
complete. If, however, confirmation means exists, at step
1310 the device programming may wait to determine 11 the
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command was successiully executed. Once positive confir-
mation 1s received, processing 1s complete. If no confirma-
tion or a negative confirmation 1s received, at step 1312 the
device programming may determine 1f an alternative method
1s available to communicate the command to the target
appliance. Returning to the specific example presented
above this may comprise accessing a secondary command
matrix 716 in order to determine if an alternative commu-
nication method 1s available for the specific function, e.g.,
“TV power on.” I an alternative does exist, at step 1316 the
substitute command value and transmaission method may be
retrieved and processing may return to step 1306 to initiate
an alternative attempt. Returning again to the specific
example, 11 the CEC “power on” command corresponding to
data element 720 of matrix 700 1ssued to TV 106 cannot be
confirmed, an IR “power on” command encoded according
to SIRCS (Sony Infrared Control System) 1n correspondence
with the equivalent data element in secondary matrix 716
may be attempted as a substitute.

In addition to relaying individual command requests as
described above, an exemplary device 100 may also support
activity selection, whereby receipt of a single user request
from a controlling device, via voice mput, or the like may
cause a series of commands to be 1ssued to various appli-
ances 1 order to configure a system appropriately for a
particular user activity, such as for example, watching
television. To this end a set of matrices defining desired
equipment states suitable to various activities, for example
as 1llustrated at 1100 through 1102 of FIG. 11, may be stored
in device memory 502 for access by device programming
when executing such a request. As 1illustrated in FIG. 12, in
some embodiments the programming of an exemplary
device 100 may maintain an additional matrix 1200 repre-
sentative of the current state of the controlled appliances,
arranged for example by appliance 1202 and by operational
state 1204. By way of example, data elements 1206 and
1208 in the illustrative table 1200 may indicate that TV 106
1s currently powered on (1208) with “HDMI” port number
2 selected as the mput (1206). The data contents of the
clements 1n such a table may be maintained in any conve-
nient manner as appropriate to a particular embodiment, for
example without limitation retrieval of “HDMI”/CEC sta-
tus; monitoring input media streams and/or HDCP status;
measuring power consumption; construction of a simulated
appliance state such as described for example 1n U.S. Pat.
No. 6,784,803; etc.; or any combination thereof. In the case
of certain appliances, such as for example AV receiver 120
which may be controllable only via umidirectional IR, the
current state of the appliance may not be discernible. In such
cases, a null data element 1210 maybe entered 1nto exem-
plary matrix 1200 to indicate that this appliance may require
configuration using discrete commands only and/or user
interaction. As will be appreciated, 1n some embodiments
the data contents of the illustrative table may be maintained
in memory 502 on an ongoing basis by device programming,
while 1n other embodiments this data may be gathered “on
the fly” at the time the activity request 1s being processed.
Combinations of these methods may also be used, for
example “on the fly” gathering for appliances connected via
an HDMI bus combined with maintenance of a simulated
state for appliances controlled via IR signals.

In order to configure a group of appliances for a desired
activity, device programming may compare a desired state
matrix, for example 1100, to a current state matrix, for
example 1200, element by element, 1ssuing commands as
necessary to bring appliances to the desired state. By way of
example, an exemplary series of steps which may be per-
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formed by the programming of a device 1n order to eflect a
“Watch TV” activity configuration will now be presented 1n
conjunction with FIG. 14. For the purposes of this example,
the reader may also wish to reference the equipment con-
figuration of FIG. 1 and the activity and current state
matrices 1100 and 1200 of FIGS. 11 and 12.

Upon receipt of a “Watch TV” request 1400, at step 1402
the exemplary device programming may access an appli-
cable appliance state matrix 1100. Next, at step 1404 1t may
be determined by the device programming whether the
present “power” state o TV 106 as indicated by current state
matrix 1200 matches the desired state stored i1n the corre-
sponding data element of matrix 1100. If the states match,
processing may continue at step 1408. If the states do not
match, at step 1406 a “power on” command may be com-
municated to TV 106. As will be appreciated from the earlier
discussion in conjunction with FIG. 13 and inspection of
exemplary preferred command matrix 700, 1n the illustrative
system communication of the “power on” command to TV
106 may comprise a CEC command 1ssued over “HDMI”
connection 112. Next, at step 1408 a “mute” command may
be communicated to TV 106, since element 1116 of 1llus-
trative matrix 1100 indicates that TV106 1s not the primary
audio rendering appliance. In accordance with preferred
command matrix 700, communication of the “mute” com-
mand to TV 106 may comprise an IR transmission 114.
Thereatter, at steps 1410,1412 the active mput of TV 106
may be set to “HDMI1” via a CEC command, and at steps
14141416 a CEC “power on” command may be commu-
nicated to STB/DVR 110 if that appliance i1s not already
powered on. At step 1418, the exemplary device program-
ming may set an internal status to indicate that future
transport command requests (e.g., play, pause, FF, etc.)
should be routed to STB/DVR 110, as indicated by element
1112 of matrix 1100. Thereafter, at steps 1420,1422 a CEC
“power ofl” command may be communicated to STB/DVR
108 if that appliance 1s not already powered ofl. Thereatter,
at steps 1424 and 1426 “power on” and “input S/PDIF2”
commands may be communicated to AV receiver 120 via IR
signals. As will be appreciated, 1t may not be possible to
determine the current status of AV receiver 120, as indicated
for example by elements 1210 and 1220 of matrix 1200, and
accordingly so-called ““discrete,” or explicit, function com-
mands may be 1ssued which may establish the desired status
regardless of the current state of the appliance. Finally, at
step 1428 the exemplary device programming may set an
internal status to indicate that future volume control com-
mand requests (e.g. volume up/down, mute) should be
routed to AV receiver 120, as indicated by element 1118 of
matrix 1100, where after processing of the activity request 1s
complete.

As noted above, the exemplary device 100 may also
support activity selection, whereby receipt of a single user
request from a smart device, via a voice signal, etc., may
cause a series of commands to be 1ssued to various appli-
ances 1n order to configure a system appropriately for one or
more user activities, such as “watch TV,” “watch movie,”
“listen to music,” etc. To setup the user intertace of the smart
device to support such macro command functionality, an
exemplary method 1s illustrated 1n FIG. 15. More particu-
larly, with reference to FIG. 15, upon mvocation of a setup
app at step 1502 a user may be requested to place all of the
appliances to be controlled into a known state, e.g., powered
on or already joined 1n a wireless network, in order to enable
the appliance detection and/or testing steps which follow.
Next, at step 1504 the setup app may determine the 1dentity
of those appliances, and thereby determine which of those




US 11,776,539 B2

15

appliances are CEC-enabled or IP enabled. This may be
accomplished by communicating a request to the associated
device 100, which at step 1506 may cause the device
programming to scan connected “HDMI” devices for appli-
ances which are CEC-enabled and/or 1dentifiable via inter-
action over the “HDMI” interface, for example as described
in co-pending U.S. patent application Ser. No. 13/198,072,
of like assignee and incorporated herein by reference 1n 1ts
entirety, and communicate such appliance identities to the
setup application. Next, at step 1308 the setup app may also
determine 1if the appliances have any associated icon infor-
mation (for example stored as metadata on the appliance,
available from a remote server, or the like) as well as
information related to interface connection types, e.g.,
“WIFL” “HDMI” mput/output, for use in the creation of
supported macros. If the icon information 1s available, the
icon mformation may be sent to the smart device by the
appliance and/or retrieved by the smart device using other
information provided by the appliance as appropriate as
shown 1n step 1526. An 1con corresponding to the icon
information may then be automatically added to the user
interface of the smart device whereupon an activation of the
added 1con may be used to provide access to command and
control functionalities associated with the corresponding
controllable device, including commands 1n the form of a
listing of automatically generated macros available for that
controllable device as described below. Thus, 1con informa-
tion provided to the smart device may be used 1n connection
with information stored on the smart device, stored 1n the
internet cloud and/or at a remote server to automatically add
an 1con to the user interface of the smart device where the
icon can be i the form of a logo for the controllable
appliance, 1cons in the form of logos for content (e.g.,
television station logos) that can be accessed via the con-
trollable appliance, etc. In a turther illustrative embodiment,
icons may function as soit keys which may be selected to
cause the performance of a further action for example, to
display a device control page (e.g., to present television
control soft keys such as channel up, channel down, etc.),
cause the transmission of commands, etc. as described for
example 1 U.S. patent application Ser. No. 10/288,727,
(now U.S. Pat. No. 7,831,930) of like assignee and incor-
porated herein by reference 1n its entirety, or any other
method as convenient for a particular application. In a
similar manner, an appropriate app or “skill” can be
retrieved for use by the smart device, for example from a
cloud-based service, to enable the smart device (which may
or may not include an associated display) to provide an
appropriate user interface, to recerve mput via use of a voice
signal, and/or to enable transmission and/or receipt of
desired signals to and/or from the device 100.

The setup application then continues to step 1510 (after
scanning for CEC connected appliances as discussed above)
whereat the setup application may next determine 1 addi-
tional non-CEC appliances are connected to the device 100
via the “HDMI” interface. This may be accomplished by
requesting the device programming to scan for any further
“HDMI” connections at step 1512 and communicate the
findings back to the setup application. Though not 1llus-
trated, 1t will be appreciated that, where appropriate for a
particular embodiment, the device programming may con-
duct similar scans 1n order to discover appliances connected
via Ethernet, “USB,” “BLUETOQOTH,” “RF4CE,” “WIFIL,”
etc., where such interfaces may be provisioned to a device
100.

Thereatfter, at step 1514 the setup application may display,
annunciate, etc. a listing of detected appliances (both 1den-
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tified and not yet identified) to the user. At step 1516, the
user may then be prompted to provide applhiance 1dentifying
information for those “HDMI” or otherwise connected
appliances which were detected but not 1dentified, as well as
identifying information regarding any additional appliances
which may form part of the system to be controlled but
which were not discoverable as described above (for
example appliances such as AV receiver 120 or CD player
408 which may be responsive only to umdirectional IR
commands). Without limitation, such identifying informa-
tion may take the form of user-entered data such as an
appliance type, brand and model number, or a setup code
from a listing 1n a user guide; or may take the form of
scanned or electronic information such as a digital picture of
the appliance 1itself or of a bar code, QR code, or the like
associated with appliance; near field acquisition of RFID tag
data, MAC address; etc.; or any combination thereol as
appropriate for a particular embodiment.

Once appropriate 1dentifying information has been
acquired, at step 1518 the setup app may communicate that
information to a database server, for example server 206, for
performance of step 1520 1n which the database server uses
the 1dentification information to retrieve icon information as
needed (e.g., when such data was not obtainable from the
appliance), command information and/or app/“skill” pro-
gramming as discussed previously, and 1n step 1522, to
automatically generate executables, including macros which
correspond to the appliance or a plurality of appliances
considering their capability data as maintained 1n a database
207 and/or as retrieved from the appliances. Any such data
gathered from and/or created by the server 206 will then be
provisioned to the setup application for processing and
ultimate transfer to the smart device and/or device 100 as
required. As will be appreciated, the transferred information
and/or metadata may comprise user interface data, complete
command data values, appliance mput/output data and cur-
rent status, formatting information, pointers to command
data values and formatting information already stored 1n the
memories 502 and/or 802/804 of the device 100 or the
device upon which the setup application 1s currently resi-
dent, etc. Where necessary, for example when database 207
may contain alternate codesets, 1con metadata, or macro
information for an identified appliance, or where uncertainty
exists regarding a particular appliance model number, etc., at
steps 1528, 1530, and 1522 various control paradigms
and/or command data sets may be tested against the appli-
ances to be controlled. Such testing may take the form of
soliciting user response to eflects observable commands,
monitoring of “HDMI” interface status changes as described
for example 1 U.S. patent application Ser. No. 13/240,604,
of like assignee and incorporated herein by reference in 1ts
entirety, or any other method as convenient for a particular
application. Once appropriate codesets and macro opera-
tions have been fully determined, at steps 1528 and 1530 a
suitable preferred user profile 1524, may be constructed and
stored 1nto the memory 502 of exemplary device 100, the
user profile 1524 being constructed by considering the
communication capabilities and functionalities of the
devices 1dentified via the above-described processes.

In order to select the optimum command method for each
function of each configured appliance any suitable method
may be utilized, for example a system-wide prioritization of
command media and methods by desirability (e.g., apply IP,
CEC, IR 1n descending order); appliance-specific command
maps by brand and/or model; function-specific preference
and/or priority maps (e.g. all volume function commands via
IR where available); etc.; or any combination thereof. The
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exact selection of command method priorities or mapping
may take into account factors such connection reliability,
c.g. wired versus wireless, bidirectional versus unidirec-
tional communication, etc.; speed of command transmission
or execution; internal priorities within an appliance, e.g.
received IP received packets processed betore CEC packets,
etc.; type of protocol support (e.g. error correction versus
error detection; ack/nak, etc.); or any other factors which
may applied in order to achieve optimum performance of a
particular embodiment.

As will be appreciated, the construction of said user
profile 1524 may be performed at the database server or
within the setup application, or a combination thereof,
depending on the particular embodiment.

It 1s also contemplated that the methods described above
can be used to provide a device 100 with universal RF
controlling capabilities. To this end, as illustrated 1n FIG. 16,
a host device, e.g., a device 100 having some or all of the
functionalities described above, can use an appliance dis-
covery process, which may entail using a multi-cast discov-
ery schema, to obtain information about one more appli-
ances 106, 108, 110, etc. For example, the host device may,
through use of the appliance discovery process, such as
described m U.S. application Ser. No. 13/198,072, receive
from an appliance through use of an interconnection with the
appliance, e.g., a wired or wireless coupling between the
appliance and the host device, first appliance related data,
¢.g., appliance ID, brand name, model number, name,
parameters associated with a communication methodology
supported by the appliance, etc. The first applhiance related
data retrieved from the appliance (if the first appliance
related data does not 1itself indicate that the appliance 1s
responsive to a particular RF protocol) can then be used to
determine 11 the first appliance related data received from the
appliance corresponds to a single one of the plurality of
appliance records/appliance profiles that are stored within a
database (for example, a database associated with a cloud
server) or multiple ones of the plurality of appliance records
stored within the database as described previously. It 1s to be
turther appreciated that such information may be obtained
by reading such information from a provided token, QR
code, or the like as also described previously.

When 1t 1s determined that the first appliance related data
received from the appliance corresponds to a single one of
the plurality of appliance records stored within the database
and the single one of the plurality of appliance records
indicates that the appliance 1s adapted to receive command
communications via use of a RF communications channel,
¢.g., the appliance 1s “RF4CE” compliant, an RF codeset
identifier associated with the one of the plurality of appli-
ance records may be used to select from a plurality of
codesets the RF codeset that 1s supported by that appliance.
A controlling device 1n communication with the host device
(or the host device 1tsell) can then be provisioned with the
indicated RF codeset—as described above—to thereby con-
figure the controlling device (or the host device 1n the event
the host device 1s intended to be a controlling device) to
1ssue commands directly to the appliance, via use of a RF
transmitter, where the command that 1s caused to be 1ssued
for reception by the appliance will correspond to a command
event received at the controlling device, e.g., an event
indicative of an 1nput element being activated, a communi-
cation being received from an external device, etc. Likewise,
via use of such gathered information, a smart device in
communication with the device 100 can be provisioned with
an app/“‘skill” to provide an appropriate user interface, to
receive mput via use of a voice signal, and/or to enable
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transmission and/or receipt of desired signals to and/or from
the device 100 as needed or required.

When 1t 1s determined that the first appliance related data
received from the appliance corresponds to multiple ones of
the plurality of appliance records within the database, further
appliance related data, e.g., further ones of appliance ID,
brand name, model number, name, parameters associated
with a communication methodology supported by the appli-
ance, etc., 1s preferably caused to be iteratively received
from the appliance through use of the same or other inter-
connections with the appliance until such time as no further
appliance related data 1s capable of being retrieved from the
appliance or until such time as all appliance related data
received from the appliance corresponds to a single one of
the plurality of appliance records stored within the database.
Again, as before, when 1t 1s determined that the collective
appliance related data received from the appliance corre-
sponds to a single one of the plurality of appliance records
within the database and the single one of the plurality of
appliance records indicates that the appliance 1s adapted to
receive command communications via use of a RF commu-
nications channel, e.g., the appliance 1s “RF4CE” compliant,
an RF codeset i1dentifier associated with the one of the
plurality of appliance records may be used to select from a
plurality of protocol codesets the RF codeset that 1s sup-
ported by that appliance. A controlling device, e.g., remote
control 104 1n communication with the host device (or the
host device 1tsell), can then be provisioned with the indi-
cated RF codeset to thereby configure the controlling device
(or the host device) to 1ssue commands directly to the
appliance, via use of a RF transmitter, where the command
1ssued will correspond to a command event. Thus, 1t 1s to be
appreciated that automatic device discovery and pairing
actions described herein may be possible using partial data
received from and or communicated via one or more nput/
output connections of one or more protocol types and that
the controlling device having device 100 functionality may
accordingly have multiple input/output connections and
support one or more protocol types. For example, the
controlling device having device 100 functionality may
support “BLU ETOOTH” low energy (BLE), “ZIGBEE,”
and/or “RF4CE” or otherwise use the same radio but with a
different network protocol stack without limitation.

Once the appliance discovery and configuration processes
have been completed and the controlling device loaded with
the specific profile for the appliance, a RF pairing operation
between the controlling device and the appliance 1s caused
to be performed. In some instances, a command to place the
appliance 1nto a state for pairing the appliance with the
controlling device may be transmitted to the appliance,
whether mitiated automatically upon conclusion of the dis-
covery and configuration processes or initiated manually, via
use of a protocol, e.g., IR, IP, CEC, etc., that the appliance
proflle indicates the appliance 1s responsive to. In this
regard, the command for placing the appliance into a state
for pairing may be i1ssued from the controlling device or the
host device as desired and 1n keeping with communication
links available for use in transmitting such a command. In
other instances, human interaction with a pairing button or
other mput element provided on the appliance to place the
appliance 1nto a pairing state may be required for this
purpose. In the pairing state, the devices will exchange
pairing information as needed to allow the devices to be
subsequently communicatively linked together when proxi-
mate to each other whereby the controlling device can be
used to communicate commands to the appliance via use of
the appropriate RF protocol. If needed, a user may be




US 11,776,539 B2

19

required to enter a pin mto the system, as known in the art,
to facilitate such pairing. An exemplary communication
exchange to facilitate a pairing between a remote control and
an appliance for use 1n transmitting “RF4CE”” commands to
the appliance may be found 1n U.S. Pat. No. 9,866,892 the
disclosure of which 1s incorporated herein by reference in 1ts
entirety.

Once an appliance and a controlling device are paired, it
will be appreciated that 11 it 1s determined that the appliance
does not respond to a command transmitted via use of a
provisioned RF protocol, e.g., determined by monitoring an
“HDMI” connection, other command transmission proto-
cols, such as CEC, IR, etc., can be used to convey a
command as described above.

As noted above, 1t 1s contemplated that, within an exem-
plary system, such as illustrated 1n FIG. 17, apps or “skills™
installed on a device 2100 may also provide interfaces to
various services and/or to controllable appliances, such as,
for example, a television 2102, a cable or satellite set top box
2104, a thermostat 2106, a solar power array controller
2108, a clothes washer and/or drier 2110, a personal fitness
tracker or pedometer 2112, a media streaming service, a
social networking service, etc. In this example, the device
2100 may be device 100 or may be a smart device that 1s
intended to communicate with a device 100 as described
above without limitation. The mterfaces may be used to
display or otherwise annunciate information relevant to the
operation and/or states of such services or devices, to receive
input relevant to controlling the operation of such services or
devices, to communicate with and/or control such services
or devices, etc. To this end, the appliances may communi-
cate with device 2100 using an available local wired or
wireless network 2118 such as, for example, Wiki1, Blu-
ctooth, etc., or any other convenient means. It will be
appreciated that depending on the particular networking
technology 1n use various other items such as access points,
routers, Internet gateways, etc., may be required in order to
tully implement the 1llustrative network 2118—in the inter-
ests of clarity these are omitted from FIG. 17. Also, as
illustrated 1n FIG. 17, smart device 2100 may be adapted to
communicate with one or more remote servers 2116 (which
may be services) by way of a wide area network 2114, such
as for example the Internet.

It should be appreciated that, while an exemplary embodi-
ment 1s presented herein 1n terms of a group of household
and/or personal appliances 2102 through 2112, the methods
described herein may broadly apply to any group of appli-
ances or equipment the elements of which support app
driven user interfacing, for example without limitation those
as may be found 1n oflices, factories, schools, theaters, etc.
Accordingly, the exemplary embodiment described hereat-
ter 1s intended to be illustrative and not limiting.

Turning now to FIG. 18A, an exemplary user appliance
interface 2200 presented by an app installed on device 2100
1s shown by way of illustration. When invoked by a user of
the device 2100, such an interface may display a current
status of the appliance, in this illustrative example that of a
clothes washer, including such exemplary items as the wash
cycle currently being performed 2202 and time remaining
2206. User interface 2200 may also include an exemplary
user iput areca 2206 with 1cons that are activable to access
companion appliance (e.g., a clothes dryer), GUIs, user
guides, troubleshooting diagnostics, etc., as well as an icon
2208 which may access additional page(s) 2210 of the
current device GUI, for example to cancel the current
operation, 1nitiate other operations, or to invoke further
submenus such as selection of water temperature 2212 or
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tabric cycle 2214. As illustrated by way of further example
in FIG. 2B, an exemplary appliance app GUI 2200' may be
adapted as appropriate for use with other types of smart
devices, for example a “smart TV™ 2102. As will be appre-
ciated, 1n instances where device 2100 does not 1tself include
a display, the device 2100 can be used 1n connection with a
turther device where the further device functions to present
the user mterface for device 2100. Accordingly, such further
device would be provided with the programming required to
allow device 2100 to receive commumications from and
provide communications to the device 2100. Such program-
ming may be provided to the further device via use of a
further installed app or “skill.” Yet further, 1t 1s to be
appreciated that any information that 1s described herein as
being presented via use of display can be presented via use
of a speaker, e.g., by using synthesized voice, and any
information that 1s described herein as being received via a
use ol an input element can be recerved via use of one or
microphones, €.g., by receiving voice signals and by pro-
cessing the received voice signals via use of a cloud-based
volice service platiform.

In certain embodiments, a displayed GUI page may
contain HyperText Markup Language (hereafter referred to
as “HTML”) links for use 1n accessing appliance related
information and/or services. Since methods for displayed
HTML links are well known in the art, they will not be
described 1n greater detail herein. Nevertheless, for addi-
tional details pertaining to HI'ML link operation, the reader
may turn to commonly assigned U.S. application Ser. No.
13/542,146 (US 2012/0278693), filed on Jul. 5, 2012,
entitled “System and Method for Ubiquitous Appliance
Control,” the disclosure of which 1s incorporated herein by
reference 1n 1ts entirety. A displayed HI' ML page (or speech
output, 1lluminated LEDs, or the like) may also function to
provide notifications and which may inform a user that an
app update or a new app 1s available for a single OS or across
the different Oss, including cloud-based voice service plat-
form operating systems, in the user’s environment for the
one or more of appliances. The user may select a displayed
link or otherwise provide a voice command to initiate a
downloading of an app, an authentication of an app, and/or
a commencement of a synchronization process. The GUI
may also include selectable links to user manuals for the user
appliances which are located within the user’s environment
or may include links to specific web based literature which
may be used to highlight the appliance features, or may
notily the user that a new app may be available for a new OS
for which an app was not available as of the last synchro-
nization cycle, etc.

With reference to FI1G. 19, as 1s known 1n the art, the smart
device 2100 of FIGS. 17 and 18 A may 1nclude as needed for
a particular application, processing means 2300 which may
comprise both an application processing section 2302 and an
RF/communication processing section 2304; an LCD dis-
play 2306; a keypad 2308 which may comprise physical
keys, touch keys overlaying LCD 2306, or a combination
thereof; one or more microphones, a subscriber 1dentifica-
tion module (SIM) card 2310; memory means 2312 which
may comprise ROM, RAM, Flash, or any combination
thereof; “WIFI” and/or “BLUETOOTH wireless interface(s)
2314; a wireless telephony interface 2316; power manage-
ment circuitry 2318 with associated battery 2320; a “USB”
interface 2322 and connector 2324; an audio management
system 2326 with associated microphone 2328, speaker
2330 and headphone jack 2332; and various optional acces-
sory features 2338 such as a digital camera, GPS, acceler-
ometer, etc. As further noted, the smart device 2100 may
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itself be a smart device 100 or the smart device 2100 may
include a control device 100" as described previously. Pro-
gramming may be provided and stored in memory means
2312 to control the operation of smart device 2100 by way
of operating system 2340 software such as for example 108,
Android, Linux, Web apps, etc., which operating software
may support voice-enabled control as sell as the download
and execution of various add-on apps 2342 as necessary for
a particular purpose, all as well known 1n the art. As noted
above, a setup agent software 2344 1s also provisioned to
smart device 2100 1n order to facilitate detection, installa-
tion, and operation of manufacturer-supplied appliance
interface apps, as will now be described 1n further detail. It
1s also to be understood that, while the illustrated smart
device 2100 1s particularly adapted to receive mput via use
ol a keypad and/or touchpad display that 1s provided as an
integral part of the smart device 2100, the smart device
2100, or other like smart devices such as the TV 1illustrated
in FI1G. 2B, can be provided mput via use of further remote
devices such as a remotely located mouse, pointer device,
touch pad, or the like. These remotely located mput devices
would accordingly be adapted to communicate to an asso-
ciated smart device data that 1s indicative of user interactions
with such mput devices to thereby achieve the same pur-
poses described herein, e.g., to navigate and interact with a
user interface.

With reference now to the tlowchart of FIG. 20, at step
2400 the setup agent 2344 may periodically initiate a scan
2402 of 1its current wired or wireless, network environment
(e.g., “WIFIL,” “BLUETOOTH,”, etc. or any combination
thereol) 1n order to ascertain the presence of one or more
networked appliances. This action may be initiated auto-
matically (for example based on a timer which 1s used to
measure predetermined periods of time, 1 response to the
device being turned on, 1n response to a detected change 1n
location of the smart device using for example 1ts GPS or the
like type of functionality, etc.), or when connecting to new
networks, or may be manually mitiated by a user of smart
device 2100 (for example 1n response to an activation of a
user mput element, 1n response to the smart device 2100
being moved, etc.) as appropriate for a particular embodi-
ment. IT 1t 1s determined at step 2404 that no responsive
appliances are present in the environment, the setup agent
actions are complete. If, however, responsive devices are
detected on the wireless network, e.g., a device responds
with data indicative of its i1dentity 1n response to a polling
request message sent from the smart device 2100, then at
step 2406 the setup agent may next determine, using the
information received, 1 a responsive appliance 1s already
known to the setup agent, e.g., determine 11 the appliance has
already been detected during a previous detection operation
or otherwise manually indicated to the smart device 2100.
Such a determination may be made, for example, by con-
sulting a setup agent-administered listing of appliance 1den-
tities, maintained as will be described hereatfter at step 2414.
If the appliance 1s already known to the setup agent, pro-
cessing continues at step 2416 to determine i1f further
responsive appliances have been detected.

If 1t 1s determined that a newly-responsive appliance has
been detected, then at steps 2408 and 2410 the setup agent
may next determine 1f an app 1s available for that appliance.
Such a determination may be made, for example, by using
vendor information, a third party compatibility database, or
by a social network database which may contain related
appliance information updated by other users or by search-
ing a database that functions to cross-reference appliance
identifying data as would be recerved from the appliances
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(e.g., data indicative of a manufacturer and model number)
to available apps and locations from which such apps may
be download. Such a database may be stored in local
memory 2312 as part of the setup agent programming, may
be located at a cloud based data storage facility or server
2116, or a combination thereof, as approprate for a particu-
lar embodiment. If no app 1s available, processing continues
at step 2414, adding the instant appliance i1dentity to the
listing of known appliance 1dentities. If 1t determined that an
app 1s available, at step 2412 the appropriate app may be
recommended to the user or may be downloaded to the smart
device 2100 from a location indicated 1n the database entry,
¢.g., a location pointed to by use of a URL, IP address, etc.
As will be appreciated, depending on the particular 1mple-
mentation such a download and install may be performed
automatically by the setup agent, or the agent may first
present the download possibility to the user of smart device
2100 for confirmation. As will also be appreciated, 1n those
instances where the app download 1s sourced from a site
which requires user sign-in and/or authentication, such as
for example the “1Tunes” brand store or “Android Market-
place” brand store, user credentials may be pre-loaded nto
the setup agent program to facilitate such automatic down-
load, or may be requested from smart device user each time
download 1s to be performed.

When an app 1s downloaded and installed, 1n some
embodiments the setup agent may register that app with a
cloud based service, by way of forwarding unique identity
information regarding the app and the environment (e.g.,
network and/or app owner information) in which 1t 1s
operational to a server system such as for example the server
2116 of FIG. 17. Such registration information may be
subsequently utilized for the purpose of synchronizing mul-
tiple instances of the same app across diflerent Operating
Systems, as will be further described hereafter 1n conjunc-
tion with FIG. 21.

In some embodiments, the setup agent may, 1n conjunc-
tion with the installation of certain apps which require
specific equipment configurations, also generate macro com-
mand sequences as necessary to place various appliances
into the required state upon initiation of the app. By way of
illustration without limitation, a TV viewing or game show
participation app may require that a TV 2102 to be set to a
particular input and/or a cable set top box 2104 be tuned to
a particular channel, etc., 1n which case a command
sequence (“‘macro”) may be created by the setup agent to be
executed every time that app 1s mitiated. As will be under-
stood by those skilled 1n the art, a single GUI may display
all of the app links and common macros across the OS’s.
Since methods for control of entertainment appliances and/
or use of macros are well known 1n the art, these will not be
discussed further herein, however for additional information
the interested reader may turn to for example U.S. patent
application Ser. No. 13/657,176 “System and Method for
Optimized Appliance Control” or Ser. No. 13/071,661 “Sys-
tem and Method for Facilitating Appliance Control via a
Smart Device”, both of common ownership and both incor-
porated herein by reference in their entirety.

Next, at step 2414, the setup agent may add the current
appliance identity into a local tabulation of known appli-
ances. Such an 1dentity may comprise a serial number, MAC
address, or any other data value suitable to uniquely 1dentity
the appliance. Thereaiter, at step 2416 the setup agent may
ascertain 1 additional responsive appliances were detected
and, 11 so the process described above 1s repeated, until all
responding appliances have been accounted for.
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While not illustrated, in some embodiments, provision
may also be made within the setup agent programming to
allow a user to purge or edit entries in the tabulation of
known appliances, for example when a smart device 1s
permanently relocated to a different environment, eftc.
Removal of known appliance tabulation entries may also be
performed automatically by the setup agent when a previ-
ously responsive appliance has failed to acknowledge sev-
eral scan cycles; when an associated app 1s deleted by the
user of the smart device; etc.

With reterence now to the flowchart of FIG. 21, when an
individual appliance associated app, for example such as the
app illustrated 1n FIG. 2A, 1s invoked at step 2500, 1n some
embodiments the app may mitially invoke a setup agent at
step 2502 1n order to eflect synchronization of this app’s
appliance status values with those of any other instances of
the same app which may be present 1n the current environ-
ment and/or resident on other devices registered to the same
owner. To achieve this, at step 2504 an exemplary setup
agent 2344 may access a cloud based database service,
located for example on server 2116, in order to determine 1f
any other instances of this app are present 1n the current
environment, have common ownership, and/or the like. To
accomplish such a check, the setup app may provide a
unique app identity and unique environment identity to the
database service. As appropriate for a particular implemen-
tation, an app identity may comprise a label value assigned
by the developer(s) of the app; a manufacturer and appliance
model number; or any other data which may serve to
uniquely 1dentify the specific app. An environment 1dentity
may comprise a “WIFI” network name; access point
address; one or more MAC addresses; a user 1d; etc; or any
other data which may serve to uniquely 1dentify the specific
environment 1n which the app 1s currently active. The cloud
based service may compare the provided values against a
database of installed app information in order to determine
il other instances of the app are present 1n the local envi-
ronment and/or to determine 11 a corresponding app might be
newly available for use on any of smart devices within the
local area network. If an app 1s newly available, the app can
be provisioned to such devices and synchronized with
existing apps within the network as described above.

At step 2506 1t may be determined, based on the response
from the database service, whether any other instances of
this app are 1n fact registered at the current environment. I
not, processing continues at step 2510 where control may be
returned to the app for the performance of the function(s) for
which 1t was 1nvoked. I, however, it 1s determined that other
instances of the mstant app are present, then at step 2508 the
most recently saved status of the app may be downloaded
from the corresponding entry 1n the cloud database and used
to pre-configure the current instance. Such status informa-
tion may include, as required for a particular appliance
and/or app, 1tems such as control settings, progress 1ndica-
tors, reminders, timeouts, state switches, authentications,
cookies, shopping cart contents, service information, error
logs, etc., without limitation.

At step 2510 the function(s) for which the app was
invoked may then be performed, after which at step 2512
updated app status data reflecting the new state of the app
may be uploaded to the cloud database for storage and
subsequent use by this or other instances of the app.

As described above, a voice platform enabled smart
device 2100 can be used to discover an appliance and, after
the appliance 1s discovered, a finger print for the appliance,
¢.g., manufacturer information, brand information, device
type information, device model information, firmware ver-
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sion information, supported control interface information,
information about a supported app running on the device,
information about a supported app runmng on the smart
device 2100 for use with the device, and/or the like infor-
mation usable to umquely i1dentity an appliance, may be
used to retrieve one or more apps (which apps may include
or provide access to appropriate command data, formatting
information, etc. as needed) for providing voice control
capabilities to the system. Furthermore, 1t 1s contemplated
that, in some 1nstances, an appliance discovery process can
be utilized as described above for the purpose of determin-
ing 1f an appliance supports control via a voice enabled
platiorm, e.g., to determine 11 the appliance 1s an “ALEXA”
cloud-based, voice serving platform compatible device and.,
in the event the smart device 2100 does not have the
appropriate soiftware for supporting that device already
installed thereon, e.g., the “ALEXA” cloud-based, voice
service platform software, the “SIRI” cloud-based, voice
service platform supporting software, the “GOOGLE
ASSISTANT” cloud-based, voice service platfoim software,
the smart device 2100 may be caused to first install such
soltware 1n memory whereupon execution of that software
may be used to perform further device discovery for use in
obtaining one or more apps (also known as a “skill,”
“Action,” or the like as noted above) for use in connection
with the voice service platform supporting soitware to
thereby configure the smart device 2100 to communicate
with that appliance. As before, any such located operating
soltware and/or apps may be atomically installed on a device
as a part of this process or may require manual installation
(in which case, the user may be notified of the software
and/or apps located and prompted for installation). Like-
wise, any discovery process may be performed automati-
cally or upon manual instruction as described above.

In a similar manner, a voice platiform enabled smart
device 2100 can be used to discover a service and, after the
service 1s discovered, a finger print for the service, e.g.,
manufacturer information, brand information, information
about an app running on the appliance, and/or the like
information usable to uniquely i1dentify a service, may be
used to retrieve one or more apps (which apps may include
or provide access to appropriate command data, formatting
information, etc. as needed) for providing voice control
capabilities to the system. Furthermore, 1t 1s contemplated
that, 1n some 1nstances, a service discovery process can be
utilized as described above for the purpose of determining 1
an appliance supports a service that 1s controllable via a
voice enabled platform, e.g., to determine if the appliance
supports an “ALEXA” cloud-based voice serving platform
compatible service and, 1n the event the smart device 2100
does not have the appropriate soitware for supporting that
service already installed thereon, e.g., the “ALEXA” cloud-
based voice service platform software, the “SIRI” cloud-
based voice service platiorm supporting soitware, the
“GOOGLE ASSISTANT” cloud-based voice service plat-
form software, the smart device 2100 may be caused to first
install such software in memory whereupon execution of
that software may be used to perform further service dis-
covery for use 1n obtaining one or more apps (also known as
a “skill,” “Action,” or the like as noted above) for use 1n
connection with the voice service platform supporting sofit-
ware to thereby configure the smart device 2100 to com-
municate with that service. As before, any such located
operating software and/or apps may be atomically installed
on a device as a part of this process or may require manual
installation (1n which case, the user may be notified of the
software and/or apps located and prompted for installation).
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Likewise, any discovery process may be performed auto-
matically or upon manual instruction as described above.

It 1s further contemplated that the system may listen for
and/or solicit the user to speak keywords for this same
purpose. In this regard, the keywords might not only include
the above noted information usable to form a fingerprint for
an appliance and/or a service but might also include key-
words that are known to be recognizable by a specific
cloud-based, voice service platform. For example, upon the
user speaking a wake work specific to a given type of digital
assistant, e.g., “Alexa,” “Hey Google,” Hey Sir1, “Hey
Xfinity” or the like, the system may cause the operating
soltware associated with that digital assistant to be provided
to the smart device 2100 for installation (or may cause such
operating soltware to be enabled 11 already resident of the
smart device 2100) and, if needed or desired, the operating
soltware for the voice enabled platform, once operating on
the smart device 2100, can be used to perform further
appliance and/or service detection processes for use 1n
connection with configuring the smart device 2100 with
apps usable to communicate with such appliance and/or
services as described above.

For use 1n 1dentifying the appropriate operating software
and/or apps that are to be provisioned to the smart device
2100 as a part of these above-described processes, the
system preferably maintains a database 1n which finger print
information 1s cross-referenced to such operating software
and/or apps. The database may be stored in memory of a
local device and/or stored in memory associated with a
server device that 1s accessible via a wide-area-network,
¢.g., stored 1n database associated with a cloud-computer
service. In this manner, information needed to locate and
download the appropriate operating soltware and/or apps
can be deduced by a device and used to retrieve such
soltware and/or apps from 1ts own memory and/or memory
associated with still further services, e.g., from a database
associated with a third party server. It 1s also contemplated
that any such software and/or app providing service can
track owner information, e.g., log-in information, privileges,
appliance(s) registered to the user, etc., to limit the ability to
access and download apps, to seamlessly integrate down-
loaded and 1installed apps into the system, etc. as described
above. For example, a cloud service provided for the noted
purposes may function to authenticate a user when they log
into the service and thereaiter, using device and/or service
C 1scovery information received from one or more devices on
the user’s system, establish an ownership mappmg between

the user, the smart device, and appliances/services that waill
be mcluded 1n the user’s “connected” environment.

As will be further understood by those of skill 1n the art,
when using an app lookup API it 1s feasible for the voice
assistant operating on the voice enabled platform of smart
device 2100 to notily a user that a new skill to a matching
appliance or service that was recently added to a network,
¢.g., a local area network, 1s available for installation. The
availability of a new, matching skill can be indicated to the
user on the device 2100, such as by havmg the device 2100
display a special 1llumination pattern via use of LEDs, via an
audible a notification, or the like. A user can then ask the
voice assistant to check what the notification 1s about, which
will lead to a skill recommendation whereupon the user can
voice an acknowledgement to permait installation of the skall.
The installation of the skill can be performed via use of a
cloud API call using mput parameters such as the user
identification, smart device 2100 1D, and skill ID. Alterna-
tively, a user may also set a policy that any matched skills
are allowed to be mstalled automatically 1n which case the
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smart device 2100 will skip the skill recommendation and
invoke the skill installation API when a new, matching skall
1s discovered without further user intervention.

In a further example, illustrated 1n FIG. 22, an operator of
such a cloud service can leverage the noted ownership
mapping to further recommend skills and/or facilitate instal-
lation of skills within the system of the user. For example,
a MSO (multi-service operator) may provide an optical or
RF readable token that 1s encoded with information that
functions to identify a particular skill while the MSO
database contains the user information as noted, e.g., name,
home address, phone number, equipment list, email address,
payment information, tv viewing history and habaits, infor-
mation related to a services account, such as, email address
or user 1d, user authentication information, usage history and
preferences, and/or the like, etc. As will be appreciated,
some or all of this information may also be stored 1n
database associated with one or more third party service
providers.

As noted, this information can be leveraged by the MSO
to send a personalized collection of tokens to 1ts subscribers
(for example electronically or via mail) and each token
would be provided with data that will be usable to auto-
matically enable a corresponding skill/app for a particular
voice enabled platform on the subscriber’s smart device
2100, e.g., their set-top box. By way of example, the tokens
can provide data for use 1n mstalling a skill associated with
a food delivery service, a ride sharing service, a review
service, an e-commerce service, or the like. Upon receiving
the token the user can scan, read, or otherwise obtain the
data from the token—using the smart device or another
device capable of forwarding such read data to the smart
device—to automatically cause the associated skill to be
installed on their smart device, 1n this example, their set-top
box. Furthermore, because i1dentifying imnformation associ-
ated with the set-top box can be used to determine the user’s
home address, because the set-top box can be used to
determine other connected appliances on the network of the
user (as described above), and because some or all of this
information can be verified to confirm the identity of the
subscriber household, the system can be used to automati-
cally log the user into an existing account with a service
platform (or to create a new account with a service platiform)
to thereby allow such service to be quickly and easily
integrated into the system. It 1s further contemplated that
transactions between a subscriber and a service platform that
would be performed via use of the voice enabled smart
device, having the appropriate skill installed thereon, can
then be monetized by the MSO per any agreement with the
MSO and the service platiorm.

In some instance, as shown in FIG. 23, it will also be
desirable for a voice enable system to be adapted to recog-
nize specific keywords, such as wake words, spoken in
different languages. The recognition of these keywords, e.g.,
the same wake word spoken 1n English, Spanish, or Chinese,
1s preferably conducted locally on the smart device 2100
without the need for any cloud services. Once a particular
keyword 1s detected, the voice enable device may be caused
to wake to thereby capture the following voice mput where-
upon the following voice input would be provided to a voice
processing cloud service together with information that
identifies the language in which the words were spoken for
turther processing. It will be understood that a benefit to the
user 1s being able to interact with the system 1n his/her native
language with the system responding quicker to the user’s
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commands because the voice process service will not need
to recognize/detect the language in the full voice stream
received from the user.

As further illustrated in FIGS. 24 and 25, in certain
instances a voice enabled smart device may additionally
include a camera 1n addition to devices that are meant to
provide feedback to a user, such as a speaker, one or more
LEDs, etc. Furthermore, when such a device 1s coupled to a
media rendering device, such as a television, whether
directly or via use of an intermediate device, such as a STB,
the media rendering device 1s also usable as a means to
provide feedback to a user (and to solicit input from the user,
for example by providing a voice controlled graphical user
interface). Thus, using the components of the exemplary
smart device as shown 1n FIG. 25 with the system shown 1n
FIG. 24, a smart device can be used to scan, for example via
use of an upwardly facing camera, ID barcodes, 2D QR
codes or graphics, and even 3D objects. The scanning of
such objects can then be used to initiate an interactive
session with the user via use of the media rendering device.
For example, by scanning a known object, e.g., a known QR
code, that 1s linked to an interactive application, some or all
of which may operate within the cloud, the interactive
application can be invoked whereupon the interactive appli-
cation will function to cause the smart device to generate a
graphical user interface for display on the media rendering
device and to cause the smart device to make active its
microphone to receive commands from the user for inter-
acting with the graphical user interface to perform some
task, for example, to navigate to and to commence a viewing,
of/listening to a media.

It will be further appreciated that a device which utilizes
one or more associated microphone(s), for example a uni-
versal voice assistant as described above, can additionally
act as a sound meter for the surrounding environment. In the
event multiple microphones are utilized, the microphones
can be all on the same device or a distributed array of sensors
that collect the sound and transmit the collected sounds to an
aggregation node. The measurement data obtained via such
sound metering can then be used for the purpose of con-
trolling one or more functional operations of one or more
target appliances.

By way of example, as shown in FIG. 26, 1t 1s contem-
plated that a controlling device associated with the sound
meter 2600 can be used to control multimedia devices 2602
in a home, hotel room, or other environment that the sound
meter 1s used to monitor. Thus, the sound meter 2600 can be
included as a component of device having control capabili-
ties, e.g., an appliance having a universal voice controller
and any required skills, or can provide sound metering
related data (or command instructions as appropriate) to a
device having control capabilities which data or command
instructions would, in turn, be used by the controlling device
to cause the controlling device to 1ssue one or more com-
mands for controlling such operational functions of a target
controllable appliance or appliances. Thus, i1t 1s further
contemplated that a system that employs the use of the sound
meter can be used to control one or more entertainment
system devices, for example to turn on/oil a target appliance,
mute/unmute a target appliance, cause an appliance to
switch to a particular channel or media stream, etc.

In a preferred system, the state/context ol one or more
controllable, multimedia devices may be made available to
the entity that labels the sounds collected by the sound
meter. The state/context can be reported to/obtained by the
controlling device as needed or can be derived by the
controlling device from commands previously 1ssued by the
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controlling device to target, controllable devices. In this
manner, the system can use such state/context information to
tailor the transmission of commands on an as-needed basis,
¢.g., 1l a target, controllable appliance responds to toggled
power commands, the control device can avoid sending a
power toggle command to the appliance for placing the
appliance 1nto an ofl state when it 1s known that the device
1s already 1n the off state. Similarly, 1f the sound meter 1s
used to control of Io'T devices, lighting, air-conditioning and
security systems, or the like, 1t would also be helptul to the
system to know the state of the such devices, e.g., whether
the AC system 1s 1n a cooling mode, whether the security
system 1s armed, etc.

Turmning to FIG. 27, an example sound meter 2700—
which receives sound mput via one or more microphones
2702—will function to determine one or more events, €.g.,
actions to be performed by one or more devices within an
environment, based on: 1) signatures of the sound as deter-
mined by a signature calculator; and 2) prior knowledge of
the environment and device status stored 1n local or cloud
databases 2704. To this end, the sound meter 2700 includes
a signature calculator 2706 and a predictor 2708 as shown 1n
FIG. 28.

More particularly, based on the application for which the
sound meter 2700 1s to be used, aflordability of the com-
putation power on the platform and the cloud, and the cost
sensitivity of the product, the signature calculator 2706 can
use one or multiple sound signatures to categorize a sound.
It 1s contemplated that the sound signatures will be of two
main types. The first type 1s a time domain signature. The
second type 1s a frequency domain signature.

In practice, the sound meter 2700 can receive the sound
input data over 12S (an electrical serial bus interface stan-
dard used for connecting digital audio devices together) after
DSP processing that combines sound input received via two
or more microphones. The resulting sound input i1s prefer-
ably 16 KHz 16 bits mono PCM data (S1) and S1 1s
aggregated over a period of Unit_size to get a sample point
value of Xj as shown in FIG. 28. Diflerent measurement
algorithms can be used on the sample points {Xj}. To start,
a root mean square (RMS) algorithm can be used to process
the sample points vis use of a sliding rms window according
to formula below:

(XRMS#n 2)*(n)=(xRMSn-1 2)*(n)-Xtirst 2+Xlast 2 (1)

Multiple (in the illustrated FIG. 28) rms sliding windows are
used to provide history data over the last window_size
period of time. In this manner, when the dynamic range of
the volume distribution varies less 1t indicates that the sound
input 1s being generated from an electronic device as
opposed to a live conversation. Examples of RMS windows
used for the sound meter application are 1 second and 5
second windows. The 1 second window 1s used to find
changes 1n the sound quickly. The 5 second average window
1s used to indicate the trend of the sound volume.

A second sound signature that may be used in connection
with the sound meter 1s pitch contour. Pitch 1s a valid way
to 1dentily an individual’s voice and pitch can be used for
separating the sound from a television, the sound from glass
breaking, etc. from an individual’s voice in the household.
When there are multiple sources of sound present 1n a sound
capture, the sound capture typically does not have a distinct
pitch. That 1s another sigmificance of using pitching for
categorizing sound based on this signature. One of the
algorithms used for calculating the pitch 1s Average Mag-

nitude Difference Function (AMDF).
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For applications 1n which larger computational capacity 1s
available, a sound signature may be calculated 1n the fre-
quency domain and a spectrogram of the sound calculated
over a window of time may be obtained. A spectrogram 1s a
short-time Fourier transform as a function of time. For
example, a spectrum of O to 8 KHz and beyond may be split
into bins to compare the frequency domain signature of the
sound. The ratio of energy over sub-bands may then be used
for categorizing the sound.

Turning to FIG. 29, to setup the sound metering system,
it 1s contemplated that a setup process will be performed via
use ol an interactive interface between the user and the
sound meter. Feedback to the user during the setup proce-
dure could be provided by use of a voice assistance appli-
cation, mobile or web application, and/or the like. During
the setup process of the sound meter, the sound signatures
are collected and stored in a database along with an appro-
priate tag. In some 1nstances, 1t will also be desirable to store
data indicative of the content that 1s being played by a
multimedia device within the environment when at least
some of the sound signatures are collected.

As particularly illustrated in FIG. 29, an automatic 2902
and/or manual 2904 device discovery process can be utilized
to 1dentily one or more controllable home appliances within
the environment. Once a sound generating appliance has
been 1dentified (e.g., a television), the setup app may cause
(or request a user to transmit via use of a controlling device,
such as a remote control) one or more commands to an
appropriate device (e.g., the television, a STB, or the like) to
lower a volume level of the audio output being generated by
the appliance to a minimum value 2906. At the minimum
level, a sound signature i1s determined by the signature
calculator as described above and the sound signature is
stored 1n the database with an approprniate tag. Next, the
setup app may prompt the user to transmit command(s) 2908
to one or more home appliances as needed to cause the
appliance to be tuned to a particular channel, media stream,
etc. Data associated with the accessed audio/visual content
may likewise be stored in the database with an appropnate
tag. The setup app may then cause (or request a user to
transmit via use of a controlling device, such as a remote
control) commands to raise the volume level of an audio
output being generated by the audio generating appliance to
a maximum value 2910. At the maximum level, a sound
signature 1s determined as described above by the signature
calculator and the sound signature i1s again stored in the
database with an appropriate tag. After the maximum level
1s obtained, the system may cause (or request the user to
transmit) commands to start lowering the sound level from
the maximum level back to the minimum level 2912 and the
system will measure the time 1t takes for the volume to
return to the minimum level previously metered 1n step
2906. The number of frames or time needed to cover the full
volume range may be stored in the database with an appro-
priate tag 2911. The sound signature for the returned to
mimmum level may also again be stored 1n the database with
an appropriate tag 2913.

Having determined the signature for the maximum vol-
ume level and the minimum volume level as well as the
number of frames or time needed for the full volume range,
the system can ask the user what their preferred volume level
1s on a scale from 1 (minimum) to 10 (maximum) 2914. The
system, e.g., the predictor, can then utilize a determined
signature for the current volume level and the above infor-
mation to set the volume level to the requested volume level
2916. During this process, the system can confirm with the
user 1 the volume level has adjusted correctly 2918 and ask
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the user for feedback to tune the volume control algorithm
2920 which information may likewise be stored in the
database with appropriate tags.

By way of further example of the steps described above,
FIG. 30 illustrates the process when the user turns on the TV
with the sound meter collecting training sound signatures
with a “TV-on” label. When the user turns off the TV, the
sound meter collects training sound signatures with “TV-
ofl” label. As will be appreciated, the same steps may be
used with play and pause operations, unmute and mute
operations, etc. as shown 1n FIG. 33. Meanwhile, FIG. 31
illustrates the process when the user asks the system to set
the volume to a certain level. For example, the user can
make a request of “volume 6.” The system can response 1o
the request by generating appropriate events whereupon the
sound generating device will receive appropriate volume
control command(s). After setting the volume to the user’s
desired level, the sound meter measures the sound signature
and labels the sound with the volume level of the device.

As noted previously, the system may be aware of content
that 1s being played. As methods for obtaiming channel guide
data and the like are well-known 1n the art, such methods
will not be described herein for the sake of brevity. With
content awareness, the system can be used, for example, to
find sport programs and generate one or more events to
cause the system to tune to the channel that plays such
programming. The system can be used, for example, to tune
to CNN when the system has awareness of the program
being broadcasted on the channel. In any instance that the
system 1s used for playing certain content on TV or other
multimedia devices that knowledge 1t used for collecting
training signals as 1llustrated 1n FIG. 32. As will be appre-
ciated, such context awareness may be useful as 1t 1s known
that different channels, when accessed, may provide difler-
ent sound levels when the sound generating device 1s set to
a common output level (e.g., volume level 5).

It will also be appreciated that people within the envi-
ronment can be talking during the capture of the traiming
signatures. However, such environmental noise 1s not cor-
related with the TV content and repeatable features of
multimedia content can be 1dentified by use of the predictor
2708. Also, awareness ol the time when the multimedia
players are ofl can be used to provide training data of the
environment sound signatures in the absence of multimedia
sounds.

As concerns the predictor 2708, captured signatures may
be used for predicting the state of the multimedia devices in
the household. The signatures are stored into a table marked
by the condition where the signatures were collected, 1.¢.,
stored with data indicative of TV/AVR status and volume.
With such stored data, traditional table lookup or modemn
machine learning may be used in the predictor.

In use, 1t 1s contemplated that the sound meter can be
employed to address at least the following three categories
of applications. First, the sound meter can be used to control
multimedia volume. Second, the sound meter can be used to
detect a signal source, for example a TV, a person or people,
a crying baby, a dog braking, broken glass, etc. Third, the
sound meter can be used to adapt the performance of the
sound meter and an associated voice assistant to the envi-
ronment.

With respect to volume adjustment, the sound meter may
be utilized to send a measurement report to the cloud and the
data associated with any metered sound(s) can be used to
derive the right algorithm parameters as well as collect
surrounding volume levels. By applying both sound meter-
ing and measurement reporting, 1t 1s possible to do volume
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control such that the user can adjust the volume to a certain
percentage as described above, for example the user can say
“Set volume to x %”. Furthermore, the system can be
adapted to use a predetermined metered sound signature to
do Auto/smart-mute/volume/or Pause where supported and
as appropriate. It 1s contemplated that volume adjustment
will be manifested through a skill that 1s specifically opti-
mized for volume control and that such a skill could be used
to control how volume control 1s dynamically performed
with soundbars/TV.

As noted above, to derive a volume control table for the
sound meter, a reference volume mapping table based on test

results may be created. Due to diflerent environments and
the location of sound meter, the correspondent volume
control table for the sound meter can be illustrated by the
following:

Lookup(X)=Noise+Alpha*Reference(X) (2)

When 1t 1s assumed that the sound meter’s location does not
change frequently, Alpha is the linear factor that represents
the impact of sound meter’s location and X 1s a volume
setting level. Thus, 1n equation (2) above, 1f the system 1s
aware ol Noise and X (X!=0), the system can derive the
specific volume control table for the sound meter. In this
case, the system can support a use case of “Set volume to Y
%,

To obtain the sweeping time to sound level function, 1t 1s
assumed that, for each model of TV (or any sound source),
the function between sweeping time and sound level 1s fixed.
Thus, by sweeping the volume down from a sound level (X)
to the minimum value (0) and by recording the time it took
to get from sound level (X) to sound level (0) the value
sweep (X) can be defined. The value sweep (X) can then be
used 1n a calibration process. For example, the system can
sweep the volume down to sound level (0) and get sound
meter readings along the sweep, starting from the point that
1s believed to correspond to sound level (0). The system can
then trace backwards for Sweep(X) to find the matching
sound level X of the sound source device.

It will also be understood that, based on the reported
sound meter measurement and corresponding activity com-
mand, the system can derive a background noise level. For
example, when a sound generating device 1s commanded to
turn off, the system can request a sound meter measurement
report after say 10 seconds to get a sense on the background
noise reading, when the sound generating device 1s com-
manded to turn on, the system can request a sound meter
measurement report right away, to collect a background
noise reading, and when the sound generating device 1s
commanded to enter a muted stated, this state can also be a
good reference to collect background noise. However,
because people may also be talking 1n the background when
a mute command 1s 1ssued 1n the normal course of system
operation, one way to give an estimation 1s to use the
mimmal RMS sample value. It 1s also to be noted that a Mute
step can be added to the setup process to collect a rough
estimation of the background noise as the starting point.
Finally, assuming there are appliances or HVAC generated
sounds 1n the environment, the background noise pattern can
be established based on long term periodical sample collec-
tion.

In some cases, the noise level 1s estimated with a confi-
dence level associated with 1t. As data sampling comes 1n,
the system can refresh the confidence level and the estimated
noise level so that necessary adjustment will be done to
adjust the lookup table.
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It 1s also contemplated that a DSP algorithm can be used
to suppress noise from the surrounding environment based
on different inputs from different microphones within the
device. In one case, the DSP algorithm can learn the
direction of media sound during the setup phase and can then
use a beam forming algorithm to filter out the noise that
comes from a different direction. In another case, the DSP
algorithm may also determine and take into consideration
where a user stands so as not to filter out the sound, e.g.,
voice commands, originating from that direction. In yet
another case, the DSP algorithm will calculate RMS from
the direction of the media sound and indicate that to the host
periodically.

To determine the volume setting level, the system retrieve
the current volume setting levels via use of IP interface when
supported by a sound generating device. The system may
also set volume levels via an IP interface and use that setting
(with feedback via sound metering) as the reference. For
example, every time a user turns on the TV, the system can
set the default volume level to be 30%.

For those devices that do not support this form of control
interface, a calibration process would be needed during the
setup. As discussed previously, one example of a calibration
process functions by lowering the volume to its minimal
value via continuous IR command transmissions (1.e., via a
sweep) and the sound metered stream 1s reported for the
process. The algorithm reading will stay at a low reading as
the mimimal volume i1s reached. That can be used as a
reference sound level 0, then when the system uses Sweep
(10) to trace back the sound meter measurement for sound
level 10, with that reading of Lookup(10), we can find:

Alpha=(Lookup(10)-Noise)/Reference(10) (3)

With Alpha and Noise being known, the system now can find
Lookup(X). It 1s to be noted that, in the set volume com-
mand, a target RMS value 1s given. As the RMS value
updates with IR commands being sent out, the targeted RMS
value should be adjusted based on the ramping up of the
volume. Thus, 1n some circumstances, the ramping up curve
of a specific brand and/or model of a sound generating
device can be tested and stored as a reference. It should also
be noted that such a calibration process may take several
seconds because the system will not know how long it takes
the continuous IR command transmissions to drive down the
volume to O.

In use, it will be further appreciated that using a DSP
algorithm to suppress the noise may also aflects the result,
¢.g., while an algorithm can help filter out background
music, so a volume control algorithm can deal with a human
voice more accurately, 1t has limitations when used with
over music channels, such as M'TV, etc. Furthermore, when
a user speaks a command, e.g., asks for volume adjustment,
the utterance may also impact the sound meter reading, and,
for this reason, the reported sound meter stream may be
programmed to skip the user utterance period. However, 1n
some use cases, a user utterance needs to be considered, such
as when the system includes FA/FR enhancement. Yet
turther, because conversations between people occurring 1n
the background will have a direct impact on the accuracy,
the system may need to see if the sound iput can be
averaged out on a longer window 1n the RMS calculation.

Turing now to an example 1 which the system 1s to be
used to provide a desired output setting, e.g., when a user
requests the system to “Set Volume to 30%,” the system may
first determine what content the user 1s currently watching,
e.g., the system knows that the user 1s watching “CNN” on

a known model of a “LG” branded TV through the “DISH”
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branded network. With the reference volume mapping table
having been derived with the following information:

1. Reference(X), a table with 100 points of value that
matches sound level 1 to 100 1n lab test;

2. Sweep(X), a table with 100 point that records how long
it takes 1n the sweep down process to drive sound level
from X to O

3. Best RMS window s1ze=10 seconds, assume Rms]1 1n
the device twin uses 10000 as the Window_size; and

4. Unit_size=10 ms
the calibration process 1s triggered with CNN as the content
background. Through the calibration process, Alpha 1s
derived and stored.

The system will then track if the sound resource 1s playing,
and update the current background noise level based on the
reported sound meter measurement. The system will track
the background noise level for Rmsl to Rms4. In the
example, the noise reading 1s Rmsl. The current volume
level will then be determined using the following formula:

X=Find({(Rms1_Average—Noise)/Alpha),Reference) (4)

Based on the Rms1 readings out of the sound meter report-
ing during a WakewordPiggyback event, the system can use
the average value of the last reported sound meter stream to
derive the Rmsl_Average above. In this example, there are
2 seconds of sound meter measurement for Rms1 and the
system will use the mean of the Rms]l as Rms1_Average.
Based on the calculated X value, the system can determine
which direction to go from X to 30% as requested by the user
in this example. More particularly, since the system has the
lookup function for the sound meter, the triggering point
equals lookup (X):

TriggerPoint(30)=Lookup(30) (3)

It 1s still further contemplated that the system may provide
Audio ducking, 1.e., an application of the sound metering,
teature that allows sound meter to mute, pause, or lower the
volume of AV devices that 1t controls when a wake-up word
1s detected. As will be appreciated, this functionality helps
the system to get better RAR (Right Acceptance Rate) on
user utterances. After the processing on the user utterance 1s
done, the sound meter will preferably unmute, resume, or
otherwise restore the volume of the controlled one or more
AV devices.

For tuning purposes, 1t 1s yet further contemplated that the
system may function to adjust the microphone gain after
DSP. By getting the sound meter measurement, the system
can derive the environment and set the gain to an optimized
value based on the environment. Likewise, by using sound
metering, the system can FA/FR test by collecting sound
meter readings to check 11 there 1s any hardware discrepan-
cies 1n the sound metering hardware (e.g., between a test
device used to establish any table information and a usage
device).

While various concepts have been described 1n detail, it
will be appreciated by those skilled 1n the art that various
modifications and alternatives to those concepts could be
developed 1n light of the overall teachings of the disclosure.
For example, 1n an alternate embodiment of control device
functionality, i place of a preferred command matrix such
as 1llustrated in FIG. 7, the programming of an exemplary
device may ufilize a command prioritization list, for
example a prioritization list “IP, CEC, IR” may cause the
device programming to first determine 1f the requested
command can be 1ssued using Internet Protocol, only 11 not,
then determine 1f the requested command can be 1ssued
using a CEC command over the “HDMI” interface, and only
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if not, then attempt to issue the requested command via an
infrared signal. Such a priornitization reflects an exemplary
preference of using bi-directional communication protocols
over uni-directional communication protocols over line of
sight commumnication protocols, e.g., IR, when supported by
the intended target appliance. Furthermore, while the
examples above may describe a setup agent resident in a
smart device, such as a phone or tablet, 1t will be appreciated
that the teachings herein may be equally applicable to other
app-capable device such as for example without limitation
“smart” TVs, cable or satellite set top boxes, streaming
video devices, home automation systems, and the like. Still
further, while described 1n the context of functional modules
and 1illustrated using block diagram format, 1t 1s to be
understood that, unless otherwise stated to the contrary, one
or more of the described functions and/or features may be
integrated 1n a single physical device and/or a software
module, or one or more functions and/or features may be
implemented 1n separate physical devices or soltware mod-
ules. It will also be appreciated that a detailed discussion of
the actual implementation of each module 1s not necessary
for an enabling understanding of the invention. Rather, the
actual 1mplementation of such modules would be well
within the routine skill of an engineer, given the disclosure
herein of the attributes, functionality, and inter-relationship
of the various tunctional modules 1n the system. Therefore,
a person skilled 1n the art, applying ordinary skill, will be
able to practice the mnvention set forth in the claims without
undue experimentation. It will be additionally appreciated
that the particular concepts disclosed are meant to be illus-
trative only and not limiting as to the scope of the invention
which 1s to be given the full breadth of the appended claims
and any equivalents thereof.

All patents cited within this document are hereby incor-
porated by reference in their entirety.

What 1s claimed 1s:

1. A non-transitory, computer readable media having
stored thereon 1nstructions executable by a processing
device associated with a sound metering device, the mstruc-
tions, when executed by the processing device, causing the
sound metering device to perform steps, comprising:

while at least one controllable device 1s operating 1n a one

of a plurality of operating states within an environment,
calculating a signature for a first sound captured within
the environment via use of a one or more microphones
associated with the sound metering device;

causing the calculated signature for the first sound to be

stored 1n a data repository in association with the one
of the plurality of operating states of the at least one
controllable device;

responding to an mput that 1s recerved by the sound

metering device and that 1s associated with a desired
state of the at least one controllable appliance by using
the input and the calculated signature for the first sound
as retrieved from the data repository to predict an event
to dispatch to a controlling application adapted to cause
commands for controlling corresponding functional
operations of the at least one controllable appliance to
be communicated to the at least one controllable appli-
ance;

dispatching the predicted event to the controlling appli-

cation whereupon the controlling application will use
the dispatched, predicted event to cause one or more
commands to be communicated to the at least one
controllable appliance to thereby place the at least one
controllable appliance 1nto the desired state.
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2. The computer-readable media as recited 1n claim 1,
wherein the controlling application and the sound metering,
device are component parts of a controlling device.

3. The computer-readable media as recited 1n claim 1,
wherein the controlling application comprises a skill asso-
ciated with the at least one controllable appliance installed
on a device in communication with the sound metering
device.

4. The computer-readable media as recited in claim 1,
wherein the at least one controllable appliance comprises a
component of at least one of a heating system and a cooling
system.

5. The computer-readable media as recited in claim 1,
wherein the at least one controllable appliance comprises a
component of a home security system.

6. The computer-readable media as recited 1 claim 1,
wherein the at least one controllable appliance comprises a
component of an audio/visual entertainment system.

7. The computer-readable media as recited 1n claim 1,
wherein the input comprises a voice command received via
the one or more microphones.

8. The computer-readable media as recited in claim 1,
wherein the desired state of the at least one controllable
appliance comprises a volume state.

9. The computer-readable media as recited in claim 1,
wherein the 1nstructions cause the sound meter to suppress
background noise when calculating the signature for the first
sound captured within the environment.

10. The computer-readable media as recited 1n claim 1,
wherein the instructions cause the sound meter to use a
direction associated with first sound when calculating the
signature for the first sound captured within the environ-
ment.

11. The computer-readable media as recited 1n claim 1,
wherein the instructions cause the sound meter to calculate
a signature for a second sound captured within the environ-
ment via use of the one or more microphones associated with
the sound metering device, cause the calculated signature for
the second sound to be stored in the data repository, and
respond to the mput by using the iput, the calculated
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signature for the second sound as retrieved from the data
repository, and the calculated signature for the first sound as
retrieved from the data repository to predict the event to
dispatch to the controlling application.

12. The computer-readable media as recited 1n claim 11,
wherein the first sound comprises a sound captured while an
audio generating appliance within the environment 1s oper-
ating at a minimal volume level and the second sound
comprises a further sound captured while the audio gener-
ating appliance within the environment 1s operating at a
maximum volume level.

13. The computer-readable media as recited 1n claim 1,
wherein the instructions cause the sound meter to respond to
the mput by using the iput, a current state of the at least one
controllable appliance, and the calculated signature for the
first sound as retrieved from the data repository to predict the
event to dispatch to the controlling application.

14. The computer-readable media as recited in claim 13,
wherein the instructions cause the sound meter to use input
received via use of the one or more microphones to deter-
mine the current state of the at least one controllable
appliance.

15. The computer-readable media as recited in claim 1,
wherein the desired state comprises a media access state for
the at least one controllable appliance.

16. The computer-readable media as recited in claim 15,
wherein the media access state comprises a channel tuning
state for the at least one controllable appliance and wherein
the first sound captured within the environment comprises a
sound being output by the at least one controllable appliance
while 1n the channel tuning state.

17. The computer-readable media as recited in claim 12,
wherein the mstructions cause the sound metering device to
determine an amount of time required to transition the audio
generating appliance from the maximum volume level to the
minimal volume level and wherein the mnput, the determined
amount of time, and the calculated signature for the first
sound as retrieved from the data repository 1s used to predict
the event to be dispatched to the controlling application.
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