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ISSUE TRACKING SYSTEM USING A
SIMILARITY SCORE TO SUGGEST AND
CREATE DUPLICATE ISSUE REQUESTS

ACROSS MULTIPLE PROJECTS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation patent application of
U.S. patent application Ser. No. 16/370,442, filed Mar. 29,
2019 and titled “Issue Tracking System Using a Similarity
Score to Suggest and Create Duplicate Issue Request Across
Multiple Projects,” which 1s a nonprovisional patent appli-
cation of and claims the benefit of U.S. Provisional Patent
Application No. 62/786,093, filed on Dec. 28, 2018 and
titled “An Issue Tracking System Using a Similanity Score
to Suggest and Create Duplicate Issue Requests Across
Multiple Projects,” the disclosures of which are hereby
incorporated herein by reference 1n their entireties.

TECHNICAL FIELD

Embodiments described herein relate to i1ssue tracking
systems and, in particular, to systems and methods for
anticipating an 1ssue report 1n a project tracked by an 1ssue
tracking system and, additionally, to systems and methods
for providing one or more 1ssue report suggestions to a user
ol an 1ssue tracking system.

BACKGROUND

An organization or individual can use a system to docu-
ment and momtor work associated with software, a product,
or a project. As described herein, it may be particularly
usetul to track problems or 1ssues that occur with software
or soitware products. For example, an 1ssue tracking system
may be used to tlag potential 1ssues that are to be addressed
by a team of software developers. Some traditional issue
tracking systems require manual entry of each 1ssue and the
process of adding, editing, and/or otherwise updating issues
tracked 1n a conventional 1ssue tracking system may be
unnecessarily time and resource consuming. The techniques
and systems described herein may be used to generate, track,
and suggest potential 1ssues for a system user without some
of the drawbacks of some traditional systems.

SUMMARY

Embodiments described herein generally relate to a
method of operating an 1ssue tracking system, the method
including the operations of: determining a similarity score of
a first 1ssue request for a first project tracked by the 1ssue
tracking system to each of a set of previously recerved 1ssue
requests for a second project tracked by the 1ssue tracking
system; selecting a similar 1ssue request from the set of
previously received 1ssue requests based on a determination
that the similar i1ssue request may be associated with a
similarity score that crosses a threshold similarity; sending
a signal to a client application in communication with the
1ssue tracking system; and sending the signal with a recom-
mendation to submit a supplemental issue request to the
1ssue tracking system, the supplemental issue request sub-
mitted with content of the similar 1ssue request, also referred
to as “issue data.”

Some example embodiments are directed to a networked
issue tracking system for suggesting and tracking issue
records using a similarity score. The i1ssue tracking system
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2

may 1nclude a client device executing a client application
and a host service operably coupled to the client application
of the client device by a network. The host service may have
a processor that 1s configured to perform a series of opera-
tions. The host service may receive, from the client appli-
cation, a first 1ssue request. The host service may also
generate a {irst 1ssue record 1n response to receiving the first
1ssue request and associate the first 1ssue record with a {first
issue cluster based on a first similarity between first content
of the first 1ssue request and content of one or more 1ssue
records associated with the first issue cluster. The host
service may also determine a similarity score between the
first 1ssue record and one or more second 1ssue records that
are associated with a second 1ssue cluster that 1s distinct
from the first 1ssue cluster. A seed 1ssue record may be
identified or selected from the one or more second 1ssue
records based on a determination that the similarity score of
the seed 1ssue record satisfies a similarity threshold. In some
embodiments, the host service may transmit a suggested
1ssue request to the client application. The suggested 1ssue
request may include 1ssue data extracted from the seed 1ssue
record.

In some embodiments, the first 1ssue cluster includes a
first set of 1ssue records, and the second issue cluster
includes a second set of 1ssue records that i1s separate and
distinct from the first set of 1ssue records. In some cases, the
first 1ssue cluster 1s associated with a first software operating
system, and the second 1ssue cluster i1s associated with a
second soltware operating system that 1s difierent from the
first software operating system. In some cases, the first 1ssue
cluster 1s associated with a first software development team,
and the second 1ssue cluster 1s associated with a second
soltware development team that 1s separate and distinct from
the first software development team.

In some embodiments, the first content of the first 1ssue
request includes a first project description, the content of the
one or more 1ssue records icludes a project description, and
the first similarity 1s determined by comparing the first
project description of the first 1ssue request with the project
description of the one or more 1ssue records. In one 1mple-
mentation, the first similarity 1s determined by comparing
one or more fields of the first 1ssue request with one or more
fields of the one or more 1ssue records associated with the
first 1ssue cluster. In addition, determiming the similarity
score may include applying a similarity algorithm to the first
issue record and the one or more second 1ssue records that
are associated with the second issue cluster.

Depending on the implementation, applying the similarity
algorithm includes one or more of: determining a cosine
distance between the first 1ssue record and the one or more
second 1ssue records; determining a Jaccard similarity
between the first 1ssue record and the one or more second
issue records; determining Fuclidean distance between the
first 1ssue record and the one or more second 1ssue records;
determining a Manhattan distance between the first 1ssue
record and the one or more second 1ssue records; and
determining a semantic similarity between the {first 1ssue
record and the one or more second 1ssue records.

In some cases, the one or more i1ssue records associated
with the first issue cluster are 1ssue records that have been
generated 1n response to previously received 1ssue requests.
The previously received 1ssue requests may share a common
categorization or tag.

Some example embodiments are directed to an 1ssue
tracking system for tracking completion of soitware devel-
opment tasks over time. The 1ssue tracking system may
include a host service comprising a processor that 1s con-
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figured to: receive a first 1ssue request for a first project
tracked by the 1ssue tracking system, the first 1ssue request
received from a client application 1n communication with
the 1ssue tracking system over a network; determine a
similarity score between a {first content of the first 1ssue
request and a content of a second 1ssue record that was
previously received for a second project tracked by the 1ssue
tracking system; determine that the similarity score exceeds
a stmilarity threshold; and 1n response to the similarity score
exceeds the threshold, transmit a suggested 1ssue request to
the client application over the network. The suggested 1ssue
request may include a recommendation to submit a third
1ssue request to the 1ssue tracking system. The third 1ssue
request may have suggested 1ssue content that 1s based on
data extracted from the second i1ssue record. In some cases,
determining the similarity score of the content of the first
1ssue request to the content of the second issue record
comprises performing a semantic similarity analysis opera-
tion. In some cases, the semantic similarity analysis opera-
tion comprises comparing a description of the first 1ssue
request to a description of the second 1ssue record.

In some embodiments, the processor 1s further configured
to associate the first 1ssue request with a first cluster based
on the content of the first 1ssue request. The second 1ssue
record may be associated with a second cluster. The first
cluster includes a first set of 1ssue records, and the second
cluster includes a second set of 1ssue records that 1s separate
and distinct from the first set of i1ssue records. In some
embodiments, the processor 1s further configured to receive
an acceptance of the suggested 1ssue request from the client
application. In response to receirving the acceptance, the
processor may be configured to modify the similarity thresh-
old.

In some implementations, the similarity score 1s a first
similarity score, and the host service 1s further configured to
determine a second similarity score between the first cluster
and the second cluster.

In some cases, the content of the first 1ssue request
comprises: an issue title; an 1ssue description that describes
a problem to be addressed; a platform description indicating
a software platform; and an 1ssue creator.

Some example embodiments are directed to a computer-
implemented method of operating an 1ssue tracking system
on a host service that 1s 1n communication with multiple
client devices over a computer network. The computer-
implemented method may include: recerving a first 1ssue
request from a client device of the multiple client devices;
assoclating a first project with the first issue request by
analyzing content of the first 1ssue request; determining a
similarity score between {first content of the first issue
request for the first project tracked by the 1ssue tracking
system and stored content for each of a set of previously
received 1ssue requests for a second project tracked by the
1ssue tracking system; selecting a seed 1ssue record associ-
ated with one or more of the set of previously received 1ssue
requests based on a determination that the seed 1ssue record
a respective similarity score satisfies a similarity threshold;
and sending a signal to a client application on the client
device, the signal comprising a recommendation to submit a
supplemental 1ssue request to the 1ssue tracking system, the
supplemental 1ssue request comprising suggested content
extracted from the seed issue record.

In some implementations, determining the respective
similarity score between the first 1ssue request and the seed
1ssue record comprises comparing a first 1ssue type of the
first 1ssue request to a second 1ssue type of the seed 1ssue
record. In some implementations, determining the respective
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4

similarity score between the first 1ssue request and the seed
issue record comprises performing a document similarity
operation between text of the first 1ssue request and the seed
1ssue record.

Some optional embodiments include modifying content
of the seed 1ssue record based on content of the first 1ssue
request. Modifying content of the seed 1ssue record may be
based on content of the first 1ssue request comprises replac-

ing a second tag of the seed 1ssue record with a first tag of
the first 1ssue request.

BRIEF DESCRIPTION OF TH.

(L]

DRAWINGS

Retference will now be made to representative embodi-
ments 1llustrated in the accompanying figures. It should be
understood that the following descriptions are not intended
to limit this disclosure to one included embodiment, to the
contrary, the disclosure provided herein 1s intended to cover
alternatives, modifications, and equivalents as may be
included within the spint and scope of the described
embodiments, and as defined by the appended claims.

FIG. 1 1s a schematic representation of an 1ssue tracking
system, such as described herein.

FIG. 2A 1s a system and signal flow diagram of an 1ssue
tracking system, such as described herein.

FIG. 2B 1s a signal flow diagram of an 1ssue tracking
system suggesting an issue, such as described herein.

FIG. 3 1s a signal flow diagram of a duplicable issue
detection server of an 1ssue tracking system, such as
described herein.

FIG. 4 15 a flow chart that depicts example operations of
a method of detecting duplicable 1ssues 1n an 1ssue tracking
system, such as described herein.

FIG. 5 1s a flow chart that depicts example operations of
another method of detecting duplicable 1ssues 1in an 1ssue
tracking system, such as described herein.

FIG. 6 1s a flow chart that depicts example operations of
a method of determining similarity between issues (e.g.,
whether an 1ssue can be duplicated) 1n an 1ssue tracking
system, such as described herein.

FIG. 7 1s a flow chart that depicts example operations of
a method of generating duplicate 1ssues 1n an 1ssue tracking
system, such as described herein.

FIG. 8 1s a flow chart that depicts example operations of
a method of triggering suggestions of duplicate 1ssues 1n an
1ssue tracking system, such as described herein.

The use of the same or similar reference numerals 1n
different figures indicates similar, related, or identical 1tems.

Additionally, 1t should be understood that the proportions
and dimensions (either relative or absolute) of the various
features and elements (and collections and groupings
thereof) and the boundaries, separations, and positional
relationships presented therebetween, are provided in the
accompanying figures merely to facilitate an understanding
of the various embodiments described herein and, accord-
ingly, may not necessarily be presented or illustrated to
scale, and are not intended to indicate any preference or

requirement for an illustrated embodiment to the exclusion
of embodiments described with reference thereto.

DETAILED DESCRIPTION

Embodiments described herein reference systems and
methods for suggesting 1ssues or issue requests to a user
entering user requests nto an issue request system. An 1ssue
request system may be a hosted service that 1s specially
configured to monitor and track various tasks and progress
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of software development tasks that are assigned to a devel-
opment team or a project group. The embodiments described
herein may be particularly useful for suggesting content to
1ssues or 1ssue requests being entered for one project team
based on content or 1ssue records that are associated with a
second project team. In some cases, the system may be able
to associate a newly created record with a cluster associated
with a project team or development project. The system may
also be able to locate a similar or seed issue record that 1s
assoclated with a second, distinct cluster and use data or
content extracted from the seed 1ssue record to make a
recommendation or suggestion to the user. As a result of
these and other constructions and architectures described
herein, 1ssues can be reported to an 1ssue tracking system in
a substantially more time- and resource-eilicient manner.

An 1ssue tracking system, as described herein, may be
used to refer to a project management tool that may be
specially configured for tracking issues and tasks that are
associated with a software development project. As
described herein, an issue tracking system may be used to
refer to a project management tool that can be implemented
in whole or 1n part as soltware executed by a virtual or
physical server or other computing appliance that provides
a team of individuals with a means for documenting, track-
ing, and monitoring completion of work as discrete tasks
related to completion, development, or maintenance of a
defined project or goal. In many examples, an 1ssue tracking
system 1s configured for use by a software development
team to track completion and assignment of discrete tasks
related to software development projects from creation of
new user stories (1.e., user-perspective feature requests or
desired functionality), through proof of concept testing,
through integration testing, through release of software to
one or more users, and through reporting and fixing of
software errors (“bugs”). In other cases, an 1ssue tracking
system can be configured for non-software tracking pur-
poses, such as for use by a human resources team, an
information technology support group, and so on.

An 1ssue tracking system, as described herein, may
increase the efliciency of a team of individuals working on
a common goal or project by facilitating the organization of
the assignment of discrete items of work to the individual or
team of individuals most suited to perform that work. More
particularly, each 1tem of work tracked by an 1ssue tracking
system 1s referred to as an “1ssue” that 1s typically assigned
to a single individual to complete. Example “issues” can
relate to, without limitation: a task to identily the cause of
a solftware bug; a task to perform a feasibility assessment for
implementation of a new feature; a task to fix an i1dentified
soltware bug; and so on.

As used herein, the term “input” may be used to refer to
an action taken by a user of an 1ssue tracking system to aflect
a state of data or information in that system. In examples
described herein, input may be used to refer to data or text
entered by a user of a terminal device through a client
application or other user interface. Examples of input
include, but are not limited to: creating a ticket request;
opening an 1issue or ticket; closing an 1ssue or ticket;
moditying data or content of, or associated with, an 1ssue or
ticket; adding information, data, or content to an 1ssue or
ticket; creating or defimng an imitiative, theme, epic, user
story, or 1ssue group, and the like; and so on.

For simplicity of description, the embodiments that fol-
low reference an “issue report” or, more simply, an “issue”
(also referred to as a “ticket”) that corresponds to an i1ssue
that 1s being tracked by the system. In some 1mplementa-
tions, an “issue report” or “issue’” may be used to generally
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6

describe both an “issue request” that may be generated by a
user and an “issue record” that 1s generated by the 1ssue
tracking system and stored in a database of 1ssue records.

For purposes of the following disclosure, the term “issue
request” may be used to describe 1mput to an 1ssue tracking
system that may result 1n the creation of an 1ssue record. As
used herein, the term “issue record” may be used to refer to
a discrete database record or table row that 1s associated with
an 1ssue being tracked by the 1ssue tracking system and may,
in some 1mplementations, be stored at least temporarily 1n a
database of 1ssue records or other form of database storage.
While these terms are used herein with respect to specific
examples and potential implementations, 1t may be appre-
ciated that these are merely examples and other embodi-
ments can be configured to receive, anticipate, predict,
and/or recommend additional or alternative data, user inputs,
or records.

An 1ssue tracking system, as described herein, can be
configured to monitor, track, or otherwise analyze 1ssues(s)
reported to that system, by one or more users. The 1ssue
tracking system may use a history of 1ssue requests and
stored 1ssue records to detect, define, determine, or other-
wise infer one or more patterns 1n, and/or logical or causal
relationships between, diflerent 1ssues reported to the 1ssue
tracking system.

The 1ssues may be related to a particular project and/or a
particular grouping or clustering of 1ssues associated with a
particular project. As described herein, the i1ssue tracking
system may leverage detected patterns and/or logical or
causal relationships between diflerent 1ssues and 1ssue
reports associated with a particular project or particular
group or cluster of 1ssues associated with a particular project
to anticipate and/or predict likely 1ssue reports from a user
in another project and, additionally, to provide one or more
suggestions or recommendations to that user based on the
anticipated or predicted issues.

In some embodiments, an i1ssue tracking system may be
configured to accept 1ssue requests from multiple users of
the system. The 1ssue tracking system may be adapted to
analyze mcoming 1ssue requests and associate each incom-
ing 1ssue request with a respective cluster or group of
existing 1ssue records, which may be associated with a
soltware project team and/or a particular software platform.
The 1ssue tracking system may be turther adapted to identity
one or more seed 1ssue records (also referred to as “issue
templates™) based on a similarity score computed using the
incoming 1ssue request. In some cases, the seed 1ssue record
corresponds to a different or distinct cluster or group of
records that are associated with a diflerent software project
team and/or a different software platiorm. The seed 1ssue
record may be used to generate a suggested 1ssue request that
1s transmitted back to the user and may be used, 1n some
cases, to automatically generate a new 1ssue request.

As described 1n more detail below, the issue tracking
system 1dentifies a seed or a similar 1ssue record using a
similarity score or other analytical tool that 1s applied to the
incoming 1ssue request. A dynamic threshold may be used to
determine 11 the seed or similar record 1s sufliciently related
to the mncoming issue request to be relevant. In some cases,
the dynamic threshold may be adjusted or modified based on
prior user activity including, for example, acceptance of
previously suggested 1ssues.

As described 1n more detail below, a sequence or batch of
incoming 1ssue requests may be used to trigger or 1nitiate the
identification of a seed or similar 1ssue record. For example,
the 1ssue tracking system may monitor a batch or series of
incoming 1ssue requests to determine a pattern of 1ssue
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requests. The 1ssue tracking system may use prior interac-
tions to determine a likelihood that the user may benefit from
a suggested 1ssue and, 1n response, trigger the 1dentification
ol a seed or similar 1ssue record.

These foregoing and other embodiments are discussed
below with reference to FIGS. 1-8. However, those skilled
in the art will readily appreciate that the detailed description
given herein with respect to these figures 1s for explanatory
purposes only and should not be construed as limiting.

FIG. 1 1s a schematic representation of an example 1ssue
tracking system. In the illustrated embodiment, the 1ssue
tracking system 100 1s implemented with a client-server
architecture including a host service 102 that communicably
couples (e.g., via one or more networking or wired or
wireless communication protocols) to one or more client
devices, one of which 1s 1dentified as the client device 104.
It may be appreciated that other client devices may be
configured 1n a substantially similar manner as the client
device 104, although this may not be required of all embodi-
ments and different client devices can be configured differ-
ently and/or may transact data or information with, and/or
provide input(s) to, the host service 102 in a unique or
device-specific manner.

The client device 104 can be any suitable personal or
commercial electronic device and may include, without
limitation or express requirement, a processor 104q, volatile
or non-volatile memory (1dentified, collectively, as the
memory 1045), and a display 104c. Example electronic
devices include, but are not limited to: laptop computers;
desktop computers; cellular phones; tablet computing
devices; and so on. It may be appreciated that a client device
104, such as described herein, can be implemented in any
suitable manner.

In many embodiments, the processor 104a of the client
device 104 may include one or more physical processors or
processing units that, alone or together, can be configured to
execute an application (herein referred to as a “client appli-
cation”) stored, at least 1n part, in the memory 1045. The
client application 1s configured to access and communicate
with the host service 102 and to securely transact informa-
tion or data with, and provide mput(s) to, the host service
102 over a network. In some embodiments, the client
application may be a browser application configured to
access a web page or service hosted by the host service 102
that 1s accessible to the client device 104 over a private or
public network that may, in some embodiments, include the
open 1internet.

In many embodiments, the host service 102 1s configured
to operate within or as a virtual computing environment that
1s supported by one or more physical servers including one
or more hardware resources such as, but not limited to (or
requiring) one or more of: a processor;, a memory;, non-
volatile storage; networking connections; and the like. As
used herein, a processor of the host service 102 may refer
one or more physical processors or processing units imple-
mented on one or more physical computing system that,
alone or together, can be configured to 1mplement the
tfunctionality described herein. The host service 102 may be
implemented on a single computing system or using a
distributed network of computing systems. For simplicity of
description and illustration, the various hardware configu-
rations associated with a processor, computing device, or
hardware architecture are not shown in FIG. 1.

In many embodiments, the host service 102 can include a
number of discrete subservices or purpose-configured mod-
ules, containers, or virtual machines each configured to
perform, coordinate, serve, or otherwise provide one or more
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services, functions, or operations of the host service 102,
such as the operations of detecting patterns in 1ssue report-
ing, operations of determiming similarity between 1ssues or
categories ol 1ssues, and/or operations of determining
whether one or more suggestions of issues to report can or
should be made to a user of the issue tracking system 100.

Generally, the 1ssue tracking system 100 can be config-
ured to analyze issues 1n a particular project assigned a
particular tag, cluster, group, or categorization for one or
more patterns (collectively, herein, “categories” or “catego-
rization™). Additionally, the 1ssue tracking system 100 can be
configured to track 1ssues reported in other projects having
similar or identical tags, groups, or categorizations (e.g.,
different groups having a similarity score exceeding a
threshold). Upon recognizing a pattern of 1ssue reporting in
the first project (e.g., a first 1ssue report typically precedes a
second and third 1ssue report, each having a particular
categorization or tag), the issue tracking system 100 can
provide suggestions for 1ssue reporting to a user of a second
project that reports an 1ssue 1n the second project in a manner
that matches or corresponds to the previously-detected pat-
tern.

In some embodiments, the host service 102 is configured
to receive 1ssue requests from the client device 104 via the
network 105. As mcoming 1ssue requests are received, the
1ssue tracking server 106 may perform analysis on the 1ssue
request and associate the request with a particular cluster or
group, which may correspond to a particular software mod-
ule and/or project group. As described herein, host service
102 may create an 1ssue record that 1s stored 1n one or more
repository servers 108. As depicted 1n FIG. 1, the duplicable
issue detection server 110 may be configured to analyze
previously created 1ssue records stored in one or more
repository servers 108 and 1nitiate suggested 1ssues that may
be transmitted back to one or more client devices 104.

In one example embodiment, the 1ssue tracking system
100 1s configured for use by two soltware development
teams (that can access the 1ssue tracking system 100 from
separate client devices) supporting two separate code bases
that correspond to two separate software products execut-
able on two separate computing or processing platforms.

In one example, the i1ssue tracking system 100 may
recognize that the first software development team reports a
series ol 1ssues regarding integration with a third-party
database or application programming interface (“API”). The
series of 1ssues may be categorized as issues related to a
“third-party integration” by the first software development
team and mmcoming 1ssues may be associated with a cluster
or group of 1ssue records that correspond to the first software
development team.

At a later time, the second software development team
may also encounter a need to integrate with the same
third-party database or API and, as such, the second software
development team may report an issue, categorized as an
“API mtegration” 1ssue, to the 1ssue tracking system 100
having content referred to as “issue data” (e.g., title, descrip-
tion, summary, name of the third-party database, and so on)
that 1s similar to one of the series of 1ssues reported to the
1ssue tracking system 100 by the first software development
team. The 1ssue tracking system 100 may be adapted to
categorize the new issue as being related to a “thuird-party
integration” by the second software development team and
the new 1ssue may be associated with a cluster or group of
1ssue records that correspond to the second solftware devel-
opment team.

In this example, the 1ssue tracking system 100 can be
configured to recognize similarity (e.g., semantic similarity)
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between the content of the issue reported by the second
soltware development team and the content of one or more
of the set of 1ssues reported by the first software develop-
ment team. Additionally, the 1ssue tracking system 100 can
be configured to recognize similarity between the categori-
zation of the 1ssues by the first and second software devel-
opment teams.

In one embodiment, upon determining that the issue
reported by the second software development team 1s sub-
stantially similar to an 1ssue previously reported by the first
software development team and, additionally, that those
similar 1ssues were categorized and/or otherwise tagged or
grouped 1n a similar if not identical manner, the issue
tracking system 100 can generate a recommendation or
suggestion to the second software development team to
consider adding the additional 1ssues from the set of 1ssues
previously reported by the first software development team.

In another embodiment, the 1ssue tracking system 100
may receive a series of 1ssues that are associated with a first
cluster or group that corresponds to the first software devel-
opment team. The duplicable 1ssue detection server 110 may,
in some cases, be configured to 1dentily one or more similar
1ssue records that are associated with a second cluster or
group that corresponds to the second software development
team using a similarity criteria (e.g., stmilarity score and/or
similarity threshold). The one or more similar 1ssue records,
In some cases, may serve as a seed 1ssue used to suggest a
subsequent 1ssue request to the user. In this case, 1t 1s not
necessary that any second cluster or group i1ssue requests
(associated with the second software development team) be
entered by the user 1n order to receive a suggested 1ssue or
prompt from the 1ssue tracking system 100.

In one specific 1llustration of the foregoing examples, the
issue tracking system 100 1s used to track development of
two mapping applications. A {irst mapping application 1s
configured for execution by a mobile device supporting the
Google Android® operating system and a second mapping
application 1s configured for execution by a mobile device
supporting the Apple 10S® operating system.

In this example, one or more users associated with the
software development team working on the Google
Android® mapping application may report or open a series
of 1ssues 1n the 1ssue tracking system 100 related to inte-
gration with a third-party point(s) of interest API. A user
may, for example, submit a series of 1ssue requests using a
client device 104, which are transmitted to the host service
102 via the network 105. The Google Android® software
development team 1n this example may categorize each of
these opened 1ssues as “third-party API” and “points of
interest.” The 1ssues opened by the Google Android® soft-
ware development team may include 1ssues related to,
without limitation: authentication management; data fetch-
ing; data parsing; data validation; persistence layer imple-
mentation; documentation updates; and so on. In response,
the host service 102 (including the 1ssue tracking server 106
and duplicable 1ssue detection server 110) may associate
cach of the series of incoming 1ssue requests with a cluster
or group that corresponds to a classification related to the
Google Android® software development team. In some
cases, the series of 1ncoming 1ssue requests may be further
clustered or grouped based on sub-classifications related to
one of sub-teams, labels, epics, linked user stories, or other
groupings of related 1ssues. Based on similar categorization,
inter-1ssue linking, and/or the sequence or succession 1n
which these 1ssues were opened, the 1ssue tracking system
100 can determine that the actions taken by the Google
Android® software development team constitute a pattern
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that can be used to suggest similar 1ssues to a separate or
distinct software development team or group.

Later, the Apple 10S® software development team may
begin work to integrate the same third-party point(s) of
interest API. As such, the Apple 105S® software develop-
ment team may begin by opening an issue categorized as
“third-party API integration,” and “POI database” with a
description related to authentication management.

Similar to the actions of the other software development
team, one or more users associated with the Apple 10S®
soltware development team may generate a series of 1ssue
requests using (likely a different) client device 104. In
response to the Apple 10S® software development team
requesting to open an 1ssue related to authentication man-
agement, the 1ssue tracking system 100 can compare that
1ssue to other 1ssues previously received by the 1ssue track-
ing system 100. In this example, the 1ssue tracking system
100 may determine that the authentication management
1ssue opened by the Apple 10S® software development team
1s substantially similar to (e.g., satisfies a similarity criteria
using similar terms and language, similar phrases, and so on)
to an authentication management 1ssue opened by the
Google Android® software development team referenced
above. In addition, either prior to, contemporancously with,
or aiter the preceding, the 1ssue tracking system 100 may
determine that the issue categorization of “third-party API
integration” used by the Apple 10S® software development
team 1s substantially similar to the “third-party API” 1ssue
categorization used by the Google Android® software
development team. Similarly, either prior to, contempora-
neously with, or after the preceding, the 1ssue tracking
system 100 may determine that the 1ssue categorization of
“POI database” used by the Apple 10S® software develop-
ment team 1s substantially similar to the “points of interest™
1ssue categorization used by the Google Android® software
development team.

In response to the foregoing determinations that the Apple
10S® software development team 1s opening issues that are
substantially similar 1n both content and categorization to
1ssues previously opened by the Google Android® software
development team, the 1ssue tracking system 100 can sug-
gest to the Apple 10S® software development team to
duplicate the other related 1ssues already opened by the
Google Android® software development team which as
noted above may include, but may not be limited to, 1ssues
related to: data fetching; data parsing; data validation;
persistence layer implementation; documentation updates;
and so on. By way of example, the 1ssue tracking system 100
may identify one or more seed 1ssue records that are asso-
ciated with a group or cluster related to the Google
Android® software development team that also satisty a
similarity score with an 1ssue record associated with a group
or cluster related to the Apple 10S® software development
team. Using the seed 1ssue record, the 1ssue tracking system
100 may suggest an 1ssue request to the members of the
Apple 10S® software development team to initiate the
creation of a new relevant 1ssue. In examples 1 which
multiple seed 1ssues are i1dentified (a “set” of seed 1ssues,)
the set of 1dentified seed i1ssues can be ranked by similarity
score. Thereafter, one or more of the seed 1ssues 1n the
ranked set of seed 1ssues can be used by the issue tracking
system 100 to suggest one or more 1ssue requests to the
members of the Apple 10S® software development team to
initiate the creation of one or more new relevant issues. In
some cases, only a single seed 1ssue can be selected from the
ranked set of seed 1ssues, although this may not be required.
In other examples, multiple seed 1ssues can be used. In still
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turther examples, different numbers of seed 1ssues can be
selected from a set of ranked seed 1ssues and shown to a
particular user of the 1ssue tracking system 100; a user
known to regularly accept recommendations of the issue
tracking system 100 can be shown a higher number of 1ssue 53
request suggestions than a user known to typically reject
recommendations of the issue tracking system.

In further examples, the issue tracking system 100 can
modily the 1ssues previously opened by the Google
Android® software development team with content, phras- 10
ing, vocabulary, tagging, and/or taxonomy specific to, or
otherwise associated with, the Apple 10S® software devel-
opment team. For example, the 1ssue tracking system 100
may substitute the categorization of “points of interest” used
by the Google Android® software development team for 15
“POI” as used by the Apple 10S® software development
team. Similarly, the 1ssue tracking system 100 may replace
occurrences of terms 1n a description of an 1ssue opened by
the Google Android® software development team with
terms specific to the Apple 10S® software development 20
team (e.g., replacing occurrences of “JAVA” with “Swilt,”
replacing occurrences of “Android” with “108S,” and so on).

In another 1illustration of the preceding example, the
Apple 10S® software development team and the Google
Android® software development team may actively pursue 25
integration with the third-party point(s) of interest API at
substantially the same time. In these examples, issues
opened by the Apple 10S® software development team may
be suggested to, and modified to suit, the Google Android®
soltware development team and, additionally, 1ssues opened 30
by the Google Android® software development team may
be suggested to, and modified to suit, the Apple 10S®
soltware development team. In this manner, a comprehen-
sive set of 1ssues related to a particular task (e.g., having
similar categorizations across diflerent projects) can be 35
reported to the 1ssue tracking system 100, by both teams, in
a substantially more time and resource eflicient manner. In
other words, because each development team spends less
time reporting 1ssues to the issue tracking system 100, more
development work can take place. 40

In still further embodiments, the i1ssue tracking system
100 can be configured to determine similarity between
issues—and/or patterns in the opening or reporting of
1ssues—based on other information in place of, or 1 addi-
tion to, the categorization of one or more issues. For 45
example, the 1ssue tracking system 100 may determine a
pattern that 1ssues assigned to a particular developer on the
Apple 10S® soltware development team generally corre-
spond to 1ssues assigned to another developer on the Google
Android® software development team. In these examples, 50
the 1ssue tracking system 100 can be configured to recom-
mend 1ssues to the Google Andro1d® software development
team 1n response to the Apple 105® software development
team opening an 1ssue assigned to the particular developer,

Or VICe versa. 55

In still further embodiments, the i1ssue tracking system
100 can be configured to determine similarity between
1ssues based on other information in place of, or in addition
to, the examples presented above. For example, the 1ssue
tracking system 100 may determine a pattern that issues 60
opened by a particular manager on the Apple 10S® software
development team generally corresponds to issues opened
by a particular manager or user on the Google Android®
soltware development team. In these examples, the i1ssue
tracking system 100 can be configured to recommend issues 65
to the Google Android® software development team in
response to the manager of the Apple 10S® software devel-
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opment team opening an i1ssue, or vice versa. For example,
in one 1mplementation, a first 1ssue request (that 1s associ-
ated with a first cluster or project) 1s entered followed by a
second 1ssue request (that 1s associated with a second cluster
or project). If the 1ssue tracking system 100 receives a series
of 1ssue requests that alternate between two respective
clusters or projects, the issue tracking system may infer a
suggested or seed 1ssue record or 1ssue content that corre-
sponds to the pattern if 1ssue requests being entered. While
a pattern of alternating entries 1s provided as one example,
other patterns of issue request entries may also be used.

In still further embodiments, the 1ssue tracking system
100 can be configured to determine similarity between
issues based on other information in place of, or 1n addition
to, the examples presented above. For example, the 1ssue
tracking system 100 may determine a pattern that all 1ssues
following an 1ssue opened with a particular priority or label
by the Apple 10S® software development team are gener-
ally also opened, in time, by the Google Andro1d® software
development team. In these examples, the 1ssue tracking
system 100 can be configured to maintain a queue of 1ssues
opened by the Apple 10S® soltware development team,
cach of which may be suggested to the Google Android®
software development team.

In still further embodiments, the 1ssue tracking system
100 can be configured to determine similarity between
1ssues based on other information in place of, or 1n addition
to, the examples presented above. For example, the 1ssue
tracking system 100 may be communicably coupled to
another 1ssue tracking system 100, managed or controlled by
a third party (e.g., a separate entity). In this example, the two
issue tracking system can be configured to securely
exchange information to determine patterns 1n 1ssue report-
ing between different projects 1n different i1ssue reporting
systems managed by diflerent entities. For example, a devel-
opment team using the first 1ssue tracking system 100 to
integrate a third-party API may enter a series of 1ssues that
can then be used by the second issue tracking system 100 to
suggest to a second development team 1ssues to open related
to 1ntegration of the same third-party API. In these
examples, information can be exchanged between the 1ssue
reporting systems anonymously or in a redacted form to
maintain privacy and/or iformation security of the respec-
tive entities 1n control of each 1ssue reporting system.

It may be appreciated that more generally and broadly, the
issue tracking system 100—such as described herein,
whether configured for use by a software development team
or 1n any other manner to support any other worktlow—can
be configured to leverage, utilize, or employ any suitable
pattern recognition or classification algorithm, probabilistic
model, machine learning techmique (whether trained or
untrained), artificial intelligence method, or any suitable
combination thereof, to detect, define, determine, or other-
wise 1nfer one or more patterns 1n, and/or logical or causal
relationships between, diflerent 1ssues, successions or
sequences of 1ssues, or groups of 1ssues reported to the 1ssue
tracking system 100 for particular or specified projects.

The issue tracking system 100 may be configured to
detect, define, determine, or otherwise infer one or more
patterns 1n, without limitation: a history or log of issues
reported to the system for a particular project or epic and/or
categorized or grouped in a particular manner; the time
between reports of diflerent 1ssues having similar categori-
zation; text content of one or more 1ssues reported to the
system; 1ssues reported by or assigned to a particular user of
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the system; 1ssues related to a particular task or story
associated with a particular project tracked by the system;
and the like.

It may be appreciated, however, that the foregoing
examples are not exhaustive and that any suitable means of
determining a pattern or other logical or causal link between
two or more 1ssues can be used. For simplicity of descrip-
tion, these operations are described herein as operations to
detect a pattern 1n, or apply machine learning to, issues
previously reported to the issue tracking system 100 1n a
particular project and/or having a particular categorization
or grouping. The system can leverage any detected patterns
1n 1ssue reporting in particular projects or having particular
categorizations to, among other actions, suggest and/or
autonomously duplicate (with or without modification)
1ssues 1n other projects or for the benefit of other users of the
same or a diflerent 1ssue reporting system.

In one general example, upon detecting a pattern that a
first 1ssue 1s opened prior to a second 1ssue 1n the same
project, the issue tracking system 100 may define (e.g.,
create an entry 1n a database) a causal relationship or other
association between the first issue and the second issue. The
causal relationship may be related to a dependency between
the 1ssue records or may be determined or learned from prior
activity. In one example, the 1ssue tracking system 100 may
use a history of existing 1ssue records to 1dentily reoccurring,
sequences or groupings of 1ssue records that may indicate a
causal relationship.

As a result of this determined or defined causal relation-
ship, when a user submits an issue request to open a new
1ssue that 1s determined, by the 1ssue tracking system 100, to
be substantially similar to the first 1ssue of this example, the
1ssue tracking system 100 may anticipate or predict that the
user also intends to—or would otherwise be advised to—
open another 1ssue substantially similar to the second 1ssue
of this example. In response, the issue tracking system 100
can generate a suggestion and display or otherwise transmuit
that suggestion to a user of the 1ssue reporting system to
open another 1ssue having properties and contents substan-
tially similar to the second 1ssue of the preceding example.

In these example embodiments, the 1ssue tracking system
100 can be configured to leverage any suitable similarity or
classification algorithm, probabilistic model, machine leamn-
ing technique (whether trained or untrained), or artificial
intelligence method, or any suitable combination thereof, to
compare 1ssues to one another to determine similarities
therebetween. Examples include, but are not limited to:
determining cosine distance or similarity of content of two
or more 1ssues; determining Jaccard similarity of content of
two or more 1ssues; determining Euclidean or Manhattan
distance between content of two or more 1ssues; determining
semantic similarity of text content of two or more 1ssues; and
the like.

Example content of an 1ssue (e.g., 1ssue request and/or
1ssue record) that can be compared in the course of deter-
mimng whether two 1ssues are similar can include, but may
not be limited to: 1ssue description; 1ssue summary; project
name; 1ssue type; a name or 1dentity of a user who reported
the 1ssue; a name or 1dentity of a user assigned to the 1ssue;
a priority of the 1ssue; one or more labels, tags, or categories
of the 1ssue; one or more linked 1ssues; one or more epic
links; one or more user story links; and the like.

In one example, the i1ssue tracking system 100 can be
configured to perform a semantic similarity comparison of
description content of two separate 1ssues (e.g., two 1ssue
requests and/or 1ssue records) to estimate a likelthood that
those 1ssues are related. More specifically, a semantic simi-
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larity comparison can generate a score or value from two or
more iput corpuses (e.g., description content of two or
more separate 1ssues) that corresponds to a statistical con-
fidence that the two or more put corpuses describe, or
relate to, the same concept or content. Thereatter, the score
or value can be compared to a threshold (which may be fixed
or may vary Irom embodiment to embodiment or from
comparison to comparison) to determine whether the com-
pared issues should be considered similar by the 1ssue
tracking system 100.

It may be appreciated that these foregoing examples are
not exhaustive and that any suitable means of comparing
two or more 1ssues reported by one or more users can be
used. For simplicity of description, these operations are
described herein as operations to “determine a similarity
between” 1ssues reported to the 1ssue tracking system 100.

In one specific 1llustration of the preceding examples, the
1ssue tracking system 100 can determine a pattern that an
issue related to updating documentation for a soltware
development project 1s oiten opened aiter an 1ssue related to
adding a feature to that soitware development project is
opened. Upon making such a determination, the 1ssue track-
ing system 100 can define a causal relationship between
opening an 1ssue related to adding a feature to a software
development project and opening an 1ssue related to updat-
ing documentation for that software development project.

In this manner, and as a result of the defined causal
relationship between reported 1ssues, an issue related to
adding a feature to a soiftware development project reported
by a user can trigger the 1ssue tracking system 100 to
anticipate or otherwise predict that the same user also
intends to—or would otherwise be advised to—open another
issue related to updating documentation for that software
development project. Upon making such a determination,
the 1ssue tracking system 100 can provide a suggestion to
that user to provide input to open a software documentation
update 1ssue.

In some embodiments, as noted above, the 1ssue tracking
system 100 can also prepopulate content of a suggested 1ssue
based on content or data of one or more previously reported
issues. In this manner, as a user provides one or more 1ssue
reports to the i1ssue tracking system 100, one or more
suggestions of additional 1ssues, which may already include
relevant and/or prepopulated data or content, can be pre-
sented to that user for consideration.

Additionally, as noted above, the issue tracking system
100 can be configured to leverage one or more detected
patterns across multiple discrete projects tracked by the
same 1ssue tracking system 100.

For example, as noted above, the 1ssue tracking system
100 can be configured for use by multiple software devel-
opment teams each supporting different software projects. In
this example, a first software development team supporting
a first soltware project may request the issue tracking system
100 to open a series of 1ssues related to a feature of the first
soltware project.

As noted with respect to other embodiments described
herein, the 1ssue tracking system 100 may infer that each of
these 1ssues are related, or otherwise associated, with one
another, based, at least 1n part, on the observation that these
1ssues were opened 1n the same projects, with the same or
similar categorization(s), 1n rapid succession.

Later, a second software development team supporting a
second software project may request the issue tracking
system 100 to open an 1ssue related to a feature of the second
software product that the issue tracking system 100 deter-
mines 15 substantially similar to one of the 1ssues opened by
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the first software development team. Based on this determi-
nation, the i1ssue tracking system 100 may generate a sug-
gestion to the second software development team to open
additional 1ssues having properties and contents substan-
tially similar to the 1ssues opened by the first software
development team.

Additionally, the 1ssue tracking system 100 can be con-
figured to provide suggestions of 1ssues to be opened only 1f
certain conditions are satisfied. For example, the 1ssue
tracking system 100 may be configured to suggest 1ssues to
be opened only 1f a similarity metric, score, or estimation
exceeds a threshold or a particular value. In some cases, the
threshold may be dynamically adjusted based on feedback
received from the user or other users. For example, 1f one or
more users have previously accepted an 1ssue suggested by
the 1ssue tracking system, a dynamic threshold may be
lowered in response. In some cases, the 1ssue tracking
system 100 may be configured to withhold suggestions 1
only one suggested 1ssue could be provided. Alternatively,
the 1ssue tracking system 100 may be configured to withhold
suggestions 1f the system determines that a high number of
1ssues are potentially related.

Additionally, the 1ssue tracking system 100—such as
described herein——can be triggered to detect patterns 1n 1ssue
reporting by a variety of stimuli including, for example, a
series of user inputs that may include multiple i1ssue
requests. For example, in some embodiments, the issue
tracking system 100 1nitiates an operation to detect a pattern
1n 1ssue reporting 1n response new 1ssue being reported to a
particular project. In other cases, the 1ssue tracking system
100 1mitiates an operation to detect a pattern 1n 1ssue report-
ing cach time (e.g., 1n response to) a new 1ssue 1s reported
with a particular tag, categorization, title, or other specified
content. In other cases, the issue tracking system 100
initiates an operation to detect a pattern in 1ssue reporting
cach time a new 1ssue 1s reported with a particular tag,
categorization, title, or other specified content. In still other
examples, the 1ssue tracking system 100 1nitiates an opera-
tion to detect a pattern 1n 1ssue reporting 1n response to direct
input from a user. In still other examples, the 1ssue tracking
system 100 1mitiates an operation to detect a pattern 1n 1ssue
reporting at a regular interval (e.g., every fifteen minutes,
every hour, every day, every week, and so on); any suitable
interval may be used.

Additionally, the i1ssue tracking system 100 can be trig-
gered to determine whether one or more suggestions can be
made based on a previously detected pattern of 1ssue report-
ing in response to a variety of stimuli. For example, 1n some
embodiments, the issue tracking system 100 initiates an
operation to detect whether one or more suggestions can be
made 1n response to a new issue being reported to a
particular project. In other cases, the 1ssue tracking system
100 mitiates an operation to detect whether one or more
suggestions can be made each time (e.g., 1n response to) a
new 1ssue 1s reported with a particular tag, categorization,
title, or other specified content. In other cases, the issue
tracking system 100 1nmitiates an operation to detect whether
one or more suggestions can be made each time a new 1ssue
1s reported with a particular tag, categorization, title, or other
specified content. In still other examples, the 1ssue tracking
system 100 initiates an operation to detect whether one or
more suggestions can be made 1n response to direct input
from a user. In still other examples, the 1ssue tracking system
100 mitiates an operation to detect whether one or more
suggestions can be made at a regular interval (e.g., every
fifteen minutes, every hour, every day, every week, and so
on); any suitable interval may be used.
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As noted above, 1n the illustrated embodiment, the host
service 102 includes one or more purpose-configured mod-
ules or components each configured to perform a discrete
task associated with the operation of the issue tracking
system 100. In particular, the host service 102 includes an
issue tracking server 106, a repository server 108, and a
duplicable 1ssue detection server 110. It may be appreciated
that although these functional elements are identified as
separate and distinct “servers” that each include allocations
of physical or virtual resources (1dentified in the figure as the
resource allocations 1064, 108a, and 110a, respectively)—
such as one or more processors, memory, and/or communi-
cation modules (e.g., network connections and the like)—
that such an implementation 1s not required. More generally,
it may be appreciated that the various functions described
herein of a host service 102 can be performed by any
suitable physical hardware, virtual machine, containerized
machine, or any combination thereof.

The 1ssue tracking server 106 of the host service 102 can
be configured to manage and maintain a record of issues
reported 1n one or more projects tracked by the issue
tracking system 100. In addition, the 1ssue tracking server
106 of the host service 102 can be configured to commu-
nicably couple to the client device 104 via the network 1035
in order to exchange information with and/or receive
input(s) from the client device 104 1n the course of tracking
and/or documenting progress of completion of one or more
1ssues of one or more projects tracked by the 1ssue tracking
system 100.

Information or data related to projects tracked by the 1ssue
tracking system 100, such as a codebase of a software
development project, can be stored, in many embodiments,
in a database managed by the repository server 108, which
can be communicably and securely coupled to the 1ssue
tracking server 106. The repository server 108 may be used
to store or maintain a repository of issue records, 1ssue
record groups, 1ssue record clusters, and/or other data related
to the creation and maintenance of issues. The database(s)
managed by the repository server 108 can be implemented
with any suitable known or later developed database or
digital information storage technology or techmique. In
many examples, the repository server 108 1s configured to
track and maintain a record of changes made to data or
information stored in the database(s) managed by the reposi-
tory server 108, but this may not be required.

In many examples, the 1ssue tracking server 106 can be
configured to receive, over the network 105, from the client
device 104 (e.g., via user input provided through a graphical
user mterface rendered on the display 104¢, provided by the
client application, or any combination thereof), an 1ssue
request. The 1ssue request may include, by way of example,
a request to open, create, or report an 1ssue 1n a particular
project; a request to modily an existing issue; a request to
close an existing 1ssue; a request to link an existing issue to
another i1ssue; a request to assign an 1ssue to a particular
user; a request to 1nitiate an operation to detect one or more
patterns of issue reporting (such as described herein); a
request to mitiate an operation to determine whether two or
more 1ssues are related; and the like. In some examples, in
response to mformation or requests received from the client
device 104, the issue tracking server 106 can submit a
request to the repository server 108 to add, modity, or delete
data stored 1n one or more databases managed by the
repository server 108.

In addition, the client device 104—and 1n particular, the
client application executed by the client device 104—can be
configured to receive, over the network 105, from the 1ssue
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tracking server 106, without limitation: a suggestion of an
1ssue to be opened 1n a particular project; a notification that
one or more suggestions of 1ssues to be opened are available
for consideration; a request to provide information related to
a particular 1ssue; a request to confirm whether two 1ssues,
projects, or categorizations of 1ssues are related or equiva-

lent; and so on.

It may be appreciated that the foregoing examples are not
exhaustive; more generally and broadly, 1t 1s appreciated the
issue tracking server 106, the repository server 108, and the
client device 104 can transact any suitable data or informa-
tion, 1n any suitable form or format, across one or more
communication channels or protocols, 1 a secure or
encrypted manner, or 1n an unencrypted manner, and so on.

The duplicable 1ssue detection server 110 of the host
service 102 can be communicably coupled to one or both of
the 1ssue tracking server 106 and the repository server 108.
The duplicable 1ssue detection server 110 can be configured
to access information stored by or otherwise accessible to
either or both the 1ssue tracking server 106 and the reposi-
tory server 108 in order to, among other operations, detect
one or more patterns of 1ssue reporting.

For example, the duplicable issue detection server 110 can
be configured to submit a request to the 1ssue tracking server
106 for all 1ssues reported to that server that match a
particular query. For example, the duplicable 1ssue detection
server 110 may query 1ssue tracking server 106 to return all
1ssues reported 1n a particular project that include at least one
of a set of categorizations, tags, or groupings. In response to
such a request, the 1ssue tracking server 106 can return to the
duplicable 1ssue detection server 110 all 1ssues that match
the query.

Thereafter, the duplicable issue detection server 110 can
perform one or more operations to detect, define, determine,
or otherwise 1nfer one or more patterns in, and/or logical or
causal relationships between, the set of 1ssues returned by
the 1ssue tracking server 106. As noted above, the duplicable
1ssue detection server 110 can leverage a number of suitable
techniques to detect any pattern that may emerge from a set
ol 1ssues received from the 1ssue tracking server 106.

In some cases, the duplicable 1ssue detection server 110
may determine that a pattern of issue reporting exists by
grouping the set of 1ssues received from the i1ssue tracking
server 106 based on nearness in time 1n which the issues
were reported. For example, 1f two or more issues are
reported 1n rapid sequence, the duplicable issue detection
server 110 may infer that those 1ssues are causally or
otherwise logically related to one another.

In other cases, the duplicable 1ssue detection server 110
may determine that a pattern exists by grouping the set of
issues based on the user assigned to those issues. For
example, 11 two or more 1ssues are assigned to the same user,
the duplicable 1ssue detection server 110 may infer that those
issues are causally or otherwise logically related to one
another.

It may be appreciated the foregoing examples are not
exhaustive; any number of suitable patterns may be
extracted or inferred from the set of 1ssues received from the
issue tracking server 106. Additionally, it may be appreci-
ated that the duplicable 1ssue detection server 110 can utilize
any number of suitable techniques to 1dentily signals of such
patterns. Examples include, but may not be lmmited to,
techniques including or leveraging: classification algo-
rithms; supervised learning algorithms; probabilistic classi-
fication algorithms; Bayesian analysis algorithms; support
vector machines; neural networks; deep-learning algo-
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rithms; decision trees; natural language processing algo-
rithms; hierarchies of experts; Kalman filters; entropy-based
models; and the like.

In some cases, the duplicable 1ssue detection server 110
can be further configured to perform one or more prepro-
cessing operations prior to initiating an operation to attempt
to detect a pattern of 1ssue reporting. Example preprocessing
operations can include or leverage, but may not be limited
to: averaging; normalizing; synonym finding; semantic root-
finding; linguistic tagging; tokenization; term substitution;
term frequency; and so on.

In many cases, the duplicable 1ssue detection server 110
1s further configured to determine similarity between 1ssues
reported 1n different projects (e.g., 1n order to determine, in
one example, whether a previously detected pattern of 1ssue
reporting can be leveraged to provide one or more sugges-
tions ol additional 1ssues). As noted with respect to other
embodiments described herein, the duplicable 1ssue detec-
tion server 110 can be configured to leverage any suitable
similarity or classification algorithm, probabilistic model,
machine learning technique (whether trained or untrained),
or artificial intelligence method, or any suitable combination
thereof, to compare 1ssues to one another to determine
similarities therebetween. Examples include, but are not
limited to: determining cosine distance or similarity of
content of two or more 1ssues; determining Jaccard similar-
ity of content of two or more 1ssues; determining Euclidean
or Manhattan distance between content of two or more
issues; determining semantic similarity of text content of
two or more 1ssues; and the like. Example content of an 1ssue
that can be compared in the course of determining whether
two 1ssues are similar can include, but may not be limited to:
1ssue description; 1ssue summary; project name; issue type;
a name or 1identity of a user who reported the 1ssue; a name
or 1dentity of a user assigned to the issue; a priorty of the
1ssue; one or more labels, tags, or categories of the 1ssue; one
or more linked 1ssues; one or more epic links; one or more
user story links; and the like.

In a similar manner, the duplicable 1ssue detection server
110 can be configured to detect similarity between different
categorizations, tags, or groupings of 1ssues between difler-
ent projects tracked by the 1ssue tracking system 100.

In view of these foregoing examples, 1t may be appreci-
ated that the duplicable i1ssue detection server 110 of the
issue tracking system 100 can be configured to (1) detect
patterns 1n 1ssue reporting for any specified project and/or
categorization of 1ssue tracked by the 1ssue tracking system
100 and (2) determine similarity between 1ssues and issue
categorizations. With such information, the duplicable 1ssue
detection server 110 can be leveraged by the 1ssue tracking
system 100 to provide one or more recommendations of
1ssues to open.

In one specific illustration of such an operation, a user of
the client device 104 can operate a graphical user interface
rendered by the client application via the display 104c¢ to
request that the host service 102 open an 1ssue 1n a particular
project tracked by the 1ssue tracking system 100. The request
from the user can include detailed content describing the
requested 1ssue, including among other content, a descrip-
tion of the issue, a project 1n which the 1ssue should be
added, and a categorization of the 1ssue.

In response to the request, the 1ssue tracking server 106 of
the host service 102 can record the 1ssue 1n a database (not
shown). In addition, the 1ssue tracking server 106 can submit
a request to the duplicable 1ssue detection server 110 to
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determine whether the 1ssue opened by the user 1s similar to
any 1ssue previously reported in the same project or in a
different project.

In response to the request from the 1ssue tracking server
106, the duplicable 1ssue detection server 110 may itera-
tively compare the newly reported 1ssue to all or a subset of
previously reported 1ssues. In some examples, the duplicable
1ssue detection server 110 may submit a query (or more than
one query) to the issue tracking server 106 for a set of
previously reported 1ssues to which the newly received 1ssue
can be compared.

In many cases, the duplicable 1ssue detection server 110
1s configured to generate a similarity score (e.g., a statistical
confidence) when comparing the newly reported issue to a
previously reported 1ssue. Typically, the duplicable 1ssue
detection server 110 1s configured to 1gnore or discard any
previously reported 1ssue associated with a similarity score
that does not crosses or otherwise satisfies a predetermined
threshold. For example, the duplicable 1ssue detection server
110 may be configured to discard any previously reported
issue that 1s determined to be fifty percent similar to the
newly received 1ssue. In other cases, the duplicable 1ssue
detection server 110 may be configured to discard any
previously reported issue that 1s determined to be at most
ninety percent similar to the newly received 1ssue. It may be
appreciated that any suitable threshold can be selected. In
some cases, the threshold may vary or may depend upon a
particular project, 1ssue categorization, user setting, or the
like. Optionally, the duplicable i1ssue detection server 110
can rank one or more previously reported 1ssues based on the
similarity score.

Once the duplicable 1ssue detection server 110 has iden-
tified one or more previously reported 1ssues associated with
a stmilarity score suflicient to infer that the newly-received
issue and the previously reported 1ssue are directed to the
same concept or matter, the duplicable 1ssue detection server
110 can determine whether the previously reported issue 1s
associated with a pattern of 1ssue reporting. For example, 1t
may be determinable that the previously reported 1ssue 1s
associated with a series or set of other 1ssue reports. In other
cases, 1t may be determinable that the previously reported
1ssue 1s associated with closure or modification of another
1ssue or set of 1ssues. In other cases, 1t may be determinable
that the previously reported 1ssue 1s associated with assign-
ment or reassignment of a particular 1ssue or task to a
particular individual. These examples are not exhaustive.

Once the duplicable 1ssue detection server 110 has iden-
tified that one or more previously reported 1ssues 1s associ-
ated with a pattern of 1ssue reporting, the duplicable 1ssue
detection server 110 can communicate to the client device
104 (either directly or via the 1ssue tracking server 104)
recommendations of one or more actions to take. Example
actions, as noted with respect to other embodiments
described herein can include, but may not be limited to:
submitting one or more supplemental or additional 1ssues;
considering modification of one or more 1ssues; considering
renaming one or more 1ssues; and so on.

In some examples, the duplicable 1ssue detection server
110 may be configured to provide customized suggestions to
the user of the client device 104. For example, as noted
above, the duplicable 1ssue detection server 110 can be
configured to modily one or more suggestions provided to
the user based on the content of the newly reported 1ssue. In
one example, suggestions for new issues can 1nclude mnifor-
mation extracted, derived, or otherwise originating from the
project associated with the newly recerved 1ssue, despite that
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the previously reported i1ssue found to be similar to the
newly receirved i1ssue may have originated from another
project.

The foregoing embodiment depicted in FIG. 1 and the
various alternatives thereof and variations thereto are pre-
sented, generally, for purposes of explanation, and to facili-
tate an understanding of various configurations and con-
structions of a system, such as described herein. However, it
will be apparent to one skilled in the art that some of the
specific details presented herein may not be required 1n order
to practice a particular described embodiment, or an equiva-
lent thereof.

Thus, 1t 1s understood that the foregoing and following
descriptions of specific embodiments are presented for the
limited purposes of illustration and description. These
descriptions are not targeted to be exhaustive or to limit the
disclosure to the precise forms recited herein. To the con-
trary, 1t will be apparent to one of ordinary skill in the art that
many modifications and variations are possible 1 view of
the above teachings.

For example, FIG. 2A, depicts a system and signal flow
diagram of an 1ssue tracking system, such as described
herein. The issue tracking system 200 can be configured,
both physically and operationally, 1n the same manner as the
issue tracking system 100 described 1n reference to FIG. 1
and this description 1s not repeated.

The 1ssue tracking system 200 can include a host service
202 (also referred to herein as a host system) that 1is
configured to communicate with one or more client devices,
one of which 1s 1dentified as the client device 204. As with
other embodiments described herein, the client device 204
can be configured to execute a client application 204a that
1s configured to transact information and data with the host
service 202. The client application 204a provides a graphical
user interface to facilitate interaction between the 1ssue
tracking system 200 and a user of that system.

The host service 202 includes an 1ssue tracking server 206
that 1s communicably coupled to a repository server 208 and
a duplicable issue detection server 210. As with other
embodiments described herein, the 1ssue tracking server 206
can include a database 212 that 1s configured to store
information related to 1ssues reported and closed for projects
tracked by the 1ssue tracking system 200. Similarly, as noted
above, the repository server 208 can be configured to store
information or data related to one or more projects tracked
by the 1ssue tracking system 200. For example, in one such
case, the 1ssue tracking system 200 1s configured for use by
a software development team. In this example, the reposi-
tory server 208 can include a version-controlled database
that maintains a codebase for a project 214. The project 214
can include one or more branches 216, each of which may
be associated with one or more 1ssues tracked and/or stored
by the database 212 of the 1ssue tracking server 206.

As with other embodiments described herein, the host
service 202 also includes the duplicable i1ssue detection
server 210. In the 1llustrated embodiment, the duplicable
1ssue detection server 210 can include a number of discrete
subservices or purpose-configured modules, containers, or
virtual machines each configured to perform, coordinate,
serve, or otherwise provide one or more services, functions,
or operations ol the duplicable 1ssue detection server 210.
More particularly, the duplicable 1ssue detection server 210
can include an 1ssue comparator 218, an 1ssue history tracker
220, a language processor 222, and a database 224.

The 1ssue comparator 218 of the duplicable 1ssue detec-
tion server 210 can be configured 1n any suitable manner to
implement the operation of comparing one or more 1ssues
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for similarity. As noted above, this operation can be per-
formed 1n a number of ways. An example method by which
two 1ssues can be compared includes comparing the text
content of each 1ssue to one another. For example, 1ssue
descriptions can be compared using any suitable text com-
parison technique.

The 1ssue history tracker 220 of the duplicable 1ssue
detection server 210 can be configured in any suitable
manner to implement or otherwise perform the operation of
inferring 1ssue reporting patterns. More specifically, 1n one
example, the 1ssue history tracker 220 can be configured to
monitor and/or analyze the time and sequence in which
various associated issues (e.g., 1ssues in the same project,
issues having the same categorization, and so on) were
reported.

The language processor 222 of the duplicable 1ssue detec-
tion server 210 can be configured 1n any suitable manner to
implement or otherwise perform the operation of providing
natural language processing and/or analysis of content of
one or more 1ssues. In one example, the language processor
222 can be leveraged by the 1ssue comparator 218 to
compare the text content of two or more 1ssues. In another
example, the language processor 222 can be leveraged by
the 1ssue history tracker 220 in the course of determining or
detecting one or more patterns of 1ssue reporting. It may be
appreciated that the language processor 222 may be suitably
configured for purpose-agnostic natural language processing
and/or text or string comparisons.

The database 224 of the duplicable 1ssue detection server
210 can be configured in any suitable manner to implement
or otherwise perform the operation of recording one or more
detected patterns of 1ssue reporting. The database 224 can be
accessed by any module or component of the duplicable
1ssue detection server 210 at any suitable time to determine
whether a particular 1ssue matches and/or otherwise corre-
sponds to a previously detected pattern of issue reporting.

It may be appreciated that the foregoing simplified
examples are not exhaustive of the various possible com-
ponents, systems, servers, and/or modules that may be used
by an 1ssue tracking system, such as described herein.
Accordingly, more generally and broadly, it may be appre-
ciated that an 1ssue tracking system such as described herein
can be configured to receive an issue report from a user,
compare those 1ssue reports to previously-detected 1ssue
reports or 1ssue reporting patterns, and provide recommen-
dations of additional actions that can be taken by the user
based on a determined similarity between the newly-re-
ceived 1ssue report and one or more previously reported
1ssue reports or one or more previously-detected i1ssue
reporting patterns.

For example FIG. 2B depicts an example signal flow
diagram depicting communications between a client appli-
cation operating on a client device and a host service of an
1ssue tracking system, such as described herein. More spe-
cifically, as with the embodiment depicted 1n FIG. 2A, the
1ssue tracking system 20056 includes a host service 202 1n
communication with a client device 204. The client device
204 can execute an 1nstance of a client application 204a. The
client application 204a can render a graphical user interface
204b. The graphical user iterface 2045 can be used by a
user to submit one or more 1ssue requests (and/or to generate
one or more 1ssue reports) to the host service 202. More
specifically, the graphical user interface 2045 can render one
or more data entry fields, such as the data entry fields 2264,
2260 1llustrated 1n the figure that can receive data entered by
a user.
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In one specific implementation of this example embodi-
ment, a user can operate the graphical user interface 2045 of
the client application 204a to enter data into erther or both
of the data entry fields 226a, 22656 to generate an 1ssue
request 228 for a specific project tracked by the 1ssue
tracking system 20056 that can be submitted to the host
service 202. In response to recerving the 1ssue request 228,
the host service 202—or, more precisely, a duplicable 1ssue
detection server or service of the host service 202 (see, e.g.,
FIG. 2A)—can perform one or more operations. For
example, the host service 202 can determine a grouping
and/or categorization of the issue request 228 based on,
without limitation: a fitle of the issue request 228 (e.g.,
keywords, semantic content, lemmatized content); a descrip-
tion of the 1ssue request 228; a tag or group 1dentifier of the
1ssue request 228; and so on.

Thereatter, the host service 202 can compare the grouping
(whether specified by the user or determined autonomously
by the host service 202) of the 1ssue request 228 to other
issues having related groupings in other projects. These
groupings may not be identical and may be related 1n any
suitable manner. For example, a grouping of 1ssues in a first
project related to a directory feature of a software product
may be determined to be related to a grouping of 1ssues in
a second project related to a client list feature of a second
software product. In another example, a first group main-
taining a first software project may refer to a first grouping,
of 1ssues related to a rendering feature as “rendering” 1ssues
whereas another group maintaining a second soltware proj-
ect using the same rendering feature may refer to groups of
1ssues related to that feature as “raytracing” 1ssues. In these
embodiments, the host service 202 can be configured to
establish a logical or causal link between diflerently named
or differently categorized groups in different projects. The
host service 202 can leverage any suitable autonomous or
assisted technique to establish logical or causal links
between groups (also referred to as clusters), such as
described herein.

In response to determining a group (or more than one
group) ol the 1ssue request 228, and 1n response to deter-
mining or obtaining a set of 1ssues (e.g., records, reports,
requests, and so on) associated with other groups that may
be related to the group(s) associated with the 1ssue request
228, the host service 202 can compare the 1ssue request 228
to each 1ssue of the set of i1ssues. Example methods of
comparing the issue request 228 to other 1ssues—which may
be 1n another group and/or 1n another project—include but
are not limited to: semantic comparison; document similar-
ity comparison; text similarity comparison; and so on.

In response to determining one or more 1Ssues 1 one or
more other (related) groups, the host service 202 can inform
the client device 204 and, in particular, the client application
204a executed by the client device 204 that one or more
other 1ssues 230 (also referred to herein as 1ssue templates or
1ssue seeds) may be relevant to the project associated with
the 1ssue request 228. More simply, the host service 202 can
suggest to the user of the client device 204 that the user enter
additional 1ssues.

For example, in one embodiment, a user of the issue
tracking system 2006 may be a Google Android® developer
working on a project related to a game application. In this
example, the user may submit the issue request 228 to
document a bug reported to that user that relates to a
third-party API.

The host service 202 can ingest the 1ssue request 228 and
may group the 1ssue request 228 into a bug report group, a
group related to the third-party API, a Google Android®
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group, a group associated with the game project implemen-
tation on Google Andro1d®, among others. The assignment
of the 1ssue request 228 to the various groups may be
performed automatically or with the assistance of the user or
a third-party service. In many cases, the operation of assign-
ing the 1ssue request 228 to one or more groups 1s based, at
least 1n part, on content of the issue request 228 supplied 1n
whole or i part by the user of the client device. Example
content of the 1ssue request 228 that may be used {for
grouping can include, but may not be limited to: 1ssue title;
1ssue summary; 1ssue tags; project; and so on.

Once the 1ssue request 228 1s associated with one or more
groups or clusters, the host service 202 (also referred to
herein as a host service) can determine whether these groups
are related to other groups. For example, it may be deter-
mined that a group or cluster associated with the game
projection 1implementation on Google Android® 1s associ-
ated with another group or cluster associated with the game
project implementation on Apple 10S®. Upon making this
determination, the host system 202 can select from the 1ssue
records recorded 1n the Apple 10S® project only those 1ssues
that are members of a group or cluster related to the same
third-party API referenced above.

Thereafter, once one or more 1ssues from the Apple 10S®
project that relate to the third-party API, are known to the
host system 202, the host system 202 can compare each to
the 1ssue request 228.

In one example, the host system 202 can determine that a
previously entered 1ssue in the Apple 10S® project uses
similar language and/or phrasing to describe a bug in that
project as used by the user in the 1ssue report 228. In
response to this determination, the host system 202 can
determine whether any other 1ssues were reported in the
Apple 10S® project that were related to the identified Apple
10S® bug report that exhibits similarity to the 1ssue report
228.

In one example, the host system 202 can determine that
three additional i1ssue reports or records are related to the
identified 1ssue record. In response to this determination, the
host system 202 can recommend to the user, via sending a
signal to the client application 204q, that the user enter
additional 1ssues 1n the Google Android® project.

It may be appreciated that the foregoing specific example
1s not exhaustive. Other embodiments may operate 1 a
different manner. For example, FIG. 3 depicts a signal tlow
diagram corresponding to the operation of a duplicable 1ssue
detection server ol an 1ssue tracking system 300, such as
described herein. More specifically, the 1ssue tracking sys-
tem 300 can be configured to receive an 1ssue request 302
from a user. For purposes of the examples described herein,
an 1ssue request 302 may also be referred to as an 1ssue
report, a report, and also simply a request. The 1ssue request
302 may be iterpreted by the 1ssue tracking system 300 as
a request to 1nitiate, modily, or edit an 1ssue (e.g., an 1ssue
record) being tracked by the 1ssue tracking system 300. For
purposes of the following example, the 1ssue request 302 1s
directed to a request to 1nitiate a new 1ssue to be tracked by
the 1ssue tracking system 300. The issue request 302 can
include content such as, but not limited to: a project name or
identity (e.g., Project B); an 1ssue type; a name or identity of
a user reporting the 1ssue; one or more categorizations or
labels associated with the 1ssue; and so on. The 1ssue request
302 can be received by an issue tracking server 304. The
issue tracking server 304 can be configured in the same
manner as other issue tracking servers, such as described
herein (see, e.g., FIGS. 1-2A), and this description 1s not
repeated.
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As noted with respect to other embodiments described
herein, the 1ssue tracking server 304 can be communicably
coupled to a duplicable 1ssue detection server 306, which 1n
turn can receive from the 1ssue tracking server 304 infor-
mation related to 1ssues reported to the 1ssue tracking server
304 for multiple projects. For example, in the illustrated
example embodiment, the issue tracking server 304 can
communicate to the duplicable 1ssue detection server 306 the
1ssue reporting history of two separate projects, identified as
Project A and Project B.

In this example embodiment, the duplicable 1ssue detec-
tion server 306 can be configured to compare the issue
request 302, which 1s associated with a cluster of records
designated as Project B, to previously reported issue
requests, such as those associated with a cluster of records
designated as Project A. In the illustrated example, Project
A 1s associated with three previously reported 1ssues, one of
which may be determined by the duplicable 1ssue detection
server 306 to be similar to the 1ssue request 302. As a result
of this determination, the duplicable 1ssue detection server
306 can recommend that the other two 1ssues previously
reported 1n Project A also be reported 1n Project B. More
specifically, the duplicable 1ssue detection server 306 can
send a signal to a client application 308 operated by the user
suggesting two additional 1ssues be reported. In response,
the user can operate the client application 308 (e.g., mteract
with a graphical user intertace of the client application 308)
to report the suggested 1ssues to the issue tracking server
304.

The foregoing embodiments depicted in FIGS. 1-3 and
the various alternatives thereof and variations thereto are
presented, generally, for purposes of explanation, and to
facilitate an understanding of various configurations and
constructions of a system, such as described herein. How-
ever, 1t will be apparent to one skilled 1n the art that some of
the specific details presented herein may not be required in
order to practice a particular described embodiment, or an
equivalent thereof.

Thus, 1t 1s understood that the foregoing and following
descriptions of specific embodiments are presented for the
limited purposes of illustration and description. These
descriptions are not targeted to be exhaustive or to limit the
disclosure to the precise forms recited herein. To the con-
trary, 1t will be apparent to one of ordinary skill in the art that
many modifications and variations are possible 1 view of
the above teachings.

For example, although many embodiments reference a
duplicable 1ssue detection server configured to compare
1ssues between diflerent projects, this may not be required.
For example, a duplicable 1ssue detection server may be
configured to determine patterns of 1ssue reporting within a
single project. In other cases, a duplicable 1ssue detection
server can be configured to determine whether a newly
reported 1ssue’s categorization 1s substantially similar to a
previously reported issue report prior to determining
whether the newly reported 1ssue 1s similar to any previously
reported 1ssue. In other cases, this may not be required.

Generally and broadly, FIGS. 4-8 depict flow charts
corresponding to example simplified methods of operating a
system, such as described herein, to profile and/or monitor
power consumption in a virtual computing environment.

FIG. 4 15 a flow chart that depicts example operations of
a method of detecting duplicable 1ssues 1n an 1ssue tracking
system, such as described herein. The method 400 can be
performed by any hardware or software, whether virtual or
otherwise, such as described herein. In one example, the
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method 400 1s performed, 1n whole or in part, by a dupli-
cable 1ssue detection server, such as described above.

The method 400 includes operation 402 1n which an 1ssue
request 1s received. As noted with respect to embodiments
described herein, an 1ssue request can be any suitable request
and may take a number of forms and formats. In one
embodiment, an issue request can take the form of a web-
based form filled out by a user of an 1ssue tracking system,
such as described herein. The web-based form can include
any suitable number of fields, data entry points, or other
information. In other examples, the 1ssue request can take
the form of a formatted (e.g., JavaScript object notation or
extensible markup language and the like) file transmitted
from a client device or a client application to a host service,
such as described above 1n reference to FIG. 1. Regardless
of form or format, 1t may be appreciated that an 1ssue request
can include any number of suitable data or information
relating to the issue to be opened by the issue tracking
system. Examples include, but are not limited to: an i1ssue
title; an 1ssue description; an 1ssue summary; an 1ssue
assignee; an 1ssue reporter; an issue type; an issue category,
cluster, or group; an indication of a projection to which the
issue belongs; and so on. In some cases, the 1ssue request
may be complete meaning that all possible data fields that
can comprise an 1ssue request are populated. In other cases,
the 1ssue request may be partially complete, including only
certain data.

Once the 1ssue request 1s submitted by a user, client
application, or client device, the method continues at opera-
tion 404 1n which a grouping, clustering, or categorization of
that 1ssue request 1s determined. In these examples, as
described above, the grouping, clustering, or categorization
ol an 1ssue request can take a number of suitable forms. For
example, 1f the 1ssue request relates to an Apple 10S®
project, the 1ssue request may be clustered or grouped 1nto
a group or cluster of 1ssues all related to Apple 10S®.
Similarly, 11 the 1ssue request relates to a particular third-
party API, the 1ssue request may be clustered or grouped 1nto
a group or cluster of 1ssues all related to the third-party API,
regardless which project any particular 1ssue 1s associated
with. More specifically, it may be appreciated that in these
examples, an 1ssue (e.g., an 1ssue request and/or 1ssue
record) can be classified, grouped, or clustered according to
any suitable number of criteria; such criteria may not be
limited to 1ssues reported under the umbrella of a single
project, epic, or user story. For example, for an 1ssue request
related to integration of a third-party API for the benefit of
a mapping application for an Apple 10S® project, that 1ssue
request may be added to a number of groups including, but
not limited to: a group of Apple 10S® project 1ssues; a group
of mobile software 1ssues; a group of third-party integration
related 1ssues; a group of mapping-related 1ssues; a group of
1ssues related to the specific third-party API 1ssues; a group
of 1ssues related to third-party API integration generally; a
group of 1ssues related to a particular team member or
developer; and so on. It may be appreciated that the 1ssue
request of operation 402 can be grouped, clustered, or
otherwise associated with a number of groups that may
relate to the 1ssue request’s content, project, issue type,
reporter, assignee, and so on.

The method 400 also includes operation 406, 1n which
other 1ssues having a similar content, but different catego-
rizations (e.g., diflerent project, different category, and so
on), can be determined. For example, the method may
determine that the 1ssue request received at operation 402 1s
grouped and/or clustered 1n a similar manner to a previously
reported 1ssue 1n an unrelated project (e.g., Google
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Android® compared against Apple 10S®). In another
example, the method may determine that the 1ssue request
exhibits a high semantic similarity or document similarity to
another 1ssue having entirely diflerent groupings or clusters.
For example, a similarity score may be determined against
all other 1ssues—regardless or 1n view of groupings of those
issues—tracked by the 1ssue tracking system. Thereafter, the
most related 1ssues to the 1ssue reported at operation 402 can
be sorted or otherwise ranked 1n order to determine which of
those 1ssues are most similar to the 1ssue request of operation
402.

Finally, optionally, at operation 408, one or more addi-
tional 1ssues can be suggested based on the other issues
determined at operation 406. For example, the method may
determine to suggest two or more of the 1ssues determined
to be related (whether by similar grouping, cluster, or
whether by similar content, or both). In some embodiments,
only a single suggestion may be made.

FIG. 5 1s a flow chart that depicts example operations of
another method of detecting duplicable 1ssues in an 1ssue
tracking system, such as described herein. As with the
method 400, the method 500 can be performed by any
hardware or software, whether virtual or otherwise, such as
described herein. In one example, the method 500 15 per-
formed, 1n whole or 1n part, by a duplicable 1ssue detection
server, such as described above.

The method 500 includes operation 502 1n which an 1ssue
request or 1ssue report 1s received related to a particular
project tracked by an 1ssue tracking system. As noted above
with respect to operation 402 of method 400, the 1ssue
request received at operation 502 can take a number of
suitable forms and formats and may include or reference any
suitable content. It may be appreciated that the description
provided above with reference to operation 402 of method
400 of FIG. 4 may be likewise applied to operation 502 of
method 500; this description 1s not repeated. However, in
contrast to operation 402 of method 400, the 1ssue request of
operation 302 of method 500 may include a specific refer-
ence to a project to which the 1ssue should be assigned.

Next, at operation 504, the newly received 1ssue can be
compared to one or more previously received issues that
may be associated with a different project tracked by the
1ssue tracking system. As noted above with respect to the
method 400 of FIG. 4, the newly received 1ssue can be
compared to one or more other 1ssues reported 1n different
projects 1n any suitable manner. Examples include but are
not limited to: determining a document similarity between
content of 1ssues of different projects; determining semantic
similarity between a selected field of different 1ssues 1n
different projects; determining that a cluster or group of
1ssues associated with one project 1s related to a cluster or
group of 1ssues associated with the project of the newly-
reported 1ssue and comparing issues within that cluster or
group to the newly-reported 1ssue; and so on.

Next, at operation 506, one or more additional or supple-
mental 1ssue requests can be determined based, at least in
part, on the result of operation 504. More specifically, one or
more 1ssues found to be similar 1n content and/or grouping—
regardless of project—can be suggested. In some cases,
these suggestions can be ranked according to a particular
ranking score. Examples include, but are not limited to:
ranking by frequency at which an 1ssue request 1s reported;
connection depth between one or more i1ssues; semantic
similarity between 1ssues; document similarity between
issues; and so on or any combination thereof.

Next, optionally, at operation 508, approval can be
received from a user of the 1ssue tracking system to add the
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supplemental 1ssue requests suggested at operation 506.
Finally, at operation 510, the approved 1ssues can be added
to the 1ssue tracking system.

FIG. 6 1s a flow chart that depicts example operations of
a method of determining similarity between issues in an °
1ssue tracking system, such as described herein. As with
other methods described herein, the method 600 can be
performed 1n whole or in part by a physical or virtual
machine, such as described herein.

The method 600 includes operation 602 1n which an 1ssue
1s recerved for comparison to one or more other 1ssues. As
noted above, the 1ssues to which the received i1ssues 1s
compared can be obtained from any suitable source or
combination of sources. For example, these 1ssues to which
the received 1ssue can be compared can be obtained from,
without limitation: a database of all issues tracked by the
1ssue tracking system; all 1ssues tracked by a second 1ssue
tracking system i1n communication with the 1ssue tracking
system; all 1ssues associated with a particular project; all 2¢
1ssues associated with a particular cluster or group; all 1ssues
having particular data or content; and so on.

At operation 604, one or more similarity values can be
calculated between the issue received for comparison at
operation 602 and one or more other issues. Example 25
similarities that can be determined and/or calculated can
include, but are not limited to: document similarity; seman-
tic similarity; grouping similarity; clustering similarity;
project similarity; and so on.

Next, at operation 606, one or more supplemental 1ssues
can be suggested based on the similarity values calculated at
operation 604. As with other embodiments described herein,
these suggestions can be provided i1n any suitable form or
format and may—in some examples—be ranked according
to a particular ranking score or schema.

Next, optionally, at operation 608, approval can be
received from a user of the 1ssue tracking system to add the
supplemental i1ssue requests suggested at operation 606.
Finally, at operation 610, the approved 1ssues can be added 4
to the 1ssue tracking system.

FIG. 7 1s a tlow chart that depicts example operations of
a method of generating duplicate 1ssues 1n an 1ssue tracking
system, such as described herein. The method 700 includes
operation 702 1 which one or more suggested 1ssues are 45
determined. This operation can proceed in a manner similar
to other methods described herein; this description 1s not
repeated.

Next, at operation 704, an 1ssue template, based at least 1n
part on the 1ssues suggested at operation 702 can be popu- 50
lated with information from source data, which can include
an 1ssue request submitted by a user. For example, a descrip-
tion previously submitted by another use of the system can
be used to populate the 1ssue template.

Next, at operation 706, data 1n the populated 1ssue request 55
can be modified and/or otherwise tailored (e.g., according to
duplication schema, setting, or other file defined by or
accessible to the 1ssue tracking system) to a particular
project or group or 1ssue classification. For example, occur-
rences of the tag or categorization of Google Android® may 60
be replaced with Apple 10S®. In other examples, occur-
rences ol the description “integration with COMPANY A
API” can be replaced with “integration with COMPANY B
APL” These examples are not exhaustive and 1t may be
appreciated that other mampulations of data are possible. 65

Next, optionally, at operation 708, approval can be
received from a user of the 1ssue tracking system to add the
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supplemental i1ssue requests suggested at operation 706.
Finally, at operation 710, the approved issues can be added
to the 1ssue tracking system.

FIG. 8 1s a flow chart that depicts example operations of
a method of triggering suggestions of duplicate 1ssues 1n an
1ssue tracking system, such as described herein. The method
800 includes operation 802 in which a new 1ssue 1s detected
in a group of 1ssues of a particular project. Next, at decision
point 804, 1t may be determined whether a threshold number
of new 1ssues has been added to the group of 1ssues
identified 1n operation 802. The threshold can be any suit-
able number and may vary from embodiment to embodi-
ment. If, at the decision point 804 1t 1s determined that the
threshold has not been crossed, the method 800 returns to
operation 802. Alternatively, the method 800 advances to
operation 806 in which one or more recommendations or
suggestions of additional 1ssues to be reported can be
provided. Next, optionally, at operation 808, approval can be
received from a user of the 1ssue tracking system to add the
supplemental 1ssue requests suggested at operation 806.
Finally, at operation 810, the approved 1ssues can be added
to the 1ssue tracking system.

The foregoing embodiments depicted in FIGS. 4-8 and
the various alternatives thereof and variations thereto are
presented, generally, for purposes of explanation, and to
facilitate an understanding of various configurations and
constructions of a system, such as described herein. How-
ever, 1t will be apparent to one skilled 1n the art that some of
the specific details presented herein may not be required 1n
order to practice a particular described embodiment, or an
equivalent thereof.

Thus, 1t 1s understood that the foregoing and following
descriptions of specific embodiments are presented for the
limited purposes of 1llustration and description. These
descriptions are not targeted to be exhaustive or to limit the
disclosure to the precise forms recited herein. To the con-
trary, 1t will be apparent to one of ordinary skill in the art that
many modifications and variations are possible 1 view of
the above teachings.

Accordingly, one may appreciate that although many
embodiments are disclosed above, that the operations and
steps presented with respect to methods and techniques
described herein are meant as exemplary and accordingly
are not exhaustive. One may further appreciate that alternate
step order or fewer or additional operations may be required
or desired for particular embodiments.

Although the disclosure above 1s described 1n terms of
vartous exemplary embodiments and implementations, 1t
should be understood that the various features, aspects and
functionality described 1n one or more of the individual
embodiments are not limited 1n their applicability to the
particular embodiment with which they are described, but
instead can be applied, alone or 1n various combinations, to
one or more of the some embodiments of the invention,
whether or not such embodiments are described and whether
or not such features are presented as being a part of a
described embodiment. Thus, the breadth and scope of the
present 1nvention should not be limited by any of the
above-described exemplary embodiments but 1s instead
defined by the claims herein presented.

We claim:
1. A device operable with an 1ssue tracking system and
comprising;
a memory allocation; and
a processor allocation configured operate with the
memory allocation to 1nstantiate an instance of a client
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application providing frontend functionality of the
1ssue tracking system, the client application configured
to:

communicably couple to a host providing backend

30

determiming a semantic similarity between a first field of
the first 1ssue record and a second field of the second
1ssue record.

10. A device operable with an 1ssue tracking system and

functionality of the 1ssue tracking system:; 5 comprising:

submit, to the host, a request to create a {first 1ssue
record 1n a {irst project;
receive from the host, a message comprising:
information that the first 1ssue record exhibits a
similarity exceeding a threshold to a second 1ssue 10
record, the second 1ssue record among a cluster of
interrelated 1ssue records 1n a second project, each
issue record 1n the cluster of interrelated 1ssue
records in the second project corresponding to a
discrete task related to the second project; and 15
a suggestion of at least one other issue record to
create 1n the first project, the at least one other
1ssue record based on a third 1ssue record selected
from the cluster of interrelated 1ssue records in the
second project; 20
display an 1ssue creation request in a graphical user
interface of the client application, comprising:
the suggestion received 1n the message; and
a set of user-editable fields configured to receive user
input; and 25
1n response to a user confirmation mnput provided to the
request, submit, to the host, a request to create a
fourth 1ssue record 1n the first project based on input
recerved 1n the set of user-editable fields and the
suggestion. 30

2. The device of claim 1, wherein the suggestion com-
prises a set of other 1ssue records to create 1n the first project,
cach based on a respective one 1ssue record selected from the
cluster of interrelated i1ssue records in the second project.

3. The device of claim 1, wheremn the first project 1s 35
associated with a first software platform and the second
project 1s associated with a second software platiorm.

4. The device of claim 1, wheremn the first project 1s
associated with a first operating system and the second
project 1s associated with a second operating system. 40

5. The device of claim 1, wherein the client application 1s
configured to populate at least one user-editable field of the
at least one other 1ssue record based on at least one field of
the first 1ssue record.

6. The device of claim 1, wherein the information includes 45
an 1ndication that a description field of the first 1ssue record
and a description field of the second 1ssue exhibit the
similarity exceeding the threshold.

7. The device of claim 1, wherein the information includes
an 1ndication that a title field of the first 1ssue record and a 50
title field of the second issue record exhibit the similarity
exceeding the threshold.

8. The device of claim 1, wherein the information includes
an indication that a first field of the first 1ssue record and a
second field of the second 1ssue record exhibit the similarity 55
exceeding the threshold, the first field different from the
second field.

9. The device of claim 1, wherein the information includes
an indication that the similarity 1s determined by one of:

determining a cosine distance between the first issue 60

record and the second 1ssue record;

determining a Jaccard similarity between the first issue

record and the second 1ssue record;

determining Euclidean distance between the first 1ssue

record and the second 1ssue record; 65
determining a Manhattan distance between the first 1ssue
record and the second 1ssue record; and

a memory allocation; and
a processor allocation configured operate with the

memory allocation to instantiate an instance of a host

service providing backend functionality of the issue

tracking system, the host service instance configured

to:

communicably couple to a client application instance
providing frontend functionality of the 1ssue tracking
system:

receive, from a client application instance, a request to
create a first 1ssue record 1n a first project;

compare at least one field of the first 1ssue record to at
least one field of a second issue record, the second
1ssue record among a cluster of interrelated issue
records 1n a second project, each 1ssue record of the
cluster of interrelated issue records in the second
project corresponding to a discrete task related to the
second project;

determine that the at least one field of the first 1ssue
record and the at least one field of the second issue
record exhibit a similarity that exceeds a threshold;

select, from the cluster of interrelated 1ssue records 1n
the second project, at least one other 1ssue record;

modily at least a portion of the at least one other 1ssue
record based on the first 1ssue record;

transmit, to the client application instance, an issue
creation form comprising a set user-editable fields, at
least a portion of the set of user-editable fields
including the at least the portion of the at least one
other 1ssue record; and

in response to a user confirmation received from the
client application 1nstance, send, by the host service,
a request to create the at least one other 1ssue record
in the first project using content of received 1n the set
ol user-editable fields.

11. The device of claim 10, wherein the similanty 1s
determined by one of:

determining a cosine distance between at least a first
portion ol the first issue record and at least a first
portion of the second 1ssue record;

determining a Jaccard similarity between at least a first
portion of the first issue record and at least a first
portion of the second issue record;

determining Fuclidean distance between at least a first
portion of the first issue record and at least a first
portion of the second 1ssue record;

determiming a Manhattan distance between at least a first
portion of the first 1ssue record and at least a first
portion of the second 1ssue record; and

determiming a semantic similarity between at least a first
portion of the first 1ssue record and at least a first
portion of the second 1ssue record.

12. The device of claim 10, wherein the at least one other

1ssue record comprises three or more 1ssue records.

13. The device of claim 10, wherein:

the similarity 1s a first similarity;

the threshold 1s a first threshold;

the at least one other 1ssue record is a third 1ssue record;

the cluster of interrelated 1ssue records 1s a first cluster of
interrelated i1ssue records:
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the host service instance 1s configured to:
compare at least one field of the first 1ssue record to at
least one field of a fourth issue record, the fourth
1ssue record among a second cluster of interrelated
1ssue records 1n a third project;
determine that the at least one field of the first 1ssue
record and the at least one field of the fourth issue

record exhibit a second similarity that exceeds a
second threshold:

select, from the second cluster of interrelated 1issue
records 1 a fourth project, a fifth issue records;

modily at least a portion of the fifth issue record based
on the first 1ssue record; and

the suggestion comprises the fifth 1ssue record and the

third 1ssue record.

14. The device of claim 13, wherein the first project 1s
associated with a first operating system, the second project
1s associated with a second operating system, and the third
project 1s associated with a third operating system.

15. A method of generating an interface for an 1ssue
tracking system at a device comprising a memory allocation
and a processor allocation, the processor allocation config-
ured to operate with the memory allocation to instantiate an
instance of a client application providing frontend function-
ality of the 1ssue tracking system, the method comprising:

submitting, to a host providing backend functionality of

the i1ssue tracking system, a request to record a first
1ssue record 1n a first project;

receiving from the host, a message comprising:

information that the first 1ssue record exhibits a simi- 30

larity exceeding a threshold to a second 1ssue record,
the second 1ssue record among a cluster of 1nterre-
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lated 1ssue records 1n a second project, each issue
record of the cluster of interrelated issue records in

the second project corresponding to a discrete task
related to the second project; and

a suggestion of at least one other 1ssue record to record
in the first project, the at least one other 1ssue record
based on a third 1ssue record selected from the
cluster of interrelated 1ssue records in the second
project;

displaying, via a graphical user interface of the client

application, a set of user-editable fields, at least a

portion of the set of user-editable fields including at

least a portion of the suggested issue record the sug-

gestion to a user of the client application; and

receiving, from the client application, a confirmation
input to create a new 1ssue using content of the set of
user-editable fields.

16. The method of claim 15, wherein the first project 1s
associated with a first operating system and the second
project 1s associated with a second operation system.

17. The method of claim 15, wherein the first project 1s a
associated with a first software platform and the second
project 1s associated with a second software platform.

18. The method of claim 15, wherein the cluster of
interrelated 1ssue records comprises at least three issue
records 1n the second project.

19. The method of claim 15, wheremn the suggestion
comprises an indication that a first field of the first 1ssue
record and a second field of the second 1ssue record exhibit
the similarity.
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