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(57) ABSTRACT

Biometric enabled virtual reality (VR) systems and methods
are disclosed for detecting user intention(s) and manipulat-
ing virtual avatar control based on the user itention(s) for
providing kinematic awareness in holographic space, two-
dimensional (2D) space, or three-dimensional (3D) virtual
space. A virtual representation of an intended motion of a
user corresponding to an intention of muscle activation of
the user 1s determined based on analysis of a biometric
signal data of the user as collected by a biometric detection
device. The virtual representation of the intended motion 1s
used to modulate virtual avatar control or output of a virtual
avatar (representing one or more aspects of at least one of
the user) or an object (as mampulated by the user) i1s
mampulated 1n the holographic space, the virtual 2D, or the
3D space. The virtual avatar 1s rendered by a virtual interface
configured to provide the kinematic awareness to the user 1n
the holographic space, the 2D virtual space, or the 3D virtual
space.

43 Claims, 8 Drawing Sheets
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BIOMETRIC ENABLED VIRTUAL REALITY
SYSTEMS AND METHODS FOR DETECTING
USER INTENTIONS AND MANIPULATING
VIRTUAL AVATAR CONTROL BASED ON
USER INTENTIONS FOR PROVIDING
KINEMATIC AWARENESS IN
HOLOGRAPHIC SPACE,
TWO-DIMENSIONAL (2D), OR
THREE-DIMENSIONAL (3D) VIRTUAL
SPACE

FIELD OF THE DISCLOSURE

The present disclosure generally relates to biometric
enabled virtual reality (VR) systems and methods, and more
particularly to biometric enabled virtual reality systems and
methods for detecting one or more user intentions and
manipulating virtual avatar control based on the one or more
user intentions for providing kinematic awareness in holo-
graphic, two-dimensional (2D), or three-dimensional (3D)
virtual space. The present disclosure further relates to detect-
Ing one or more user intentions, and modulating virtual
avatar control based on the one or more user intentions, for
creation of one or more virtual avatars 1n holographic, 2D,
or 3D virtual space. The disclosure describes devices con-
figured for, and methods adapted for, collecting biometric
signal information from a user and providing a dynamic
interpretation of biometric signals through a virtual avatar,
as well as generating a virtual representation of kinesthetic
awareness and/or a desired appearance of a user in either
holographic space or via VR 1n 2D or 3D virtual space.

BACKGROUND

The utilization of computers to generate virtual avatars
and lifelike 1images are becoming more prevalent. Devices
configured for Virtual Reality (VR) applications are becom-
ing 1increasingly available and are increasing used on a
widespread basis. Many of these technologies are beginning,
to take advantage of projectors, Augmented Reality (AR),

and holograms to immerse patrons in these new computer-
generated experiences (e.g., a MICROSOFT MESH enabled

device, FARYUAN FAN holographic LED projector, etc.).

In addition, VR functionality 1s continuously evolving—
resulting in increased setup time and/or proprietary virtual
representations. The various, and often different, VR devices
typically require reference points, cameras, or other visual
technologies used to capture image(s) of a user along with
any motions the user 1s making and/or attempting to make.
For example, current techniques for displaying a virtual
representation of a user in virtual space, such as through a
video conference meeting (e.g., ZOOM, GOOGLE HANG-
OUTS, etc.), have been developed around camera and Lidar
technology, which are configured to record image(s) of a
user and to replay the captured 1mage(s) to other members
within the virtual space. Such technologies can demonstrate
current physical state, including motions, positions, tempo-
ral changes 1n the recorded images, and can replay such
images back 1n virtual space. However, without the use of
video (e.g., camera, lidar, etc.) capture, a user of these
typical technologies cannot augment his or her personal
image or control his or her virtual avatar 1n virtual space. In
addition, current VR technology remains unable, or msui-
ficiently capable, of advanced user analysis, including, for
example, determiming complex motions, categorizing users
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2

based on preferred perceptions, and accurately portraying a
motion ol a user when a user lacks the physical capacity to
perform the motion.

Furthermore, 1n the event that a user has either an ampu-
tated extremity, a bilateral amputation, a physical deformity,
or a pathophysiology relating to the neurological or muscu-
lar control of extremities, traditional technologies do not
have the capacity to provide a user with adequate control,
thereby preventing the user from attaining optimal biometric
control or proper kinematic awareness. This 1s especially so
in cases wherein a patient has removed or diminished
control of an extremity, e.g., via an amputation. In such
scenarios, existing techniques for creating a visual reference
for the purpose of treating ailments, such as “phantom limb
pain” (PLP), have been meflective. For example, traditional
methods of treating PLP involve using a reference technol-
0gy, such as a mirror or camera, to monitor both an injured
and an uninjured extremity. In such traditional treatments, a
user 1s nstructed to move an uninjured extremity while
simultaneously attempting to activate the muscles of an
injured, typically amputated, extremity. The existing tech-
nology then recreates the image of how the injured extremity
would have appeared to the user, superimposing the image
over the amputated extremity as 1f the amputated extremity
had not been amputated. This techmque of recreating a
visual image of an extremity that otherwise doesn’t exist has
demonstrated increasingly supported neurological value 1n
reducing the amount of “phantom pain” that a user perceives
for an amputated body part. However, the above technique
does not apply for a user that (a) has bilateral amputation(s)
and that does not have a second, uninjured limb that can be
used as a visual reference, or (b) a user who 1s attempting to
activate muscles) to make a specific movement, but does not
have the physical capacity to make such movement (e.g.,
muscles are too weak). Still further, such traditional tech-
niques do not measure or track the amplitude of effort for
which a user 1s mtending to make a movement. And further
still, these traditional techmiques do not accurately represent
a user’s intention to perform a complex movement, in which
one or more muscles are activated to perform a motion
involving potentially multiple joints.

Still further, existing technologies that rely on superim-
posing 1mages on user extremities have continued to rely on
cameras and accelerometers to detect the physical location
and direction of movement of a user. Because of this, the
ability for a user to accurately control his or her own
perception-of-sell 1s limited based on the cameras and/or
accelerometers inherent limitations (e.g., limited frames,
angles, and/or configurations), and, therefore, the user’s
experience can be greatly diminished.

For the foregoing reasons there 1s a need for biometric
enabled virtual reality systems and methods for detecting
one or more user itentions and manipulating virtual avatar
control based on the one or more user intentions for pro-
viding Kkinematic awareness in holographic, 2D, or 3D
virtual space. In particular, the systems and methods dis-
closed herein improve upon the prior art through a novel
system that can quantily the intention of a user to activate a
group ol muscles, regardless of whether or not the intended
motion (e.g., of a non-existent user limb) actually occurs.

In addition, for the foregoing reasons there 1s a need for
biometric enabled virtual reality systems and methods for
detecting one or more user intentions and modulating virtual
avatar control based on the one or more user intentions for
creation of one or more virtual avatars 1n holographic, 2D,
or 3D wvirtual space.
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SUMMARY

Virtual reality (VR), Augmented Reality (AR), and holo-
graphic projections are becoming increasingly relevant in
social and medical settings. As described herein, VR refers
to at least one of Virtual Reality, Augmented Reality, and
Holographic Projections. Furthermore, references to virtual
space may include but are not limited to 2-Dimensional
virtual 1mages, 3-Dimensional virtual images, or holo-
graphic 1mages produced through VR, LED Fans (e.g.,
Faryuan Hologram Fan), or holographic projectors. The
importance of having an easy-to-control and accurate VR
systems and methods becomes increasingly important to
users as VR technologies become more widespread. The
present disclosure describes biometric enabled VR systems
and methods that provide enhanced VR capabilities and
configurations that provide for virtual representation accu-
racy and rapid setup and configuration based on user-
specific preferences and/or physiological profiles, including
where user-specific modulation 1s supplied for personal or
medical needs, and which allows for enhanced control for
user speciiic needs, e.g., medical needs.

The biometric enabled virtual reality systems and meth-
ods as described herein provide avatar modulation without
the need of a visual reference. That 1s, the present disclosure
differs from traditional VR applications at least because the
biometric enabled virtual reality systems and methods of the
present disclosure do not rely on cameras and 1maging as do
traditional VR applications. For example, traditional meth-
ods of creating virtual images typically require a camera,
lidar, or other 1imaging capture device(s) to detect current
and temporal positioning of a user. Such methodology 1s
typically, however, inaccurate and/or incomplete because
existing 1maging technology lacks the ability to detect the
user’s biometric signals and, as a consequence, 1s ineflective
at capturing user-specific differences that, as described
herein, enhance VR fidelity with respect to representing a
user correctly in a VR space.

In addition, the disclosed biometric enabled virtual reality
systems and methods can comprise user-specific configura-
tion(s) and/or physiological profiling that provide accurate
avatar creation, representation, and/or control with respect to
simple and/or complex user motion intentions, enabling
users to experience an enhanced VR simulation of their
kinematic awareness (e.g., a kinetic self-awareness or pro-
prioception as experienced by the user) in holographic,
virtual 2D, or virtual 3D space.

In addition, the present disclosure describes biometric
enabled VR systems that have the capacity to measure the
user’s intention to activate muscles corresponding to an
amputated extremity, regardless ol whether or not motion 1s
produced by an intention to activate those muscles, which
may be non-existent (e.g., due to amputation).

Still further, the present disclosure further describes bio-
metric enabled VR systems and methods for treating medi-
cal conditions, where the biometric enabled virtual reality
systems and methods comprise capabilities to adapt to a
user’s unique condition, and by so doing, provide improve-
ments over the prior art that lacked the ability to adapt to
user-specific conditions or states.

As a still further example, the present disclosure further
describes biometric enabled wvirtual reality systems and
methods configured to allow a user to appear 1n virtual space
and/or as different from how they are 1n ordinary space. Each
of these embodiments 1s further described herein.

More specifically, with respect to various embodiments, a
biometric enabled virtual reality system 1s described herein.
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4

The biometric enabled virtual reality system 1s configured to
detect one or more user intentions and to manipulate virtual
avatar control based on the one or more user intentions for
providing kinematic awareness 1n holographic, two-dimen-
sional (2D) or three-dimensional (3D) wvirtual space. The
biometric enabled virtual reality system comprises a bio-
metric detection device configured to collect biometric sig-
nal data of a user. The biometric enabled virtual reality
system further comprises a processor communicatively
coupled to the biometric detection device. The biometric
enabled virtual reality system further comprises a biometric
soltware component comprising computational instructions
configured for execution by the processor, the computational
instructions, that when executed by the processor, causes the
processor to determine, based on analysis of the biometric
signal data of the user, a virtual representation of an intended
motion of the user corresponding to an intention of muscle
activation of the user. The computational instructions, that
when executed by the processor, cause the processor to
modulate, based on the virtual representation of the intended
motion, virtual avatar control or output. The virtual avatar
control or output may comprise manipulating a virtual avatar
representing one or more aspects of at least one of the user
or an object manipulated by the user in a holographic, virtual
2D space, or a virtual 3D space. The virtual avatar may be
rendered by a virtual interface configured to provide the user
a kinematic awareness 1n the holographic, virtual 2D space,
or the virtual 3D space.

In additional embodiments, a biometric enabled virtual
reality method 1s disclosed for detecting one or more user
intentions and manipulating virtual avatar control based on
the one or more user intentions for providing kinematic
awareness 1n holographic, two-dimensional (2D), or three-
dimensional (3D) virtual space. The biometric enabled vir-
tual reality method comprises determiming, based on analy-
sis ol a biometric signal data of a user, a wvirtual
representation of an intended motion of the user correspond-
ing to an intention of muscle activation of the user, the
biometric signal data collected by a biometric detection
device. The biometric enabled virtual reality method may
further comprise creating a physiological profile of the user
based on the biometric signal data of the user. The biometric
enabled virtual reality method further comprises modulat-
ing, based on the virtual representation of the intended
motion and by a biometric software component comprising
computational instructions executed by a processor, virtual
avatar control or output. The biometric enabled virtual
reality method further comprises manipulating, based on the
virtual avatar control or output, a virtual avatar representing,
one or more aspects ol at least one of the user or an object
mampulated by the user in holographic, virtual 2D space, or
a virtual 3D space. The virtual avatar may be rendered by a
virtual interface configured to provide the user a kinematic
awareness 1n the virtual holographic, 2D space, or the virtual
3D space.

In still further embodiments, a tangible, non-transitory
computer-readable medium stores mstructions for detecting
one or more user intentions and manipulating virtual avatar
control based on the one or more user intentions for pro-
viding kinematic awareness in holographic, two-dimen-
sional (2D), or three-dimensional (3D) virtual space. The
instructions, when executed by one or more processors,
cause the one or more processors to determine, based on
analysis of a biometric signal data of a user, a virtual
representation of an intended motion of the user correspond-
ing to an intention of muscle activation of the user, the
biometric signal data collected by a biometric detection
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device. The instructions, when executed by one or more
processors, may further cause the one or more processors to
create a physiological profile of the user based on the
biometric signal data of the user. The instructions, when
executed by one or more processors, further cause the one or
more processors to modulate, based on the virtual represen-
tation of the intended motion and by a biometric software
component comprising computational instructions executed
by a processor, virtual avatar control or output. The nstruc-
tions, when executed by one or more processors, further
cause the one or more processors to manipulate, based on the
virtual avatar control or output, a virtual avatar representing,
one or more aspects of at least one of the user or an object
manipulated by the user 1n a holographic, virtual 2D space,
or a virtual 3D space. The virtual avatar may be rendered by
a virtual iterface configured to provide the user a kinematic
awareness 1n the holographic, virtual 2D space, or the virtual
3D space.

In additional embodiments, a biometric enabled virtual
reality system 1s configured to detect one or more user
intentions and to modulate virtual avatar control based on
the one or more user intentions for creation of one or more
virtual avatars or objects 1n holographic, two-dimensional
(2D), or three-dimensional (3D) virtual space. The biometric
enabled virtual reality system comprises a biometric detec-
tion device configured to collect biometric signal data of a
user. The biometric enabled virtual reality system further
comprises a processor communicatively coupled to the
biometric detection device. The biometric enabled virtual
reality system further comprises a biometric software com-
ponent comprising computational instructions configured
for execution by the processor, the computational instruc-
tions, that when executed by the processor, cause the pro-
cessor to determine, based on analysis of the biometric
signal data of the user, a virtual representation of an intended
motion of the user corresponding to an intention of muscle
activation of the user. The computational instructions, that
when executed by the processor, further cause the processor
to modulate, based on the wvirtual representation of the
intended motion, virtual avatar control or output comprising
creating at least one of a virtual avatar representing one or
more aspects of the user or an object manipulated by the user
in a holographic, virtual 2D space, or a virtual 3D space. The
virtual avatar or object may be created in the holographic,
virtual 2D space, or the virtual 3D space based on at least
one of: (1) the biometric signal data of a user, or (2)
user-specific specifications as provided by the user.

In still further embodiments, a biometric enabled virtual
reality method 1s disclosed for detecting one or more user
intentions and modulating virtual avatar control based on the
one or more user intentions for creation of one or more
virtual avatars or objects 1n holographic, two-dimensional
(2D), or three-dimensional (3D) virtual space. The biometric
enabled virtual reality method comprises determining, based
on analysis of a biometric signal data of a user, a virtual
representation of an intended motion of the user correspond-
ing to an intention of muscle activation of the user, the
biometric signal data collected by a biometric detection
device. The biometric enabled virtual reality method may
turther comprise creating a physiological profile of the user
based on the biometric signal data of the user. The biometric
enabled virtual reality method further comprises modulat-
ing, based on the virtual representation of the intended
motion and by a biometric software component comprising,
computational instructions configured for execution by a
processor, virtual avatar control or output. The biometric
enabled virtual reality method further comprises creating,
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based on the virtual avatar control or output, at least one of
a virtual avatar representing one or more aspects of the user
or an object manipulated by the user in a holographic, virtual
2D space, or a virtual 3D space. The avatar or the object may
be created 1n the holographic, virtual 2D space, or the virtual
3D space based on at least one of: (1) the biometric signal
data of a user, or (2) user-specific specifications as provided
by the user.

In yet still further embodiments, a tangible, non-transitory
computer-readable medium stores instructions for detecting
one or more user intentions and modulating virtual avatar
control based on the one or more user intentions for creation
of one or more virtual avatars or objects i holographic,
two-dimensional (2D), or three-dimensional (3D) virtual
space. The instructions, when executed by one or more
processors, cause the one or more processors to determine,
based on analysis of a biometric signal data of a user, a
virtual representation of an intended motion of the user
corresponding to an intention of muscle activation of the
user, the biometric signal data collected by a biometric
detection device. The instructions, when executed by one or
more processors, may further cause the one or more pro-
cessors to create a physiological profile of the user based on
the biometric signal data of the user. The instructions, when
executed by one or more processors, further cause the one or
more processors to modulate, based on the virtual represen-
tation of the intended motion and by a biometric software
component comprising computational instructions config-
ured for execution by a processor, virtual avatar control or
output. The instructions, when executed by one or more
processors, further cause the one or more processors to
create, based on the virtual avatar control or output, at least
one of a virtual avatar representing one or more aspects of
the user or an object manipulated by the user 1n a holo-
graphic, virtual 2D space, or a virtual 3D space. The avatar
or the object may be created 1n holographic, the virtual 2D
space, or the virtual 3D space based on at least one of: (1)
the biometric signal data of a user, or (2) user-specific
specifications as provided by the user.

More generally, 1n various embodiments, biometric vir-
tual reality and control systems and methods are described
for the control and/or modulation of a virtual avatar. The
biometric virtual reality and control systems generally com-
prise a biometric detection device that collects acceleration,
inertia, ortentation, and/or electromyographic information.
The biometric detection device 1s coupled with a processor
configured to detect an intention of a user (via biometric
signals) to create movement from the user. If detected (1.e.,
movement 1s occurring), the processor may be configured to
determine a body portion or portions (e.g., arm or leg) of the
user and 1ts current position in space about the user. Once
calculated, virtual modulation or outputs regarding the cur-
rent position 1n space about the user may be generated and
provided to the patient, via a virtual interface or other
interface, 1 the form of a kinematic awareness, propriocep-
tion, corporeal cue, or otherwise as described herein. The
processor may execute a software program (e.g., a biometric
soltware component) to categorize the characteristics of the
biometric signals collected from the user. The categorization
may then be used by the processor to either create, destroy,
or modulate (e.g., control) a virtual avatar to represent the
categorization of signals collected by the biometric enabled
virtual reality system. The modulation of the virtual avatar
may correspond to the biometric signals detected from the
biometric detection device and rendered (e.g., via a virtual
interface) 1n a visual fashion to embody the intended motion
of the user. This may involve rendering an avatar that
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resembles an injured body component as 11 1t weren’t injured
or amputated, and/or rendering an object such as the steering
wheel of a car, a firearm, etc. The virtual avatar may then be
displayed to the user through the visual field of the user
and/or the user interface. For example, a user interface may
be configured to provide real-time or near-real time modu-
lation of the virtual avatar to closely represent the intended
movements as produced by the user 1n real-time or near-real
time.

As described herein the terms ““virtual interface” and
“user interface,” used either alone or together, refer to a
visual and/or a graphic interface (e.g., a graphic user inter-
tace (GUI)), rendered 1n either holographic, 2D, or 3D space
via a display screen, via a projection (e.g., a holographic
projector or a MICROSOFT MESH enabled device), or
otherwise via a VR device, through which a user may view
and/or interact with one or more biometric enabled VR
systems and methods as described 1n various embodiments
herein.

In various embodiments, the disclosure herein describes
the use of both the virtual space—where a computer or
processor generates an artificial or virtual image of one or
more objects being projected to a user—and the ordinary
space—where the user exists and performs his activities 1n
the physical world. In various embodiments, the user in
ordinary space has the capacity to create biometric signals
with his or her muscles (e.g., through their body), such as an
intention to activate one or more muscles which, when
detected by a biometric device, allows the user to control or
otherwise modulate a virtual avatar existing 1n virtual space.
In such embodiments, the wvirtual interface and/or user
interface, existing 1n virtual space, 1s configured to deliver a
virtual user prompt and/or cue to the user with the purpose
ol mstructing the user to perform a specific motion, action,
or otherwise intention to activate one or more ol their
muscles within the ordinary space. Between the biometric
signals and detected from the user within the ordinary space,
the biometric enabled virtual reality systems and methods,
as described herein, are capable of creating one or more
modular effects on virtual avatar(s) in virtual or holographic
space, 1n order to create, control, animate, or otherwise
modulate the virtual avatar(s), as described herein.

In additional embodiments, a biometric virtual reality and
control method 1s described regarding how a user profile 1s
generated, updated, and maintained throughout a user inter-
facing with the systems and methods disclosed herein. The
biometric virtual reality and control method comprises per-
forming, by biometric software component executed by a
processor communicatively coupled to a biometric detection
device, an analysis of the user’s biometric signals to create
a profile based on the unique characteristics of the biometric
signals unique to the user. These unique signals as analyzed
may be associated with specific motions, periods of 1nac-
tivity, or intention to perform a motion. Based on the
analyzed signals, the biometric virtual reality and control
method may be optimized to recognize similar, or deviations
from, the analyzed signals as prompted 1n the virtual reality
system. Furthermore, by the detected combination of one or
more analyzed biometric signals, the systems and methods
disclosed herein are able to determine a complex motion and
related biometric signals of a specific user or patient. The
biometric profile for the user comprises an electronic record
ol biosignal representations of user-specific biometric signal
data, as stored 1n a computer memory.

In various embodiments, the biometric enabled virtual
reality systems and methods described herein allow the user
to modulate a virtual avatar and/or his or her virtual repre-
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sentation of biometric signal data 1n virtual space. In such
embodiments, modulation of a virtual avatar may include,
but 1s not limited to: size, shape, color(s), and/or a number
ol associated representations (e.g., multiple virtual avatars
demonstrating simultaneous biometric signal representa-
tion). In such embodiments, the modulation of the virtual
avatar may be imitiated by the user through a user interface.

In various embodiments as described herein, the modu-
lation, creation, and/or control of the virtual avatar may
include, but 1s not limited to virtual bending, stretching,
lifting, lowering, rotating, and/or otherwise moving the
virtual avatar, and, 1n some aspects, according the specifi-
cations of the user, and/or as denoted by the biometric signal
data analyzed by the processor and as collected by the
biometric enabled virtual reality system described herein.

The representative embodiments of the present systems
and methods disclosed herein provide numerous advantages
over commonly used methods, such as mirror reflection or
simple videography, 1n that the biometric enabled virtual
reality systems and methods disclosed herein track the
location (e.g., based on sensor location) of an uninjured or
non-amputated body component as a reference. The biomet-
ric enabled virtual reality systems and methods disclosed
herein provide an etflicient and objective measurement tech-
nology wherein the user can receive virtual feedback, a
kinematic awareness cue, kinematic cue, corporeal cue,
personalized virtual representation, and/or a virtual repre-
sentation of biometric signal data corresponding to the
intention of activating a muscle group without the need for
a camera or reference device. In various embodiments, the
many novel features described herein result in a new method
for creating or modulating a virtual avatar and/or determin-
ing the intention of movement of a body component of a
user.

In various embodiments herein, kinematic awareness,
corporeal awareness, and proprioception refer to the user’s
ability to detect in virtual space, via visual or tactile capa-
bilities, one or more location(s) of a virtual avatar or object
in reference to, or otherwise corresponding to, the user. In
many of these embodiments, the detection of the virtual
avatar or object may be superimposed over, or with, the user
in virtual space, and/or may replace the location of a user’s
corporeal component 1n the event of an amputation. It 1s to
be understood by persons having ordinary skill 1n the art that
the user’s awareness of the virtual avatar in space about the
user, especially in the event of an amputation, greatly
improves the user’s ability to control or otherwise modulate
the virtual avatar. In these embodiments still, the user’s
awareness of the virtual avatar further improves the capacity
for the user to receive therapeutic benefits from said aware-
ness, especially in cases when the user i1s presented with
neurological pathologies, such as phantom limb pain. Fur-
ther, the user’s awareness, such as corporeal awareness,
proprioception, or kKinematic awareness of the virtual avatar
in space about the user, may provide the user with a greater
capacity to perform particular tasks in virtual space, for
example, virtually typing on a keyboard, raising a glass,
and/or inserting a key into a lock before rotating the key
counter-clockwise.

In various embodiments, a user may perform an intention
to activate a muscle or muscle group, thereby enabling the
biometric enabled virtual reality system to detect and ana-
lyze an 1ntention to activate a muscle or muscle group. The
analysis of the intention to activate a muscle or muscle
group, occurring regardless of whether or not the intention
provided motion (e.g., 1n an extremity of the user), provides
the biometric enabled virtual reality system with biometric
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data and information that correlates to a user’s-specific
intention to activate one or more muscles, and, thereby, the
intention to control their virtual representation or avatar.
Additionally, or alternatively, the biometric enabled virtual
reality system and methods as described herein may store
the analyzed intention as a key (e.g., reference and/or
empirical data) to be referenced later against a subsequent
analyzing ol user biometric signal data. IT a subsequent set
of signals 1s substantially similar, having biometric signifi-
cance 1n the analyzed characteristics 1n reference to the first
set ol biometric signal data, the biometric enabled virtual
reality systems and methods may determine that an intention
to activate one or more muscle groups may be similar to a
previous 1ntention.

In some embodiments, a subsequent set of biometric data
may be added to a computer memory 1n combination with a
first set of biometric data. In such embodiments, this creates
more reference points for an additional, third, fourth, and/or

" data point or dataset, etc. In some embodiments, such
collection of personalized user data can be used to modulate,
control, create, or recreate the virtual avatar. Additionally, or
alternatively, personalized user data may be used as refer-
ence data to identily how a virtual avatar should be modu-
lated.

Moreover, a biometric enabled virtual reality system may
be configured to track the progress, subjective mputs, and
objective outputs (e.g., trending analysis of collected bio-
signals from a user) of a user by logging such data to create
a user profile (e.g., a physiological profile of the user). The
user profile may be configured to be accessed through or by
authorized personnel. The access may be remote. The access
by authorized personnel 1s especially useful for, and may be
provided {for, rehabilitation, patient compliance, and/or
remote usage and monitoring purposes. Through the bio-
metric enabled virtual reality system’s capability of tracking,
a user’s subjective symptoms, along with objective biomet-
ric signal data, the biometric enabled virtual reality system
may track a user’s progress from 1njury onset through
rehabilitation, while enabling the simultaneous monitoring,
and tracking by a remote caregiver, provider, or otherwise
authorized person(s). In many of these embodiments, the
user profile may be modified, altered, or expanded upon by
authorized person(s) to improve the experience of the user,
such as through the modification of biometric signal data or
diagnostic algorithms to better fit the dynamic and user-
specific situation of the user.

Various embodiments of the present disclosure are
described herein regarding the collection and categorization
of biosignals or biometric information of a user. In such
embodiments, the biometric enabled virtual reality systems
and methods use the biosignals or biometric information to
derive or create a virtual avatar that represents or categorizes
characteristics of the biosignals or biometric information.
The aforementioned categorization of biosignals or biomet-
ric information of a user may involve using analyzed data to
create a user profile (e.g., a physiological profile), execute
hardware and/or software commands, create customizable
avatar modulation eflfects, and/or provide clinical recom-
mendations based on the signal analytics to aid the user in
improving performance or increase the yield of a desired
outcome. The biometric enabled virtual reality systems and
methods allow a user, through 1ntention to move a muscle
group, to control a virtual avatar, to 1nitiate a kinematic
awareness cue, to 1nitiate a kinematic cue, or to initiate a
corporeal cue, each of which eitther alone, or together, 1n
various combinations, corresponding to the user’s biometric
signals. The biometric enabled virtual reality system may
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provide feedback on the user’s intended motion, store the
data from the user as biometric information in relation to the
user’s profile, detect specific motions conducted by the user,
detect specific motions of the user to establish baseline
readings, and store such information as reference informa-
tion for empirical data analytics or as placeholders to
reference against subsequent data collections. In general, the
more biometric signal data and empirical data the virtual
reality system collects for a user, the more precise the system
becomes at determining when a user 1s intending to contract
a muscle. The system, over time and with use, continues to
gain precision and accuracy in i1dentifying the intention to
contract one or more muscle groups, specific to the user-
generate biometric signals.

The biometric enabled virtual reality systems and meth-
ods as described herein may further comprise a user inter-
tace or virtual mterface that allows the user to customize his
or her virtual avatar, view information collected from the
biometric detection device, modulate his or her personal
appearance 1n virtual space, their personal appearance as
depicted through the interpretation of the wvirtual avatar,
and/or play games involving the virtual avatar. The user
interface may be comprised of a display screen of a mobile
or otherwise computing device being configured to display
virtual 1mages. The computing device may be communica-
tively coupled to a biometric detection device. The comput-
ing device may be communicatively coupled to the biomet-
ric detection device and a virtual reality immersive headset
and/or an augmented reality system. The user interface may
provide the user with prompts on what muscle movement
intentions to perform, when, and how strong the user should
initiate the muscle movement intention. Alternatively, the
user may intend to perform a motion (activating neurons
corresponding to one or more muscles), causing the system
to decode the biometric signal data and identify the intention
for an intended movement or activity, thereby initiating
modulation, by a processor ol computing device, of the
virtual avatar or a related object 1n 2D, 3D, or holographic
space.

A user interface or virtual interface may also prompt a
user to mput pain levels before and/or after using the
biometric enabled virtual reality system or methods to track
the user’s pain development over periods of time as pain
threshold data. The pain threshold data may then be used to
optimize treatment times, types, and user prompts to better
suit the user’s specific condition to maximize the reduction
in pain threshold as noted by the user. In various embodi-
ments, collecting the pain threshold from the user may be
used to provide recommendations on which motions should
or should not be avoided. In continuance, the system or
methods as describe herein may collect pain threshold data
that correlates with the fatigue and physical exhaustion of
the user, which may be used to tailor diagnostic algorithms
to the physical capablhtles of the user. Furthermore, the
user’s associated pain threshold mmformation may be coupled
with a software component (e.g., biometric software com-
ponent) configured to display the user’s biometric signal and
pain threshold data over a secure web-based platiorm,
allowing viewing and monitoring from a physician, care-
giver, researcher, or otherwise authorized individual or
group.

In accordance with the above, pain thresholds as input by
the user may be used to optimize user prompts to better
provide the user with a regimen suited towards their per-
sonal needs. For example, a user may perform shoulder
flexion to 90 degrees, with 90 degrees of elbow flexion,
followed by external rotation of the shoulder during an
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intention to contract one or more muscles, as initiated by the
user. In this scenario, the user may experience a high level
of pain. In response to this high level of percerved pain, the
user may 1nput their subjective interpretation of the level of
pain experienced into the system. In subsequent events, the
system may provide the user with a user prompt of similar
characteristics, and the suggested motion may be sufliciently
attenuated to prevent discomifort to the user, e.g., resulting 1n
virtual iterface output suggesting shoulder flexion of 45
degrees, 45 degrees of elbow flexion, and removal of the
external rotation component. In various cases, depending on
the pain thresholds as 1identified by the user, specific motions
may be attenuated or completely avoided, as suggested by
the virtual interface, and at the discretion of either the
biometric enabled virtual reality system, the user, or second
user (e.g., authorized personnel) having the capacity to
influence user-specific aspects of the systems and methods
disclosed herein. In these scenarios, the pain thresholds as
experienced by the user may be stored within a computer
memory 1n correspondence with the mtended motion that
initiated the onset of pain.

In many embodiments in accordance with the above, a
pain threshold as experienced by a user may be detected
through either a biometric detection device, optimized for
collection of pain neurological signals from nociceptors of
the user, or through a subjective questionnaire wherein the
user may input their perceived levels of pain manually. In
many of these embodiments, the pain threshold data may
then be reviewed by a second user such as a clinician,
physician, family member, or otherwise authorized user.

In some embodiments, the intention to move a muscle or
muscle group of a user may consist of eccentric, concentric,
1sometric, or standard activation of one or more motor
neurons innervating one or more muscle groups. In some
embodiments, these intentions to move a muscle or muscle
group are detected through one or more electromyographic
clectrodes, electrocardiogram electrodes, photodiodes, ultra-
sound sensors, accelerometers, inertial measurement units,
clectrooculogram sensors, infrared sensors, and/or one or
more scleral search coils.

In some embodiments, a user’s specific motion gesture
(e.g., as prompted by the user interface), can be defined by,
or selected from, a set of predetermined gestures 1n the user
interface. The user may then be able to practice particular
motions, track progress, and log pain thresholds for specific
motion and/or gestures. In some embodiments, a training
protocol with multiple prompted gestures or motions can be
used to create a baseline for the user and/or add data to their
biometric profile. Additionally, or alternatively, a gesture or
motion imtention may imvolve a voluntary action on behalf of
the user or involuntary motion that is defined or simply
performed by the user. In some embodiments, the user’s
specific motion gesture can be customized by the user,
allowing the user to create his or her own custom gestures
that can be provided back to the user in the form of prompts.

In continuance of the above, the user’s specific motion
gesture customization may include facets to duration, mag-
nitude, frequency, location, or otherwise electromyographic
signal data characteristics that influence how the system
collects, analyzes, records, and/or outputs controls to modu-
late, control, and/or create the virtual avatar in accordance
with the user’s specific motion gesture customizations.

In accordance with the disclosure herein, the biometric
enabled virtual reality systems and methods 1nclude
improvements in computer functionality or in improvements
to other technologies at least because the present disclosure
recites that, e.g., a computing device, such as a wearable or
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mobile computing device, 1s enhanced by the biometric
enabled virtual reality system as described herein. Through
the coupling of traditional computer functionality and the
biometric enabled virtual reality system, biometric signals
are used to generate or control virtual avatars resulting 1n
enhanced control of detection of wvirtual graphics. This
benellt can be more readily available in devices that are
configured to display a virtual avatar or otherwise a repre-
sentation of the biometric signals of the user.

In various embodiments, a biometric detection system
may be any combination of an implantable, wearable, and/or
remote device. The components for the detection of biomet-
ric signals can be in contact with the user, subcutaneously
positioned to the user, implanted within the user, within
proximity to the user, or otherwise positioned with respect to
a user to collect biometric and/or biosignal information of
the user.

The biometric enabled virtual reality systems and meth-
ods described herein may comprise an adaptive learning
model (e.g., a machine learning model) that 1s configured to
identily user-specific intentions to activate one or more
muscle groups based on at least one of any combination of
collected biosignals, the user’s unique user profile, empiri-
cally collected biometric data, and/or real time references
from other biometric sensors collecting biosignal data of the
user.

In various embodiments, user-specific intentions to acti-
vate one or more muscle groups (e.g., an actuated voluntary
gesture) may comprise a resulting physical response of the
user 1nitiating an intention to activate one or more muscle
groups. This voluntary intention on behalf of the user may
be used to determine how the virtual reality avatar 1s
modulated, such as controlled or created. In various embodi-
ments, the biometric signal data and/or a virtual avatar based
thereon, may be displayed on the user interface.

In various embodiments still, the inventive disclosure
herein includes biometric enabled virtual reality systems and
methods for determining an objective pain threshold of a
patient. In such embodiments, a biometric detection device
may collect biosignals from a patient, which may then be
analyzed by the processor and stored in the memory. From
these datasets, common mode signals of the user are
detected and subtracted or filtered from the analytics,
thereby removing any noise from motion, biometric detec-
tion device variance, atmosphere (e.g., light, radio wave
interference, etc.). Once the dataset has been filtered of
noise, the remainder of signal data, detected by the biometric
detection device, 15 associated with nociceptor transmission
clectrical activity. These nociceptors, triggered by thermal,
mechanical, chemical, or polymodal stimuli, are categorized
by the frequency of electrical stimuli provided to the spinal
cord and brain, along with signal data corresponding to
characteristics within the signal data itself (e.g., amplitude,
threshold values, etc.). Based on the frequency, amplitude,
signal characteristics, and number of activated nociceptors,
the processor may then determine for the user an objective
pain measurement. In various embodiments, the objective
pain measurement may then be provided to a second user,
having an authorized capacity to view and otherwise influ-
ence biometric and/or biosignal data as collected from the
user and/or the user profile. In these embodiments, the
second user may also have the capacity to commumnicate with
the user, and in the event the user 1s receiving medical
treatment, provide the user with medical advice and/or
modulate the system’s user motion prompt algorithms.

In some of the various embodiments still, the biometric
detection device may be optimized to collect biosignal data
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from nociceptor cells within the user. Such cells may pro-
vide biosignals that relate to pain threshold and perception,
and may comprise data defining a user’s physiological
profile.

In various embodiments, a user may be prompted through
a user interface to perform a muscle action, intention,
motion, or gesture. In these embodiments, the itention to
activate one or more muscles on behalf of a user, especially
subsequent to a user-prompt or cue, €.g., via a user interface
or virtual interface, may be linked to a specific activity as
mentioned above. Such intentions, gestures, or complex
motions may be decoded from the biometric signals as
collected by the biometric detection device. Such gestures,
being symbolic towards an intended activation of one or
more muscle groups specific to the user, may be motions

readily understood by the user (e.g., “thumbs up”, “wave”,

“clench fist”, etc.).

In accordance with the above, and with the disclosure
herein, the present disclosure includes improvements in
computer functionality or improvements to other technolo-
gies at least because the present disclosure recites that, e.g.,
a computing device, such as a wearable computing device or
a virtual reality system, 1s enhanced via the biometric
software or other components herein that allow for the
enhanced control within a virtual reality system of a virtual
avatar via the biometric detectors and processing algorithms
that create user-specific profiles. That 1s, the present disclo-
sure describes improvements 1n the functioning of the com-
puter itself or “any other technology or technical field”
because a computing device, such as a wearable device or a
virtual reality system, can be updated or enhanced to provide
more accurate control of avatars or the detection of biomet-
ric signals, which can then be used for therapeutic treatments
for patients that have neurological ailments. This improves
over the prior art at least because the systems and methods
herein provide for a faster and/or more eflicient way of
measuring the biometric signals from a user and using such
signals to modulate a virtual reality system avatar.

The present disclosure relates to improvement to other
technologies or technical fields at least because the systems
and methods disclosed herein allows a biometric detection
system to modulate, such as control or create, a virtual avatar
with the intention to move one or more muscles at greater
accuracy and efliciency than conventional techniques, espe-
cially where the systems and methods disclosed herein
involve creating a user-specific profile to better determine
when a user 1s initiating the intention to move one or more
muscles, and when reacting with virtual objects. The advan-
tages of the systems and methods disclosed herein become
even more apparent when a user has a unique and specific
allment, physical incapacity, personal social requirement
(e.g., to visually appear to the user’s unique specification 1n
virtual space), or physiological condition wherein traditional
methods are 1nadequate.

In addition, the present disclosure includes applying cer-
tain aspects or features, as described herein, with, or by the
use of, a particular machine, e€.g., a wearable biometric
device or other similar device to provide a collection of
biometric signals from the user to a processor for the input
into a biometric enabled virtual reality system.

The present disclosure includes eflecting a transformation
or reduction of a particular article to a diflerent state or thing,
¢.g., transformation or reduction of biometric signals of a
user into a medium easily used to create a user-specific
profile and/or virtual avatar, thereby enabling the improved
upon control of the virtual avatar.
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The present disclosure includes specific features other
than what 1s well-understood, routine, conventional activity

in the field, or adding unconventional steps that confine the
claim to a particular useful application, e.g., biometric
enabled virtual reality systems and methods for providing
improved detection of biometric signals of a user and
configured to use the associated biometric signals in the
form of biometric data to modulate a virtual avatar.

Advantages will become more apparent to those of ordi-
nary skill in the art from the following description of the
preferred embodiments which have been shown and
described by way of illustration. As will be realized, the
present embodiments may be capable of other and different
embodiments, and their details are capable of modification
in various respects. Accordingly, the drawings and descrip-
tion are to be regarded as illustrative in nature and not as
restrictive.

BRIEF DESCRIPTION OF THE DRAWINGS

The figures described below depict various aspects of the
system and methods disclosed therein. It should be under-
stood that each Figure depicts an embodiment of a particular
aspect of the disclosed system and methods, and that each of
the Figures 1s intended to accord with a possible embodi-
ment thereof. Further, whenever possible, the following
description refers to the reference numerals included 1n the
following Figures, in which features depicted in multiple
Figures are designated with consistent reference numerals.

There are shown 1n the drawings arrangements which are
presently discussed, 1t being understood, however, that the
present embodiments are not limited to the precise arrange-
ments and 1nstrumentalities shown, wherein:

FIG. 1A 1llustrates an example biometric enabled virtual
reality system configured to detect one or more user nten-
tions and to manipulate virtual avatar control based on the
one or more user intentions for providing kinematic aware-
ness in holographic, two-dimensional (2D), or three-dimen-
sional (3D) wvirtual space, i accordance with various
embodiments herein. FIG. 1A further 1llustrates a biometric
enabled virtual reality system configured to detect one or
more user intentions and to modulate virtual avatar control
based on the one or more user itentions for creation of one
or more virtual avatars or objects in holographic, two-
dimensional (2D), or three-dimensional (3D) virtual space,
in accordance with various embodiments herein.

FIG. 1B i1s a diagram depicting one or more location(s) of
biometric sensors positioned relative to a user for collection
of biometric signal data of the user, the positioning com-
prising in proximity to the user, in superficial contact with
the user, subcutaneously positioned to the user, or subder-
mally planted within the user, 1n accordance with various
embodiments herein.

FIG. 1C 1s a further diagram depicting the one or more
location(s) of biometric sensors as described for FIG. 1B and
positioned relative to a user for collection of biometric
signal data of the user, the positioning comprising in prox-
imity to the user, in superficial contact with the user,
subcutancously positioned to the user, or subdermally
planted within the user, 1n accordance with various embodi-
ments herein.

FIG. 2A 1s a diagram 1illustrating a first set of biometric
data and/or signals of a user that may be collected by the
example biometric enabled virtual reality system of FIG.
1A, 1n accordance with various embodiments herein.

FIG. 2B 1s a diagram 1llustrating a second set of biometric
data and/or signals of a user that may be collected by the
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example biometric enabled virtual reality system of FIG.
1A, 1in accordance with various embodiments herein.

FIG. 2C 1s a diagram 1illustrating a third set of biometric
data and/or signals of a user that may be collected by the
example biometric enabled virtual reality system of FIG.
1A, 1in accordance with various embodiments herein.

FIG. 3 1s a block diagram 1llustrating an example method
of creating a physiological profile of the user based on the
biometric signal data of the user, 1n accordance with various
embodiments herein, including, with example the methods
of FIG. 4 and FIG. 5.

FIG. 4 1s a block diagram illustrating an example bio-
metric enabled virtual reality method for detecting one or
more user intentions and modulating virtual avatar control
based on the one or more user itentions for creation of one
or more virtual avatars or objects 1 holographic, two-
dimensional (2D), or three-dimensional (3D) virtual space,
in accordance with various embodiments herein.

FIG. 5 1s a block diagram illustrating an example bio-
metric enabled virtual reality method for detecting one or
more user intentions and mampulating virtual avatar control
based on the one or more user itentions for providing
kinematic awareness in holographic, two-dimensional (2D),
or three-dimensional (3D) virtual space, 1n accordance with
various embodiments herein.

FIG. 6 illustrates a user, in ordinary space, utilizing
biometric enabled virtual reality systems and methods, as
described herein, to create a virtual avatar of herself, in
virtual space and/or holographic space, based on the bio-
metric signals of the user collected by a biometric detection
device, 1n accordance with various embodiments herein.

FI1G. 7 illustrates an example embodiment comprising a
wheelchair user with a biometric detection device attached
to his leg in ordinary space with an example representation
of the user’s corresponding virtual avatar implemented 1n
virtual space and/or holographic space, where the biometric
ecnabled virtual reality systems and methods, as described
herein, are configured to control an ambulatory avatar in the
virtual space.

DETAILED DESCRIPTION

While the systems and methods disclosed herein 1s sus-
ceptible of being embodied in many different forms, 1t 1s
shown 1n the drawings and will be described herein 1n detail
specific exemplary embodiments thereof, with the under-
standing that the present disclosure 1s to be considered as an
exemplification of the principles of the systems and methods
disclosed herein and 1s not intended to limait the systems and
methods disclosed herein to the specific embodiments 1llus-
trated. In this respect, before explaining at least one embodi-
ment consistent with the present systems and methods
disclosed herein 1n detail, 1t 1s to be understood that the
systems and methods disclosed herein 1s not limited 1n 1ts
application to the details of construction and to the arrange-
ments of components set forth above and below, 1llustrated
in the drawings, or as described in the examples. Methods
and apparatuses consistent with the systems and methods
disclosed herein are capable of other embodiments and of
being practiced and carried out 1n various ways. Also, 1t 1s
to be understood that the phraseology and terminology
employed herein, as well as the abstract included below, are
tor the purposes of description and should not be regarded
as limiting.

FIG. 1A 1llustrates an example biometric enabled virtual
reality system 100 configured to detect one or more user
intentions 1097 and to manipulate virtual avatar control (e.g.,
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of virtual avatar 109ev) based on the one or more user
intentions for providing kinematic awareness 1in holographic
space, two-dimensional (2D), or three-dimensional (3D)
virtual space, in accordance with various embodiments
herein. FIG. 1A further illustrates a biometric enabled virtual
reality system configured to detect one or more user nten-
tions 109i and to modulate virtual avatar control based on
the one or more user itentions for creation of one or more
virtual avatars or objects (e.g., virtual avatar 109ev) in
holographic, two-dimensional (2D), or three-dimensional
(3D) virtual space, 1n accordance with various embodiments
herein.

In various embodiments, biometric enabled virtual reality
system 100 1s configured to provide a kinematic awareness
cue to the user 1n response to biometric signal data that 1s
received from a biometric detection device (e.g., biometric
detection device 102). Additionally, or alternatively, biomet-
ric enabled virtual reality system 100 1s configured to
modulate (e.g., create or control) virtual avatar control in
holographic, 2D, or 3D virtual space.

FIG. 1A depicts a user 101 interfacing with biometric
enabled virtual reality system 100 while controlling a virtual
avatar (e.g., virtual avatar 109ev) corresponding to a missing
extremity 109¢ of the user 101 (e.g., a phantom limb, such
as an amputated limb, malformed limb, or otherwise non-
whole extremity of the user 101). The user 1s viewing the
virtual avatar (e.g., virtual avatar 109ev) via a user interface
1164 of a user interface device 116ud. The biometric enabled
virtual reality system 100 comprises a biometric detection
device 102 (e.g., a biometric detector) configured to collect
biometric signal data from the user’s body. The user’s field
of view 116/1s mapped to, or configured to correspond with,
the user interface 116« to create or display a virtual field of
view 116/v. The virtual field of view 116fv 1s displayed via
the user interface 116 and contains, renders, or depicts the
virtual avatar (e.g., virtual avatar 109ev) as depicted, super-
imposed over the user’s mjured body component (e.g., an
amputated arm in the example of FIG. 1A) 1n holographic
space, virtual 2D space, or virtual 3D space. For example,
virtual avatar 109ev may be displayed on a display screen in
2D space (e.g., as rendered as 3D image in 2D space).
Additionally, or alternatively, virtual avatar 109ev may be
displayed or rendered 1n 3D space, e.g., via a VR headset.
Additionally still, the virtual avatar 109ev may be depicted
as a holographic 1image; appearing as a 2D or 3D 1mage 1n
the ordinary space as demonstrated by either a holographic
projector or VR headset (e.g., a MICROSOFT MESH
enabled device).

In the example of FIG. 1A, user interface device 116ud
comprises a VR headset. The VR headset may comprise a
VR headset such as OCULUS VR headset, an HP REVERB
VR headset, a VALVE INDEX VR headset, a SONY PLAY-
STATION VR headset, an HTC VIVE VR headset, a
MICROSOFT MESH headset, or the like. In such embodi-
ments, user mterface 116« comprises a display screen of the
VR headset as attached or included as part of the VR device
(e.g., user interface device 116ud), where user interface 116«
comprise a graphic user iterface (GUI) capable of render-
ing VR graphics or images in virtual space via the user
interface 116« of the VR headset.

Additionally, or alternatively, user interface device 116ud
be or may further comprise a mobile device (e.g., a com-
puting device 104), such as a cellular phone, tablet device,
etc. such as an APPLE IPHONE or GOOGLE ANDROID
device. In such embodiments, the user interface 116« com-
prises a display screen of the mobile device as attached or
included as part of the mobile device, where the user




US 11,775,066 B2

17

interface 116u comprises a graphic user interface (GUI)
capable of rendering VR graphics or images on the display
screen of the mobile device. For example, interface device
116u:d may be an APPLE IPHONE or GOOGLE ANDROID
device having a display screen for rendering VR graphics or
images on user interface 116« via, e.g., a GOOGLE CARD-
BOARD device and related app software as implemented on
the mobile device, or the like.

In various embodiments, user interface device 116ud
comprises, or 1s communicatively coupled to, one or more
processors (€.g., a processor 104p), for executing computing,
instructions for rendering VR graphics or images, or for
implementing any algorithms, methods, flowcharts, etc. as
described herein. In addition, the interface device 116ud
comprises, or 1s communicatively coupled to, one or more
computer memories (e.g., a memory 104m), for storing
istructions for rendering VR graphics or images, or for
implementing any algorithms, methods, flowcharts, etc. as
described herein. In various embodiments, the one or more
computer memories 104 may comprise tangible, non-tran-
sitory computer-readable medium (e.g., RAM or ROM) for
storing 1nstructions, graphics, images, or the like.

In the embodiment of FIG. 1A, a computing device 104
comprises processor 104p communicatively coupled to
memory 104. In the depicted embodiment, processor 104y
1s communicatively coupled (via wireless signals) to bio-
metric detection device 102. Wireless signals may comprise
any one or more ol IEEE 802.11 wireless signals (WIFI),
BLUETOOTH signals, or the like. Additionally, or alterna-
tively, processor 104p may be communicatively coupled via
wired signals, e.g., via a USB or similar wired connection
(not shown) to biometric detection device 102.

In various embodiments, biometric enabled virtual reality
system 100 includes solftware components (e.g., biometric
soltware component 107) that comprise computing instruc-
tions executable by a processor (e.g., processor 104p), and
which may be computing instructions implemented 1n pro-
gramming languages such as, e.g., C, C++, C#, Java, Python,
Ruby, R, or the like. The software component may be stored
on a memory (e.g., memory 104m) communicatively
coupled (e.g., via a system-on-a-chip (SoC) and/or comput-
ing bus architecture) to one or more processors (€.g., pro-
cessor 104p). Processor 104p may be an ARM, ATOM,
INTEL based processor, or other similar processor (e.g., as
typically used with wearable or similar devices) for execut-
ing the computing instructions, applications, components,
algorithms, source code, or otherwise solftware (e.g., of
soltware component) as depicted or described herein for
various methods.

Execution of the computing instructions of a software
component by the processor 104p causes the processor 104p
to perform an analysis of the biometric signal data (e.g.,
biometric signals and/or data 103, 110, and/or 110i) of the
user 101 as detected by the biometric detection device 102.
For example, software component (stored in the memory
104:»2) may contain computing instructions executable by
the processor 104p. The computing instructions may be
compiled to execute on a processor (e.g., processor 104p) or
may be otherwise be configured to be interpreted or run by
the processor 104p. Such computing instructions may be
coded to execute the algorithms, such as the methods and/or
flowcharts as described herein. For example, computing
instructions of a soltware component (e.g., stored 1n
memory 104) may comprise one or more event listeners,
such as a listener function programmed to detect and/or
receive biometric signal data of user e.g., biometric signals
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received from the biometric detection device 102. In this
way, the biometric signal data of the user 101 would be
pushed to, or otherwise received from, biometric detection
device 102 for detection or generation of biometric signal
data that would trigger the listener function to provide such
biometric data for use for virtual avatar or object modulation
(e.g., such as creation or control of a virtual avatar and/or an
object) and/or as described for one or more portions the

methods or algorithms of FIG. 3, FIG. 4, and/or FIG. 5, or

otherwise, as described herein.

It 1s to be understood that processor 104p and/or memory
104» may be differently configured, arranged, and/or
coupled with respect to any of biometric detection device
102, user interface device 116ud, and/or user interface 116u.
For example, additionally, or alternatively, processor 104p
and/or memory 104 may be imcorporated into a medical
device, such as prosthetic device, or other computing device
communicatively coupled to biometric detection device 102,
user interface device 116ud, and/or user interface 116«, and
configured to operate as part of biometric enabled virtual
reality system 100 and/or to implement biometric enabled
virtual reality method(s) as described herein. For example,
cach of the biometric detection device 102 (with 1ts various
sensors, as positioned with respect to the user), processor
104p, memory 104, user interface device 116ud, user
interface 116, etc. may be communicatively coupled to one
another via a system-on-a-chip (SoC) architecture or other
clectronic architecture or interface, which may comprise a
computing device (e.g., computing device 104) that includes
hardware (e.g., processor 104p) of biometric enabled virtual
reality system 100 of and/or software (e.g., computing
instructions as stored 1 memory 104m) for implementing
the biometric enabled virtual reality methods as described
herein.

Additionally, or alternatively, biometric detection device
102, processor 104p, memory 104m, and/or other user
interface 116« may be part of separate computing devices,
which are communicatively coupled, e.g., via a wired or
wireless connection. For example, in one embodiment, user
interface 116« may be implemented on a separate or remote
computing device (e.g., a laptop or computer) 1n wireless
communication (e.g., BLUETOOTH protocol or WIFI
(802.11) standard) with the biometric enabled virtual reality
system 100, where a user configures the biometric enabled
virtual reality system 100 (e.g., by training or otherwise
configuring the biometric enabled virtual reality system 100,
user 1interface 116u, or biometric detection device 102 com-
ponents and configuration as described herein) via the
remote user interface 116u on the separate computing
device. A biometric enabled virtual reality apparatus man-
ager, comprising computing instructions, etc., may also be
implemented or configured on separate computing device, to
implement or control the biometric enabled virtual reality
systems and methods described herein.

With reference to FIG. 1A, biometric enabled virtual
reality system 100 comprises a biometric detection device
102 configured to collect biometric signal data of user 101.
In various embodiments, biometric detection device 102
may include least one of (a) one or more electromyographic
clectrodes, (b) one or more 1nertial measurement units, ()
one or more accelerometers, (d) one or more barometers; (¢)
one or more ultrasonic sensors, (I) one or more inirared
sensors, (g) one or more pressure sensors, (h) one or more
clectroencephalogram electrodes, (1) one or more elec-
trooculogram sensors, (1) one or more accelerometers, and/
or (k) one or more scleral search coils.
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Additionally, or alternatively, biometric detection device
102 may at least be one of an implantable device (e.g.
implanted on or within a user’s body and/or skin); a wear-
able device (e.g. such as a watch, arm band, leg band, an arm
cull, etc.); or remote detection device (e.g., such as a remote
control, or other device cable of sensing biometric signals of
a user). For example, in the embodiment of FIG. 1A,
biometric detection device 102 1s a wearable device on user
101°s arm.

Biometric detection device 102 may be configured to be
at least one of: subcutaneously positioned with respect to the
user 122, 1n superficial contact with the user 120, subder-
mally or implanted within the user 121, and/or within a
proximity to the user 119. The biometric signals and/or
biometric data 103 may then be analyzed by the processor
104p, to create a virtual avatar 109ev and, 1n similar embodi-
ments, superimpose the virtual avatar 109ev over the ampu-
tated extremity (e.g., extremity 109¢) of the user (e.g., user

101) to provide a kinematic awareness cue within the virtual
visual field of the user 116fv.

By way of non-limiting example, FIGS. 1B and 1C each
depict diagrams depicting one or more location(s) of bio-
metric sensors of a biometric detection device 102 posi-
tioned relative to a user for collection of biometric signal
data of the user, the positioning comprising in proximity to
the user, 1n superficial contact with the user, subcutaneously
positioned to the user, or subdermally planted within the
user, 1n accordance with various embodiments herein. As
illustrated by FIGS. 1B and 1C, sensors of a biometric
detection device 102 may be situated 1n at least one of (a)
proximity to a user 119, (b) superficial contact to a user 120,
(c) subcutaneously positioned to a user 122, and/or (d)
subdermally planted within a user 121. In some embodi-
ments, sensors positioned according to one or more of the
positioning types 119-122 may be used to collect the bio-
metric signals from a user 101.

Certain advantages as to data fidelity and user-specific
control, modulation, avatar creation, and otherwise are
achieved through various sensor placements and locations,
as 1illustrated by FIGS. 1B and 1C. For example, the
location(s) of the biometric sensors allow biometric detec-
tion device 102 to collect biometric signal data of a user at
different and/or various intensities or types, and/or at dii-
ferent and/or various fidelities to provide increased accuracy
and/or different qualities of biometric signal data. Such
increased accuracy and/or different qualities of biometric
signal data provide the virtual reality systems and methods
described herein with exact or specific (e.g., user-specific)
biometric signals or data 1n order to allow for precise and/or
user-specific modulation, control, creation of virtual avatars
or objects, as described herein.

FIGS. 2A-2C 1illustrate diagrams (e.g., diagrams 117a,
1175, and 117¢) of sets of biometric data and/or signals of
a user (e.g., user 101) that may be collected by the example
biometric enabled virtual reality system of FIG. 1A. In
particular, FIG. 2A 1s a diagram 117a 1llustrating a first set
ol biometric data and/or signals of a user (e.g., user 101) that
may be collected by the example biometric enabled virtual
reality system of FIG. 1A, in accordance with various
embodiments herein. Similarly, FIG. 2B 1s a diagram 1175
illustrating a second set of biometric data and/or signals of
a user (e.g., user 101) that may be collected by the example
biometric enabled virtual reality system of FIG. 1A, in
accordance with various embodiments herein. In addition,
FIG. 2C 1s a diagram 117 ¢ 1llustrating a third set of biometric
data and/or signals of a user (e.g., user 101) that may be
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collected by the example biometric enabled virtual reality
system of FIG. 1A, 1n accordance with various embodiments
herein.

Biometric detection device 102, with 1ts various sensors
(e.g., positioned relative to user 101 as described herein for
FIGS. 1B and/or 1C) may collect biometric data and/or
signals of user 101. For example, as shown 1 FIG. 1A,
biometric data and/or signals 103 are collected from the
injured body component (e.g., amputated arm) of user 101.
It 1s to be understood, however, that biometric data and/or
signals may be collected from of a user at additional, or
different, body components (e.g., either injured or non-
injured), for example, at a user’s leg, ankle, foot, arm, neck,
head, and/or other body part and/or extremity. More gener-
ally, FIGS. 2A-2C demonstrate non-limiting different types
ol biometric data and/or signals that may be collected from
a user (e.g., user 101), as used to create a user-speciiic profile
(e.g., a physiological profile of a user) 1n relation to detected
intentions of the user upon intending to activate one or more
muscle groups of the user.

FIGS. 2A-2C further illustrate examples of biometric
signals and/or data 103, 110, and/or 110i as detected for a
user (e.g., user 101) and the user’s intention to activate (or
not activate) one or more muscles. In particular, FIGS.
2A-2C demonstrate examples where a biometric detection
device (e.g., biometric detection device 102) in superficial
contact 120 with user 101, for example, as shown for FIG.
1A. As shown for each of diagrams 117q-117¢ of FIGS.
2A-2C, biometric signals 103 of the user are received from
the biometric detection device 102. Such biometric signals
103 may be filtered or processed to become biometric data.
As described herein, biometric signals and/or biometric data
103, 110, and/or 110; may be referred to interchangeably
herein as biometric data, biometric signals, biometric signal
data, biometric filtered signals, biometric filtered data, and
the like. Such biometric signals may be analyzed by a
processor (e.g., processor 104p) for the presence of one or
more user itentions to activate corresponding one or more
muscles. For example, diagrams 117a and 117¢ each 1illus-
trate biometric signal portions 110 that may be determined
by processor 104p as indicating the presence of one or more
user intentions to activate corresponding one or more
muscles. The biometric signal portions 110 may represent an
increased or intensified signal and/or data activity (as com-
pared to a baseline non-activity) of the user’s detected
biometric signal data corresponding to the one or more user
intentions to activate the user’s one or more muscles. For
example, the presence of the intention(s) to activate one or
more muscles 1s created by the user 101 attempting to
perform a motion (e.g., typically in response to a user
motion prompt 124), while in biometric contact with the
biometric detection device 102.

FIG. 2B (diagram 1175) demonstrates a series or set of
idle biometric signals and/or data 110: of a user (e.g., user
101). Such signals may be received when the user 1s a rest.
Such signals may be useful in generating or performing a
baseline of the user (e.g., non-activity of a user). The
baseline may be used as part of the user’s physiological
profile, which 1s user-specific to the user. Together, biomet-
ric signals and/or data 103, 110, and/or 110 may be used to
define or otherwise represent a user-specific intention to
activate one or more muscles, and may be used in the
analysis to determine whether or not the intention to activate
one or more muscles 1s present.

FIG. 2C (diagram 117¢) demonstrates multiple series or
sets (set a, set b, and set ¢) of biometric signals and/or data
(e.g., biometric signals and/or data 103, 110, and/or 110i) of
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a user (e.g., user 101). Each of the sets a, b, and ¢ may be
generated by different sensors of biometric detection device
102, such as sensors as differently positioned as described
herein by FIGS. 1B and/or 1C. In some embodiments, the
biometric signals and/or data 103, 110, and/or 110; may be
combined (e.g., averaged, summed, etc.) to provide an
overall signal of the user for modulation, control, creation,
and/or other determinations or processing (€.g., by processor
104p) as described herein. Additionally, or alternatively, the
biometric signals and/or data 103, 110, and/or 110; may be
separately processed (e.g., by processor 104p) for modula-
tion, control, creation, and/or other determinations or pro-
cessing as described herein.

It 1s to be understood that biometric signals and/or data
103, 110, and/or 110; may be of analogue and/or digital
form, where processor 104p may be configured to analyze
one or both analogue and/or digital signals. For example, 1n
various embodiments processor 104p may be configured to
receive analogue or raw signal data of a user as detected by
biometric detection device 102. Processor 104p may be
configured to receive biometric signal data 1n digital form as
processed or pre-processed by biometric detection device
102. Still turther, additionally, or alternatively, processor
104p may receive analogue or raw signal data of a user as
detected by biometric detection device 102 and process or
filter such data to create digital data for additional use,
analysis, determination, or as otherwise described herein. In
some embodiments, for ease of reference, the term “biomet-
ric signals” may be refer to either or both of analogue or raw
signal data of a user as detected by biometric detection
device 102, and the term “biometric data” may refer to
digital data as determined based on filtering and/or process-
ing, by processor 104p, of analogue or raw signal data of a
user. However, 1t 1s to be understood that such terms may be
used interchangeability herein.

Biometric signals and/or data 103, 110, and/or 110:, as
described for FIGS. 2A-2C, illustrate the diversity of data
collected from biometric detection device 102. In various
embodiments, biometric signals and/or data 103 may com-
prise electromyographic data (EMG). FIGS. 2A-2C demon-
strate the biometric signals collected from a variety of, but
non-limiting, biometric detection device 102 configurations.
In FIGS. 2A and 2C, the biometric signals which may be
stored 1n the memory 104 as biometric signal data, dem-
onstrate the user’s intention to activate one or more muscles
(c.g., as determined or detected from biometric signals
and/or data 110). In each of FIGS. 2A-2C, the biometric
signals and/or data (e.g., biometric signals and/or data 103,
110, and/or 110:i, whether filtered or non-filtered) are
recorded over time (x-axis) and may be compared against
the amplitude, frequency, and/or magnitude of biometric
signals detected by the biometric detection device 102
(v-axis). Diagram 2C demonstrates two separate intentions
(intentions a and c) to activate one or more muscles (e.g., as
determined or detected from biometric signals and/or data
110) between moments of 1dle behavior (behavior b) on
behalf of the user (e.g., user 101) to activate one or more
muscles that correspond with the biometric detectors detect-
ing biometric signals. FIG. 2B demonstrates biometric sig-
nal data 103 collected from a user (e.g., user 101) that 1s
currently collecting 1dle biometric signals. Based on the
contents of the signals collected from FIG. 2B, the processor
104p may determine after an analysis of muscle ntention
(c.g., analysis of muscle intentions 112 as described for
FIGS. 4 and 5 herein) that the user 101 has not intended to
activate one or more muscles (e.g., as determined or detected
from biometric signals and/or data 110i). The biometric
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signal data 103 as illustrated in FIGS. 2A-2C, demonstrates
a non-limiting and specific configuration of biometric sen-
sors detected by the biometric detection device 102 at a
given time period.

Additionally, or alternatively, FIGS. 2A-2C may each
represent separate channels, which may each being indi-
vidual biometric sensors (channels of data) that indepen-
dently provide biometric signals from different locations
around the user 101. While the user (e.g., user 101) initiates
an 1ntention to activate one or more muscles (e.g., as
determined or detected from biometric signals and/or data
110), the biometric detection device 102 may temporally
record the biometric signals from or of the user (e.g., user
101) from across leads or sensors, for example as described
herein for FIGS. 1B and/or 1C. Based on the biometric
signal data 103, 110, and/or 110i recorded, the biometric
signals from leads or sensors may be used to determine
intentions to activate one or more muscles (e.g., as deter-
mined or detected from biometric signals and/or data 110 by
processor 104p), respectively. In some instances, the bio-
metric sensor recording data from a lead or sensor (e.g., as
illustrated for FIG. 2B) may not pick up any intentions to
activate one or more muscles (e.g., as would be determined
or detected from biometric signals and/or data 110:), and the
associated muscles would be considered to be 1idle as
described herein.

Furthermore, FIGS. 2A-2C demonstrate a range of mea-
surement fidelity of biometric detection device 102 with
respect to biometric signals of user 101. Such measurement
fidelity may include multiple diflerent locations about the
user (e.g., as described for FIGS. 1B and 10), which may or
not be temporally in tandem. Leads or sensors (e.g., as
described for FIGS. 1B and 10) may detect signals indicat-
ing the intention to activate one or more muscles (e.g., as
determined or detected from biometric signals and/or data
110) 1n a similar temporal fashion. Based on the configura-
tion of the biometric enabled virtual reality system 100, e.g.,
as determined by the user 101 1n user interface 114 as
described herein for FIG. 3, processor 104p may determine
that the itentions to activate one or more muscles (e.g., as
determined or detected from biometric signals and/or data
110) correlate with a specific user muscle contract, motion,
or intention. This information may then be used by the
processor 104p to determine the extent to which the virtual
avatar 109ev 1s to be modulated, created, controlled, or
otherwise determined in order to render or display virtual
representation of the intended motion. In comparison, the
biometric signal data in FIG. 2B illustrates the user (e.g.,
user 101) being 1dle, or not otherwise generating biometric
signals to an extent that would indicate the intention to not
activate one or more muscles (e.g., as determined or detected
from biometric signals and/or data 110i).

Conversely, FIG. 2C may demonstrate the intention to
activate one or more muscles (e.g., as determined or detected
from biometric signals and/or data 110), whether or not the
user (e.g., user 101) 1s able to actively move the muscles
they are intending to activate. Because the biometric signals
generated by the user (e.g., user 101), and as detected by the
biometric detection device 102, are not necessarily determi-
nate that a motion 1s taking place, the user (e.g., user 101)
may be intending to activate one or more muscles (e.g., as
determined or detected from biometric signals and/or data
110) but unable to create the motion they are intending to
conduct. Processor 104p may determine that the intention to
activate one or more muscles (e.g., as determined or detected
from biometric signals and/or data 110) 1s indicated through
the biometric signal data 103 and/or 110 that 1s recerved by
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the biometric device 102, and 1nitiate the process to create
or determine a virtual representation of the intended motion
108vr 1rrespective of whether or not the user (e.g., user 101)
was able to create the intended motion.

Still further, FIGS. 2A-2C illustrate biometric signal data
as recerved (over time and recorded as signal data in the
memory 104m, temporally, or 1n segments), identified, or as
otherwise detected when a user (e.g., user 101) 1s active,
e.g., performing a gesture, motion, or intention to activate a
muscle or a group of muscles to perform an action, such as
a user motion prompt 124 as described herein. Biometric
signal data 1s detected over time via the biometric detection
device 102 temporally, as described herein, at various bio-
metric signal strengths, which i1s as a whole, indicates a data
pattern that defines or represents a user-specific or user
selected motion, including, e.g., 1n response to a user motion
prompt 124. In various embodiments, such data pattern may
be used to generate, record, create, provide, or otherwise
implement a given user-specific configuration, as controlled
by the user-interface 116u«, 1n order to configure the biomet-
ric detection device 102, mitial profile 114, or user interface
device 116ud for specific use by the user. In some embodi-
ments, such detection of biometric signal data may cause
processor 104p to mitiate a modulation of a virtual avatar, or
otherwise create alternate visual cue to help the user 101
with the proprioception of virtual avatars about the user’s
101 current space, as depicted 1n the virtual visual field of
the user 116/v 1n either holographic, 2D, or 3D virtual space.

In the examples of FIGS. 2A-2C, in some embodiments,
a motion intention of the user (e.g., user 101), e.g., flexing
the arm at the elbow, may create biometric signals that are
consistent with recorded biometric signal data (e.g., as
previously recorded 1n memory 104). Such motion inten-
tion may be conducted on behalf of the user that 1s separate
from another motion intention. As illustrated for FIG. 2D,
the flexion at the elbow motion may be combined with the
supination and/or pronation of the wrist. As a whole and 1n
a sequence, these user-specific and user-selected motions
may be used by the processor 104p to generate or determine
virtual representation of the intended motion 108v¥ In some
embodiments, the virtual representation will move virtual
avatar 109ev 1n holographic space or virtual space, e.g., as
visible via user-interface 116w.

Additionally, or alternatively, a user-specific motion may
be defined as one or more unique motions or motion
intentions as defined by the user, e¢.g., by configuration via
the user-intertace 116#«. In some cases, the motion or motion
intentions are defined by the user (e.g., user 101) or, 1n some
embodiments, by a second user that has the capacity and/or
authorization to input information into the biometric enabled
virtual reality system 100, to be stored 1n memory 104:m.
This allows a caregiver, provider, physician, or otherwise
authorized person(s) to momtor, create, or define the bio-
metric signal data as generated by the user (e.g., user 101).

FIG. 3 1s a block diagram illustrating an example bio-
metric enabled virtual reality method 300 of creating a
physiological profile (e.g., physiological profile 105) of a
user (e.g., a user-specific profile of user 101) based on the
biometric signal data of the user, in accordance with various
embodiments herein. That 1s, biometric enabled wvirtual
reality method 300 comprises creating, by computing
instructions implementing an algorithm of method 300 and
as 1llustrated by blocks of FIG. 3, a physiological profile 1035
based on the analysis of the biometric signal data 103. In
various embodiments the physiological profile 105 may be
stored 1n memory 104m. Method 300 may be used to
generate the physiological profile for use by the systems and
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methods described herein, including as described for FIGS.
4 and/or 5. In various embodiments, a processor (e.g.,
processor 104p) 1s communicatively coupled to a biometric
detection device (e.g., biometric device 102) and 1s config-
ured to create the physiological profile of the user (e.g., user
101) based on the biometric signal data (e.g., biometric

signals and/or data 103, 110, and/or 1107) of the user.
In various embodiments, method 300 initiation, genera-
tion, and/or modification of a physiological profile (e.g.,

physiological profile 105) of a user by an adaptive learming
component (e.g., a machine learning model 123), configured
to 1dentity user’s 101 specific intentions to activate one or
more muscles (e.g., as determined or detected from biomet-
ric signals and/or data 110). The machine learning model
123 continuously analyzes biometric signal data (e.g., bio-
metric signals and/or data 103, 110, and/or 1107) of the user
and may update, generate (or regenerate) a user’s initial
profile 114 associated with the user. The 1nitial profile 114 1s
used to generate a user-specific, physiological profile 105 of
the user. Such updating, generating, or regenerating may
occur as the user 101 continues to use a biometric enabled
virtual reality system 100, such as biometric enabled virtual
reality system 100 as described herein for FIG. 1A. Over
time, additional data (e.g., biometric signals and/or data 103,
110, and/or 110:) may be collected and/or stored in the
memory 104. The data may be used to train (or retrain)
machine learning model 123 to predict, classity, or other-
wise determine muscle intention(s) of the user to i1dentily
when a user (e.g., user 101) activates one or more muscles
(e.g., as determined or detected from biometric signals
and/or data 110).

Machine learning model(s), such as machine learning
model 123, may be created and trained based upon example
(e.g., “tramning data™,) inputs or data (which may be termed
“features” and “labels”) in order to make valid and reliable
predictions or classifications for new inputs, such as testing
level or production level data or mnputs. In supervised
machine learming, a machine learning program operating on
a server, computing device, or otherwise processor(s), may
be provided with example 1nputs (e.g., “features™) and their
associated, or observed, outputs (e.g., “labels”) 1n order for
the machine learning program or algorithm to determine or
discover rules, relationships, or otherwise machine learning
“models” that map such inputs (e.g., “features™) to the
outputs (e.g., labels), for example, by determining and/or
assigning weights or other metrics to the model across 1ts
various leature categories. Such rules, relationships of the
model may then be provided subsequent 1inputs in order for
the model, executing on a computing device, or otherwise
processor(s) (e.g., processor 104p), to predict, based on the
discovered rules, relationships, or model, an expected out-
put.

In unsupervised machine learning, the server, computing
device, or otherwise processor(s), may be required to find 1ts
own structure in unlabeled example inputs, where, for
example multiple training iterations are executed by the
computing device, or otherwise processor(s), may be
required to find 1ts own structure i1n unlabeled example
inputs, where, for example multiple training iterations are
executed by the computing device, or otherwise processor(s)
to train multiple generations of models until a satisfactory
model, e.g., a model that provides suflicient prediction
accuracy when given test level or production level data or
inputs, 1s generated. The disclosures herein may use one or
more of such supervised or unsupervised machine learning
techniques.
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For example, in FIG. 3 the machine learning model 123
may be loaded in memory 104 and may be trained with
biometric signal data (e.g., biometric signals and/or data
103, 110, and/or 110{) as analyzed from the biometric
signals collected by biometric detection device 102 and as
collected from the user 101. Once trained, machine learning
model 123 may then recognize the user-specific intention to
activate one or more muscles (e.g., as determined or detected
from biometric signals and/or data 110), which may be based
on analysis of muscle intention 112. The machine learning
model 123 may then recerve further or new biometric signal
data (e.g., new biometric signals and/or data 103, 110, and/or
110:), wherein the biometric signals from the user 101 may
be detected as a given user-specific and/or user-selected
motion, which may then be associated with the analysis of
muscle intention 112, to more accurately 1dentily the user-
specific intention to activate one or more muscles (e.g., as
determined or detected from biometric signals and/or data
110).

In some embodiments, machine learning model 123 may
be retrained or updated based on new biometric signal data
(c.g., new biometric signals and/or data 103, 110, and/or
1107) of the user 1n order to optimize the machine learning
model 123 for the 1dentification or detection of user-specific
intentions to activate one or more muscles (e.g., as deter-
mined or detected from biometric signals and/or data 110)
and/or to 1improve the quality of the analysis of muscle
intentions 112, which 1s further described herein for FIG. 5.

It 1s to be understood that FIG. 3 represents an example
of using a machine-learning model to generate or modily a
user’s physiological profile, and that additional or diflerent
techniques (e.g., non-machine learning based techniques,
such as procedural code or programmed logic) may be used

to generate or modily a user’s physiological profile.

In reference to FIG. 3, the execution of the algorithm of
method 300 by processor 104p causes the processor 104p to
bind biometric signal data (e.g., biometric signals and/or
data 103, 110, and/or 110:) to 1nitial profile 114 of user 101.
The binding (e.g., storage or collection) of the biometric
signal data can improve the eflicacy of the binding should
the biometric signal data demonstrate the intention to acti-
vate one or more muscles (e.g., as determined or detected
from biometric signals and/or data 110), especially 1n sub-
sequent temporal events wherein the same intention to
activate one or more muscles (e.g., as determined or detected
from biometric signals and/or data 110) occurs.

In some embodiments, biometric soltware component
(e.g., stored in memory 104m and comprising computing
instructions) may comprise a user-interface (e.g., a user-
interface 116«) configured to receive one or more selections
of the user 101 for customizing operation of biometric
enabled virtual reality system 100. User-interface 116z may
comprise various kinds or types, especially 1n relation to the
user’s specific needs. For example, in some embodiments,
user-interface 116z may comprise a button user interface
(not shown), such as a depressible and/or toggle button or
switch, that when pressed causes the biometric enabled
virtual reality system 100 to operate in different modes
and/or states (e.g., calibration mode, activity mode, virtual
reality mode, mobile mode, etc.). For example, the learning
mode may be toggled or selected when the user trains the
biometric enabled wvirtual reality system’s 100 machine
learning model 123 to more effectively detect, record, and/or
recognize when the user’s 101 biometric signal data (e.g.,
biometric signals and/or data 103, 110, and/or 110:) dem-
onstrate the intention to activate one or more muscles (e.g.,
as determined or detected from biometric signals and/or data
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110) subsequent to, or 1n accordance with, the analysis of
muscle 1intention 112 as described herein.

Additionally, or alternatively, a user interface (e.g., user
interface 116#) may comprise a virtual user interface (e.g.,
a visual iterface) configured to display at least a portion of
the initial profile 114. Such wvirtual user interface may
comprise a graphic user interface (GUI). Additionally, or
alternatively, the GUI may demonstrate the virtual visual
field of the user 116fv 1n virtual reality, and/or on an external
screen. Furthermore, the virtual user interface may comprise
(a) a customized software command editing function, (b) a
calibration or training button, and/or (c¢) a biometric detec-
tion device apparatus manager. For example, the customized
soltware command editing function may be rendered via a
GUI or screen of the biometric enabled virtual reality system
100 (e.g., on a wearable device such as an arm band, watch,
mobile device screen, virtual reality headset, projector, or
augmented reality headset). This customized software com-
mand editing function may allow a user (e.g., user 101) to
edit parameters and/or configurations of the biometric detec-
tion device 102, the user interface device 116ud, or other
aspects of the biometric enabled virtual reality system 100
for eflecting or increasing performance and fidelity of bio-
metric enabled virtual reality system 100. This may include
editing the types, numbers, or characteristics of predeter-
mined motions available by the biometric enabled virtual
reality system 100 or that are stored in the memory 104:m.
Additionally, or alternatively, this may include user input
(e.g., from user 101) to select, create, or otherwise modulate
the current availability of predetermine motions that the
biometric enabled virtual reality system 100 will use to
prompt a user.

A calibration procedure 115 may be configured, e.g., by
the user, to include new, modulated, or alternative motions
to a list of predetermined motions that are stored in the
memory 104m. In subsequent usage, when the user (e.g.,
user 101) 1s utilizing the system 100, the previously added
new, modulated, or alternative motions (e.g., as stored in
memory 1042) may be used for analysis of muscle intention
112 to determine the intention of the user to activate one or
more muscles (e.g., as determined or detected from biomet-
ric signals and/or data 110). Calibration procedure 115 may
allow a user to set up, tramn, or otherwise configure the
biometric enabled wvirtual reality system 100. In some
embodiments, this intention, as determined {from calibration
procedure 115, can then be represented in the virtual avatar
109¢v to demonstrate the virtual representation of an
intended motion (e.g., virtual avatar modulation 108).

As a still turther example, an apparatus manager GUI of
the biometric enabled virtual reality system 100 may be
rendered via a GUI, screen, projector, or in virtual reality via
a VR headset or display screen. The user (e.g., user 101) may
access the apparatus manager GUI to adjust the sensitivity of
the biometric detection device 102 (e.g., to detect the degree
or fidelity to which biometric signals are detected), to read
and analyze biometric signal data, to visualize live biometric
signals, the update or change user profile 114, to filter
biometric signal data, to alter physiological profile 105
settings stored 1n memory 104, and/or adjust parameters
that control the type(s) of control mechanisms used by
biometric detection device 102.

In other embodiments, biometric detection device 102
may be tailored to the anatomy of the user 101 to generate
a completely unique configuration for the user. The biomet-
ric enabled virtual reality system 100 may be further con-
figured to allow for unique arrangements of the biometric
detection device 102 by training the machine learning model
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123 to optimize an analysis of muscle intention 112 of the
user as detected through the biometric signals of the user
101. In similar embodiments, the user interface 116« allows
the user 101 to enable certain aspects of the system 100 to
allow for optimized biometric control and the detection of
biometric signals. For example, optimization may occur
when the user 101 provides at least one of the following data
points (e.g., stored in the memory 104): (a) number of
biometric sensors, (b) location of biometric sensors, (c)
physiological profile information, and/or (d) calibration or
biometric motion data.

The biometric enabled virtual reality system 100, 1n some
embodiments, may be configured to output a virtual repre-
sentation of an intended motion 108vr, as based on biometric
signal data of the user. For example, once biometric signals
have been detected by the biometric detection device 102,
processor 104p performs an analysis of muscle intention 112
based on the biometric signals. If 1t 1s determined that the
user 101 has mtended to activate one or more muscles (e.g.,
as determined or detected from biometric signals and/or data
110), the biometric signal data 1n correspondence with the
intention to activate one or more muscles (e.g., as deter-
mined or detected from biometric signals and/or data 110)
may be stored in the memory 104 to build a data library for
the user profile 114 and/or physiological profile 105. Once
the muscle intention has been analyzed and the intention to
activate one or more muscles (e.g., as determined or detected
from biometric signals and/or data 110) has been linked to
a specific motion, the virtual avatar 109ev may be modulated
or controlled by the processor 104p to demonstrate the
virtual representation of the intended motion 108vr via user
interface 116u. The virtual representation of the intended
motion 108v» may include one or more intentions to activate
one or more muscles (e.g., as determined or detected from
biometric signals and/or data 110), and can be described as
a complex motion wherein the intended movement 1s acti-
vating muscles that articulate about one or more skeletal
joints. In some embodiments, the virtual representation of
the mtended motion 108vr 1s present in the virtual visual
field of the user 116fv within either holographic, virtual 2D,
or virtual 3D space. For example, the virtual representation
of the intended motion 108v» may be visible through a VR
headset, mobile device, display screen, projector, or other-
wise visual manifestation device, such as those described
herein, to demonstrate a motion of the user 101 1n kinematic
awareness space about the user 101.

As an example, and with reference to FIGS. 1A and 3,
biometric detection device 102 1s in superficial contact 120
with user 101 about the upper arm (e.g., roughly around the
location of the brachialis muscle). User 101 has had an
amputation below the elbow (e.g., amputated extremity
109¢), that 1s missing the corporeal components of the
forearm and wrist. In a visual field of the user 116/, the user
101 can see 1n real or ordinary space (without user interface
device 116ud) the amputated arm below the elbow. The user
has kinematic awareness positioning of the elbow about the
user 101. Through user interface 116«, the user 101 sees or
experiences a virtual avatar 109ev superimposed, in virtual
space, over a virtual representation of the amputated extrem-
ity 109¢. The virtual space 1s a virtual field of view 116/v that
corresponds to the user’s visual field 116/ 1n ordinary space.
The virtual avatar 109ev superimposed, 1n virtual space,
over a virtual representation of the amputated extremity
demonstrates or displays to the user an entire, intact extrems-
ity as 1f 1t were not amputated. The user interface 116w
and/or the virtual visual field of the user 116fv provides the
user (e.g., user 101) with a user motion prompt 124 to
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contract the brachialis muscle. If the user 101 creates
biometric signals, that subsequent to analysis for muscle
intention 112, demonstrate the intention to activate one or
more muscles (e.g., as determined or detected from biomet-
ric signals and/or data 110) in correspondence with the
user’s 101 i1mtial profile 114 for biometric signal data
denoting the contraction of the brachialis muscle, then
processor 104p will render or modulate virtual avatar 109ev
to demonstrate or represent a virtual representation of the
intended motion 108vr on user interface 116w«. In this case,
the virtual visual field of the user 116fv would show user 101
the virtual arm contracting at the elbow with the corporeal
components of the forearm and wrist intact. Based on the
biometric signal data, the processor 104p may modulate the
speed, 1ntensity, type of contraction (e.g., 1sometric, eccen-
tric, or concentric muscle contraction), direction of contrac-
tion, combination of one or more muscle contractions,
duration of contraction, and/or location of the virtual avatar
109¢v 1n the virtual visual field of the user 116fv. In the
present example, the virtual representation of the intended
motion 108vr, being superimposed over the amputated
extremity of the user (e.g., user 101), would then demon-
strate the contraction of the brachialis muscle in the virtual
visual field of the user 116fv to imitate how the contraction
would appear, and feel, kinematically to the user 101 1n the
virtual visual field of the user 116/v as 1f the user 101’s
extremity 109e were not amputated, thereby providing kKine-
matic awareness in holographic, 2D, or 3D virtual space.

The above example may be further applied when user 101
generates any amount, frequency, or duration of biometric
signals that can be gathered by the biometric detection
device 102. In certain embodiments, one or more sensors of
biometric detection device 102 may be present to collect
biometric signals from multiple different locations about the
user 101 (e.g., as described for FIG. 2C), allowing the
biometric enabled virtual reality system 100 to classity the
intention to activate one or more muscles (e.g., as deter-
mined or detected from biometric signals and/or data 110)
about one or more corporeal components, which can be
turther utilized by the processor 104p to create complex
virtual representations of the intended motion 108vr, or
represent different motions that are overlapping temporally.
For example, the system 100 could create a virtual repre-
sentation of the mtended motion 108vr of the user 101 to
contract the deltoid, causing shoulder flexion, and subse-
quently followed by the contraction of the brachialis muscle
to create a virtual representation of the arm bending at the
clbow while the entire arm 1s presented virtually and kine-
matically to the user (e.g., via user interface 116«) to be 1n
a state of shoulder flexion. In the present example, the
motion can be further enhanced 1f the user 101 also intends
to perform pronation or supination of the forearm, along
with flexion of the wrist and/or fingers, especially at the
same time of brachialis muscle contraction. It 1s to be noted
that the biometric enabled virtual reality system 100 1s not
limited by the location or contraction of a specific group of
muscles, and the above example 1s to demonstrate the
system’s 100 capabilities of categorizing and analyzing the
biometric signals of the user 101 to create a virtual repre-
sentation of an itended motion 108vr that may be complex
in the amount of muscles activated (and the amount and/or
type of biometric signals and/or data collected and used by
system 100) over a particular temporal segment.

When the user 101 has either initiated the calibration
procedure 115 or 1s 1n active use of user interface device
116ud through the user interface 116w, the user interface
116u may provide the user (e.g., user 101) with a user
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motion prompt 124 (e.g., as described for FIG. 6). The user
motion prompt 124 may have the user 101 perform an action
within virtual space (e.g., such as to reach down and pick up
an object, supinate the hand, contract the brachialis, etc.).
Upon the user 101 performing the motion that was intended
by the user motion prompt 124, the intention to activate one
or more muscles (e.g., as determined or detected from
biometric signals and/or data 110) may cause the processor
104p to create a virtual representation of the intended
motion 108vr in correspondence with the user motion
prompt 124. Should the analysis of the muscle mntention 112
determine that the correct motion was conducted by the user,
in some embodiments, the processor 104p may determine to
store the associated biometric signals and/or data in the
memory 104 1n correspondence with the motion indicated
by the user motion prompt 124. In subsequent prompts,
wherein the biometric enabled virtual reality system 100
prompts the user to do a motion that has already been
conducted, the previously stored biometric signal data in the
memory 104 may be used as empirical data to more
accurately determine the characteristics of the intention to
activate one or more muscles (e.g., as determined or detected
from biometric signals and/or data 110) on behalf of the user
101, especially during the analysis of muscle intention 112.

Virtual Avatar Creation

The following description describes example benefits and
advantages of a biometrically controlled virtual reality sys-
tem that allows a user to create and/or modulate a virtual
avatar without a video capturing component.

In many of the preferred embodiments, the virtual avatar
as represented in virtual space maintains relative temporal
positioning to the user 1 ordinary space to resemble 1n-time
movements. The user’s actions are mimicked based on the
positioning of the sensors of the biometric detection device

102 as described for FIGS. 1B and 1C. In particular, the

position of the sensors of the biometric device can collect
and/or record signals of particular body parts, at specific
locations on the user’s body, each of which can provide a
map or sensor map ol different signals that processor 104p
and/or machine learning model 123 can use to detect specific

signals and/or actions. In these embodiments, the temporal
aspect of mimicry 1s configured to represent the user’s
intentions to activate one or more muscles at the moment of
intention provides the user with more control over the
biometric system along with the prior art, as described
herein.

For example, a user (e.g., 1n some embodiments, user 101)
1s a wheelchair user, as described for FIG. 7, and would like
to modulate their virtual avatar within a virtual chat room of
their choice. Within thus virtual chat room, the user, along
with the other attending members, are depicted as cartoon
humanoids that may walk, chat, or otherwise move within a
virtual open space. The user, being a wheelchair user,
traditionally would only be able to have themselves natu-
rally depicted as a wheelchair user within the virtual space.
However, with the biometric enabled virtual reality system,
the user may choose to modulate their avatar to appear
ambulatory and upright, as if not in a wheelcharr.

In accordance with the above example, the user couples
the biometric detection device (e.g., biometric detection
device 102) with one or more muscles that the user may use
to later indicate a motion. In this example, the indicated
motion may correspond to moving one or more legs 1n a
torward direction within the virtual space. Thus, as the user
generates muscle intentions that correspond to moving one
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or more legs 1n a forward direction, the virtual avatar will
demonstrate the same motions as indicated within virtual
space.

In continuance with the above example, especially with a
wheelchair user, the biometric detection device may be
configured to collect biometric signal information directly
from the user’s legs. In the event that the user 1s capable of
generating an itention to activate one or more of their leg
muscles, the biometric detection device can then be config-
ured to coordinate these intentions with the modulation of
the virtual avatar—allowing the user to activate their lower
extremity muscles to modulate the virtual avatar even 1n the
cvent that the wheelchair user 1s not able to manifest a
muscle movement.

In some embodiments, the biometric detection device 1s
configured to detect signals from a diflerent part of the user’s
body than what the system will output as a virtual avatar
modulation event. For example, a wheelchair user has one
atrophied leg and one amputated leg. The biometric detec-
tion device may be customized to collect biometric signal
data from the atrophied leg, corresponding to the 1psilateral
leg 1n the virtual avatar representation, whereas the rest of
the biometric detection device 1s configured to collect bio-
metric signal data from the user’s abdomen, corresponding
to the amputated leg in the virtual avatar representation,
thus, providing the user with control over multiple extremi-
ties 1n virtual space, or holographic space, irrespective of
them having the ability to initiate an intention to activate one
or more muscles 1 only a single extrematy.

In further embodiments as described herein, the biometric
detection device may be configured to collect biometric
signals 1n relation to a user’s motion, pain, and/or accelero-
metric information to determine the movement of a user in
space.

In many preferred embodiments, the user 1s capable of
training the virtual reality enabled system (e.g., traiming
machine learning model 123) to couple one or more series
of biometric signal data (e.g., biometric signal data corre-
sponding to quadricep flexion) to virtual reality movement
ol one or more virtual avatar representations (e.g., quadricep
flexion of the virtual avatar representation). In many of these
embodiments, the activation of one or more muscle groups
may correlate mstead with a general command for the virtual
avatar, with non-limiting examples such as “walk forward”,
“stand”, “handshake”, “smile”, etc.

In an embodiment, the system 1s configured to overlay,
and/or replace, the user’s associated third-party camera
capture output with the resultant virtual avatar and the
associated representations thereof as provided by the col-
lection of biometric signal data. In these embodiments, the
system may replace what would have traditionally been a
camera-image output with the virtual avatar as generated by
the system based on the biometric signal data of the user, and
without the use of a camera.

FIG. 4 1s a block diagram illustrating an example bio-
metric enabled virtual reality method 400 for detecting one
or more user intentions and modulating virtual avatar control
based on the one or more user itentions for creation of one
or more virtual avatars or objects 1n holographic, 2D, or 3D
virtual space, 1n accordance with various embodiments
herein. Method 400 represents an algorithm or computing
instructions that may be stored on a memory (e.g., memory
104::2) and that 1s expectable by a processor (e.g., processor
1042). More generally, method 400 1llustrates a creation and
modulation protocol for a virtual avatar in accordance with
the various embodiments described herein. Biometric
enabled virtual reality method 400 provides accurate control
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of an avatar 1n a virtual reality space, e.g., through a user
interface. Method 400 may be implemented by biometric
enabled virtual reality system 100 describe herein.

Biometric enabled virtual reality method 400 comprises
determining, based on analysis of a biometric signal data of
a user, a virtual representation of an intended motion of the
user corresponding to an intention of muscle activation of
the user, the biometric signal data collected by a biometric
detection device. In various aspects, determining the virtual
representation of an itended motion of the user may com-
prise creating the virtual representation of an intended
motion of the user for placement of a virtual avatar and/or
object 1n virtual space or holographic space (e.g., in virtual
2D or 3D space). This 1s generally described for the various
blocks (e.g., user 101 and analysis of muscle intention 112)
of FIG. 4. For example, biometric signals (e.g., biometric
signals and/or data 103, 110, and/or 110:, whether filtered or
non-filtered) as illustrated by FIG. 4 may comprise biomet-
ric signal data 103 as detected biometric signals from the
user (e.g., user 101). Such signals may be captured, col-
lected, detected, or otherwise sensed by biometric detection
device 102. Biometric detection device 102 may comprise
various sensors, electrodes, leads, or the like for collecting
the biometric signals from the user, where such sensors,
clectrodes, leads, etc., may comprise, for example, at least
ol: (a) one or more electromyographic electrodes, (b) one or
more 1nertial measurement units, (¢) one or more acceler-
ometers, (d) one or more barometers; (€) one or more
ultrasonic sensors, () one or more inirared sensors, (g) one
or more pressure sensors, (h) one or more electroencepha-
logram electrodes, (1) one or more electrooculogram sensors,
or (1) one or more scleral search coils.

In various embodiments, a user-specific intention of user
101 to activate one or more muscles, or biometric signals or
biometric signal data 103 thereof, may comprise at least one
ol: eccentric contraction of one or more muscles or muscle
groups ol a user (e.g., user 101); concentric muscle contrac-
tion of one or more muscles or muscle groups of a user (e.g.,
user 101); and/or 1sometric contraction of one or more
muscles or muscle groups of the user (e.g., user 101). Such
activity (e.g., any one or more types ol contraction of a
muscle and/or muscle groups) may cause electromyographic
(EMG) signals to be produced by the user (e.g., user 101) 1n
the form of biometric signals, being made available for the
biometric detection device 102 to detect. Furthermore, such
activity (e.g., any one or more types of contraction of a
muscle and/or muscle groups) may cause additional biomet-
ric signals to become produced by the user (e.g., user 101),
including but not limited to accelerometric, ultrasonic, optic,
clectric, temporal, thermal, and/or fluidic cues for detection
by the biometric detection device 102.

At block 111, the biometric signal data 103 may be
received by and/or processed by processor 104 to determine
whether a specific muscle intention 1s present. If no such
intention 1s present, then the biometric signal data 103 may
be stored 1n memory 104m for later processing (e.g., for
training machine learning model 123).

If a muscle intention 1s present, then processor 104p may
begin an analysis of muscle intentions 112. For example,
analysis of muscle intentions 112 comprise processor 104p
determining or detecting whether specific signals (e.g., bio-
metric data 110 as described for FIGS. 2A-2C) are present.
An 1ntention of muscle activation of a user (e.g., user 101)
may comprise one or more of: (a) a concentric muscle
contraction, (b) an isometric muscle contraction, (¢) an
eccentric muscle contraction, or (d) an activation of neurons
in a specific location on the user’s body, the activation
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invoked by the user, intending to activate a muscle, regard-
less of whether or not muscle activation occurs. For inten-
tion of muscle activations that involve activation of neurons,
such neurons may comprise of at least one of; (a) motor
neurons, (b) neurons mnervating one or more muscles; (c)
interneurons, (d) sensory neurons, and/or (€) nociceptors.

Such analysis of muscle intentions 112 may be stored in
memory 104 for current or later processing (e.g., for use of
or for training of machine learning model 123).

Biometric enabled wvirtual reality method 400 further
comprises modulating, based on the virtual representation of
the intended motion and by a biometric software component
comprising computational instructions configured for execu-
tion by a processor, virtual avatar control or output. This 1s

generally described for items 108, 108vr, 109¢v, and 118 of
FIG. 4. In particular, 1n the embodiment of FIG. 4, analysis
of muscle mtentions 112 cause processor 104p to analyze
biometric signal data for modulation of a virtual avatar
109¢v. In various embodiments, modulation may comprise
control, output, and/or creation of a virtual avatar or object
(e.g., an object manipulated by the user in 2D or 3D virtual
space). For example, in embodiments or stages where a
virtual avatar 109ev, such as a graphic, VR graphic, or other
image representing the user’s extremity 109¢ has not yet
generated, biometric enabled virtual reality method 400
creates (118) the virtual avatar 109ev.

For example, biometric enabled virtual reality method
400 comprises creating (118), based on the virtual avatar
control or output, at least one of a virtual avatar representing
one or more aspects of the user (e.g., extremity 109¢) or an
object mampulated by the user 1n holographic, virtual 2D
space, or a virtual 3D space. Virtual avatar control or output
comprises processor 104p creating or modilying a virtual
avatar (e.g., virtual avatar 109ev) and/or controlling the
virtual avatar 109ev in holographic, 2D, or 3D virtual space
based on biometric data 103 of the user. A virtual avatar
(e.g., virtual avatar 109ev) may comprise at least one of: (a)
an avatar portion of a muscle group or an anatomy of the
user, or (b) an avatar rendered 1n holographic, 2D virtual
space, or 3D virtual space depicting the user corporeally
different than the user appears 1n ordinary space. In addition,
creating the virtual avatar comprises categorizing or classi-
ftying one or more types of user mtended motions corre-
sponding to the biometric signal data of the user. Still
turther, a virtual avatar 1s created or configured for rendering
or controlling 1n holographic virtual 2D space, or the virtual
3D space. In particular, creating (118) virtual avatar 109ev
comprises generating graphics or images based on the
biometric signal data, where, for example, the various sen-
sors, as attached to user 101, provide data to processor 104p
such that processor, based on biometric signal data, and the
positions of the sensors of biometric detection device 102
(e.g., as described for FIGS. 1B and 1C), 1s able to map, 1n
holographic, 2D, or 3D virtual space, a position of the user’s
extremity 109e. From the mapping, processor 104p may
generate, and superimpose on extremity 109e, virtual avatar
109¢v as viewable 1n holographic, 2D, or 3D virtual space
via user interface 116« 1n the virtual visual field 116fv of the
user. In particular, processor 104p may then provide a virtual
representation of the mmtended motion 108vr of the virtual
avatar in holographic, 2D, or 3D virtual space. In various
embodiments, the virtual avatar may be configured for
display on a virtual interface (e.g., user iterface 116«) such
that the virtual avatar 1s rendered on the virtual interface as
part of a picture, a motion picture, a video, a video game, or
one or more 1mage frames.
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In various embodiments, biometric enabled virtual reality
method 400 comprises creating (118) a virtual avatar or the
object 1n holographic, virtual 2D space, or the virtual 3D
space based on at least one of: (1) the biometric signal data
of a user (e.g., biometric data 103), and (2) user-specific
specifications as provided by the user. The user-specific
specifications may be provided by the user as described
herein for FIG. 3. For example, the user-specific specifica-
tions may include at least one of: visual characteristics of the
virtual avatar, or auditory characteristics of the virtual ava-
tar, and wherein the user-specific specifications are select-
able by the user from a predetermined list. Processor 104p
may be configured to create a physiological profile (as
described for FIG. 3) of the user based on the biometric
signal data of the user, where the physiological profile
includes the user-specific specifications.

Once created, or otherwise determined, additional virtual
avatar modulation 108 of virtual avatar 109ev may occur 1n
holographic, 2D, or 3D wvirtual space. For example, such
modulation of a virtual avatar 109ev may comprise at least
one of: (a) changing a color of the wvirtual avatar; (b)
changing one or more dimensions of or distorting the virtual
avatar; (c) translating the virtual avatar; (d) rotating the
virtual avatar; (e) reflecting the virtual avatar about a pre-
determined axis; or (1) performing dilation on the virtual
avatar.

In additional embodiments, virtual avatar modulation 108
of a virtual avatar (e.g., virtual avatar 109ev) may mvolve
rendering of virtual avatar 109ev on user interface 116 for a
variety of purposes and/or contexts. For example, a virtual
avatar (e.g., virtual avatar 109¢v) may be rendered via a
virtual interface (e.g., user interface 116u) as representing at
least one of the intention of muscle activation of the user or
a motion of the user. In some embodiments, the virtual
interface (e.g., user interface 116«) may be configured to be
accessed or controlled by one or more additional authorized
persons. In such embodiments, the virtual interface 1s con-
figured to provide the additional authorized persons with one
or more of: (a) display of the biometric signal data of the
user or profile records, or; (b) mput to provide the user with
cues, notifications, questionnaires, and/or messages through
the virtual interface.

In some embodiments, a virtual avatar may comprise an
avatar or object depicted with one or more graphical features
selected by a user (e.g., user 101). The one or more graphical
features may be rendered as part of the virtual avatar in the
2D virtual space or 3D virtual space.

Kinematic Awareness and Phantom Limb Pain Treatment

The disclosure further describes use of biometric or
biosignal detection devices (e.g., biometric detection device
102), and related biometric enabled virtual reality systems
and methods, that utilizes a user’s intention to move an
extremity (e.g., extremity 109¢) to augment a virtual avatar
(e.g., virtual avatar 109ev) without the need of a visual cue
or reference. Through the usage of advanced biometric
detectors, the systems and methods disclosed herein mea-
sure a user’s (e.g., user 101) intention to contract a muscle;
specifically, through the measurement of biosignals (e.g.,
biometric data 103, 110, and/or 110:) that indicate a physi-
ological intention for a muscle group to contract.

For example, every tissue in the body 1s electrically
active. When a user attempts to initiate a movement, the
associated muscles generates electromyographic (EMG)
clectrical signals with characteristics corresponding to the
number ol muscle fibers, the mtensity of the movement, and
duration for which the intended muscles are to contract.
Such signals are described herein, for example, for FIGS.
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1A-C and 2A-BC. By measuring such signals, or with
signals similar to these, the systems and methods disclosed
herein uses machine learning and pattern recognition algo-
rithms (e.g., machine learning model 123) to identity the
user’s mtention to activate a specific muscle group—even i
the 1ntention 1s not strong enough, or the user 1s unable, to
provide movement. This aspect becomes increasingly rel-
evant for users that require physical rehabilitation or require
kinematic awareness cues to treat an ailment or condition.

In accordance with the disclosure herein, the number of
muscle fibers that are recruited to perform an action as
intended by the user are largely influenced by the number of
motor neurons innervating said muscle fibers. In many
embodiments, a number of muscle fibers that are attempting
to be recruited to perform a user intention (e.g., flexing a
muscle) may be correlated with the perceived efiort on
behalf of the user to perform said user intention. Further-
more, the location of muscle fibers that are recruited to
perform a user intention, based on the specific configuration
of the biometric detection device, may allow the system to
determine which muscle fibers are being recruited to per-
form a muscle contraction, especially in correspondence to
particular muscles and/or muscle groups. In these embodi-
ments, the system may use the location of recruited motor
neurons, neurons, and/or muscle fibers (as determined by a
proximity or location of sensors, for example, as described
for FIGS. 2A-2C herein) to determine the intended motion
of the user. Subsequent to the i1dentification of the user’s
intention to activate one or more muscles, and the i1dentifi-
cation ol said muscles, the system, as mmitiated by the
processor, may determine the mtended motion on behalf of
the user.

In an example 1n accordance with the disclosure herein, a
biometric detection device (e.g., biometric detection device
102) may receive biometric signal data from the user that
corresponds with the brachioradialis muscle. In such
examples, the biometric enabled virtual reality system 100,
as described herein, may determine that the user 1s attempt-
ing to perform elbow tlexion, indicating to a processor (e.g.,
processor 104p) to modulate a virtual arm to perform elbow
flexion 1n accordance with the collected biometric signal
data, regardless 1f the user 1s able to perform elbow flexion
in ordinary space. In the same example, if the biometric
detection device recerves information that many motor neu-
rons are attempting to recruit muscle fibers, the resulting
virtual avatar may represent a more forceful or stronger level
of elbow flexion; this aspect becomes especially relevant
when determining the amount of intended output strength as
initiated by the user. In the same example still, 1 the
biometric detection device receives information relating to
fewer motor neurons 1innervating muscle {ibers being
recruited, that the user 1s attempting to perform an 1sometric
contraction—as 1 to hold an object 1n virtual space. The
above example 1s intended to be explanatory, and should not
be construed as limiting in any fashion.

In the case of a user having an amputation, sometimes the
user will experience pain associated with the body part that
was amputated—even though there 1s no physical limb to
represent 1t. This 1s a phenomenon referred to as Phantom
Limb Pain (PLP). Although a component of the body may be
amputated, in certain users, the nerves that would typically
inervate an extremity may still be intact with the muscles
in which they are coupled. Thus, a patient’s phantom limb
pain could be treated through *“tricking” the brain that the
body component 1s still, in fact, mntact. This 1s done through
the user contracting the muscles that correspond to the
amputated body component while providing the brain with
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a kinematic awareness cue of the body component as 1f 1t
were 1ntact (e.g., a visual representation of the amputated
limb). Traditionally, this kinematic awareness cue of the
body component 1s created through recording the uninjured
body component with a camera and recreating the image
superimposed over the ijured body component. The user
would simultaneously move the uninjured body component
while attempting to contract the mnjured component, creating,
a synchronous muscle contraction, visual cue, and activation
of the innervating nerves—causing the brain to interpret the
kinematic awareness cue as if the limb were not amputated,
and 1n fact, performing movement the brain would expect
through the corresponding muscle contraction. By providing,
the brain with a kinematic awareness cue of an amputated
limb, research has demonstrated statistical significance in
reducing the amount of phantom limb pain perceived by the
user. The biometric enabled virtual reality systems and
methods disclosed herein provide for measuring the inten-
tion of contracting a particular muscle group without using,
an umnjured body component as a visual reference via
camera, mirror retlection, or similar visual recording tech-
nology.

In some embodiments and configurations as described
herein, the user may have undergone rehabilitative surgery
to 1mprove their capacity to utilize one or more of their
muscles (e.g., Targeted Muscle Remnervation “TMR™),
wherein a nerve or series of neurons are moved, reattached,
or repurposed to innervate a target muscle. The target muscle
may present as being different than the muscle the nerve or
neurons were 1nitially intended to innervate. In these
embodiments and configurations, the biometric enabled vir-
tual reality systems and methods disclosed herein may be
configured to collect biometric signal data from the newly-
innervated muscle and determine a user-specific movement
in accordance with the location and purpose-function of the
newly mnervated muscle. It 1s to be understood by persons
having ordinary skill in the art that such configurations are
infinite 1n permutations, and the system’s algorithms have
been designed as such to allow for customizability and
modularity to allow such vast quantities of permutations
without sacrificing the user’s capacity to biometrically con-
trol a virtual avatar.

The systems and methods disclosed herein do not require
an uninjured body component as a reference to create a
kinematic awareness cue to superimpose over the injured
body component. Instead, the systems and methods dis-
closed herein uses biometric detectors to measure the body
component’s physiological signals to detect the intention for
a muscle contraction directly. Thus, 1 a patient has a
bilateral amputation, the systems and methods disclosed
herein can be used on one, or both extremities, to create
independent superimposed images of the body components,
thus allowing the kinematic awareness cues to be controlled
separately. Furthermore, more in-depth analytics such as
contraction magnitude, limb ornentation, complex move-
ment 1dentification, and gestures can be discerned through
the biometric signals that are collected from the patient’s
injured body component. These biometric signals may then
be used by the biometric enabled virtual reality systems and
methods disclosed herein to create a virtual avatar of the
injured body component, and through virtual space, project
the avatar over where the user’s body component would
traditionally be; thus, creating a kinematic awareness cue of
the injured body component without the need of a reference
extremity. The avatar in virtual space may be embodied as
a representation of the user’s extremity, a representation of
the biometric signals collected from the biometric detection
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device, an object to be controlled or manipulated, or simply
a display of the user’s intent to activate a muscle group.

For example, a user that has bilateral upper extremity
amputations at the wrist would have the capability of
creating a kinematic awareness cue in virtual reality through
the mtention (e.g., mtentions 109i) to contract muscles that
would normally correspond to the forearm, wrist, or com-
ponents of the hand. By measuring the biometric signals
through forearm muscles that correspond to the hand, the
virtual reality system creates the kinematic awareness cue
without a reference image as captured by a camera or
reflected by a mirror. By comparison, traditional methods of
creating a visual image of phantom limb movement would
be 1mpossible for this particular user because they do not
have an uninjured limb that could provide itseltf as a visual
reference. Furthermore, because the signals generated from
the user are specific to that user, the biometric enabled
virtual reality systems and methods disclosed herein may
use artificial intelligence (e.g., machine learning model 123),
including but not limited to deep learning capabilities and/or
pattern recognition to create a biometric user profile that
more accurately represents the different states of muscle
contraction intention from a user. This allows the biometric
enabled virtual reality systems and methods disclosed herein
to 1mprove upon the accuracy and precision in which
identification a user’s contraction of a muscle, the duration
for which the intention to contract a muscle persists, and to
the amplitude of which each 1s occurring. Through this
functionality the systems and methods disclosed herein is
able to present itsell as a more versatile, accurate, and
comprehensive technology 1n addressing users with unique
complications while providing more accurate methods of
demonstrating a virtual avatar, kinematic awareness cue, or
superimposed 1mage over an injured body component.

In many of the preferred embodiments, the user may have
bilateral extremity amputations—prohibiting one limb func-
tioning as a reference limb. In these scenarios, the system’s
functionality to measure the biometric signals from both of
the amputated extremities allows the user to control one or
more virtual avatars, each corresponding to the biometric
signals detected from the corresponding amputated extrem-
ity, without the need for either a camera or referencing
device.

The biometric enabled virtual reality systems and meth-
ods disclosed herein also address a need for an enhanced
virtual reality treatment of neurological disorders that may
be unique to a patient. Based on the machine learning aspect
of the system (e.g., via machine learning model 123), the
systems and methods disclosed herein may be used by a
clinician, caregiver, or through self-use to rehabilitate, train,
or otherwise assist 1n the neurological rehabilitation of one
or more body components that may present with abnormal
neurological control. The rehabilitation, training, or other-
wise assisting 1n the neurological control may be used to
improve the quality of life for a patient that has experienced
a neurological deviation from a healthy norm due to an
injury, amputation, genetic disorder, pathology, or otherwise
degenerated nature of the user’s nervous control capabilities
of their injured body component.

FIG. 5 1s a block diagram illustrating an example bio-
metric enabled virtual reality method 500 for detecting one
or more user intentions and manipulating virtual avatar
control based on the one or more user intentions for pro-
viding kinematic awareness in holographic, two-dimen-
sional (2D), or three-dimensional (3D) virtual space, 1n
accordance with various embodiments herein. Method 500
represents an algorithm or computing instructions that may
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be stored on a memory (e.g., memory 104#) and that 1s
expectable by a processor (e.g., processor 104m). Method
500 may be implemented by biometric enabled wvirtual
reality system 100 describe herein. More generally, FIG. 5
illustrates how biometric enabled virtual reality system 100
modulates a virtual avatar (e.g., virtual avatar 109¢v). FIG.
5 also demonstrates how different sources of information,
such as detected biometric signals or data (e.g., biometric
data 103) by biometric detection device 102, data of a
physiological profile 105, and/or other empirical data
sources can be used (e.g., by the processor 104p) to accu-
rately modulate the virtual avatar (e.g., virtual avatar 109ev).

In various embodiments, biometric enabled virtual reality
method 500 comprises determining, based on analysis of a
biometric signal data of a user (e.g., 101), a virtual repre-
sentation of an itended motion (e.g., virtual representation
of the intended motion 108vr) of the user corresponding to
an intention of muscle activation of the user. The virtual
representation of the intended motion 108vr of the user
corresponding to the intention of the muscle activation of the
user may represent an intention to activate one or more
muscles. The biometric signal data (e.g., biometric data 103)
may be collected by a biometric detection device (e.g.,
biometric detection device 102), and stored in memory
104::. Biometric detection device 102 may comprise at least
one of: (a) one or more electromyographic electrodes, (b)
one or more inertial measurement units, () one or more
accelerometers, (d) one or more barometers; (¢) one or more
ultrasonic sensors, (1) one or more inirared sensors, (g) one
or more pressure sensors, (h) one or more electroencepha-
logram electrodes, (1) one or more electrooculogram sensors,
and/or (1) one or more scleral search coils.

Determination of a virtual representation of an intended
motion of the user corresponding to an intention of muscle
activation of the user may be performed as described herein
with respect to FIGS. 3 and 4. For example, the one or more
user intentions may comprise specific muscle activations
such as a user intention to perform one or more gestures. As
specific examples, an 1ntention of muscle activation of the
user may comprise one or more of: (a) a concentric muscle
contraction, (b) an 1sometric muscle contraction, (¢) an
eccentric muscle contraction, or (d) an activation of neurons
in a specific location on the user’s body, the activation
invoked by the user, intending to activate a muscle, regard-
less of whether or not muscle activation occurs. Neurons
indicative of intentions of muscle activation may comprise
of at least one of; (a) motor neurons, (b) neurons inervating
one or more muscles; (¢) iterneurons, (d) sensory neurons,
or (€) nociceptors.

In addition, a physiological profile 105 may also be
loaded 1nto memory 104 and provided to processor 104p
for user-specific modulation (e.g., virtual avatar modulation
108) of user 101. The physiological profile of the user may
be created based on the biometric signal data of the user
and/or user-specific information (such as information/an-
swers provided by the user via the virtual interface).

Biometric enabled wvirtual reality method 500 further
comprises modulating (e.g., virtual avatar modulation 108),
based on the virtual representation of the intended motion
and by a biometric software component comprising coms-
putational instructions (e.g., represented by the algorithm of
method 500) executed by a processor (e.g., processor 104p),
virtual avatar control or output. Modulating, based on the
virtual representation of the intended motion and by a
biometric soitware component comprising computational
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istructions executed by a processor, virtual avatar control
or output may be performed as described herein with respect
to FIGS. 3 and 4.

In the example of FIG. 5, user 101 controls a virtual
reality device (e.g., user mterface device 116ud) which may
create or render virtual avatar 109ev. Virtual avatar 109ev
may comprise at least one of: (a) an avatar portion of a
muscle group or an anatomy of the user, or (b) an avatar
portion of an amputated portion of the user’s body rendered
as a virtual body part of the user as non-amputated. In
various embodiments, the virtual avatar may rendered on a
virtual interface (e.g., user mtertace device 116ud) as part of
a picture, a motion picture, a video, a video game, or one or
more 1mage frames.

In some embodiments, virtual reality device (e.g., user
interface device 116ud) renders a user motion prompt 124 to
prompt the user to contract a muscle, make a certain gesture,
or otherwise perform an action to generate biometric data
103. For example, a virtual interface (e.g., user interface
device 116ud) 1s configured to prompt the user to perform a
gesture intention that corresponds to the intention of muscle
activation. For example, 1n some embodiments, method 500
may comprise determining a pain threshold of the user. The
virtual interface may be rendered including a prompt
instructing the user position or move a body portion of the
user to attenuate the pain threshold or optimize a treatment
of the body portion or corresponding body portion of the
user. In some embodiments, the virtual avatar may rendered
via the virtual interface as representing at least one of the
intention of muscle activation of the user or a motion of the
user. This may provide a similar effect to the user looking
into a mirror, or may, at least, provide relief to the user
regarding phantom limb pain.

In some embodiments, the virtual interface (e.g., user
interface 116«) 1s configured to be accessed or controlled by
one or more additional authorized persons. In accordance
with such embodiments, the user 101 may receive user
motion prompts 124 to indicate an intention to activate one
or more muscles (e.g., as determined or detected from
biometric signals and/or data 110) on behalf of a user 101.
For example, the virtual interface 1s configured to provide
the additional authorized persons with one or more of: (a)
display of the biometric signal data of the user or profile
records, or; (b) mput to provide the user with cues, notifi-
cations, questionnaires, or messages through the virtual
interface. Authorized persons may be able to access the
virtual interface on behalf of the user. In various embodi-
ments, the user may be paralyzed or has reduced neurologi-
cal control over an mjured extremity. Additionally, or alter-
natively, the user may be unable to perform the intended
motion 1n ordinary space.

The user may further interact with user interface 116« for
providing additional input or information (e.g., for genera-
tion of physiological profile 1035). Biometric information or
user information may then be used by processor 104p to
perform an analysis of muscle intentions 112 of the user 101.
If the one or more muscle 1ntentions are not detected, a user
may be prompted 124 again to perform an action to generate
biometric data 103. However, 1f one or more muscle inten-
tions are detected, then processor 104p may begin or con-
tinue virtual avatar modulation 108 of virtual avatar 109ev.

Virtual avatar modulation 108 of virtual avatar 109ev, via
biometric enabled virtual reality method 500, may comprise
mampulating, based on the virtual avatar control or output,
a virtual avatar (e.g., virtual avatar 109ev) representing one
or more aspects of at least one of the user or an object
mampulated by the user in holographic space, virtual 2D
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space, or virtual 3D space. The virtual avatar may represent
or depict one or more aspects of at least one of the user or
the object manipulated by the user correspond to at least one
ol: the biometric signal data of the user, or; (b) a data stream
representation of the biometric signal data of the user.
Manipulating the virtual avatar may comprise categorizing
or classilying one or more types of user intended motions
corresponding to the biometric signal data of the user.

In various embodiments, the virtual avatar (e.g., virtual
avatar 109ev) 1s rendered by a virtual interface (e.g., user
interface device 116ud) configured to provide the user a
kinematic awareness 1n the virtual 2D space or the virtual 3D
space. For example, the virtual avatar control or output 1s
configured to provide as at least one of: attenuation of a pain
condition or as a kinematic awareness rehabilitative cue for
muscular neurological control of the user.

In some embodiments, the pain condition of the user 1s
treated through virtual administration of a kinematic aware-
ness cue. The kinematic awareness rehabilitative cue pro-
vides a non-opi1o1d pain management alternative. Such kine-
matic awareness rehabilitative cue may also be applicable to
user conditions of pain such as brachial plexopathy, stroke,
or for a user with Complex Regional Pain Syndrome
(CPRS). The kinematic awareness rehabilitative cue can be
provided to treat phantom limb pain where the user 1s an
amputee. For example, manipulating and rendering of the
virtual avatar (e.g., virtual avatar 109ev) on the virtual
interface (e.g., user intertace 116ux) causes the user to
experience a decreased perception of phantom pain. More
generally, a kinematic awareness rehabilitative cue 1s pro-
vided by method for muscular neurological control of the
user and comprises a temporally representative visual cue, as
rendered 1n holographic space, virtual 2D space, or the
virtual 3D space on user mterface 116w, that corresponds to
a virtual position of an amputated or non-present limb (e.g.
virtual avatar 109ev) of the user in reference to the user
based on the biometric data (e.g., biometric data 103) of the
user. In some embodiments, a quantity value of pain of the
user may be determined, where the quantity value may be
calculated, by processor 104p, through at least one of: (a)
analysis of the biometric signal data indicating the pain of
the user, or, (b) mput, via the virtual interface (e.g., user
interface 116«), of user-specific responses or pain-related
information as provided by the user.

Method 3500 demonstrates a flow diagram or of an
example virtual avatar 109ev control algorithm in accor-
dance with the various embodiments herein. The biometric
enabled virtual reality system 100 provides real time (or
near-real time), analyzed movements based on the biometric
signal data as detected by the biometric device 102. In
various embodiments, software components may be stored
in the memory 104 and/or otherwise configured or set up
as described 1n FIG. 5 or elsewhere herein. In various
embodiments, biometric detection device 102 may receive a
raw signal data, or otherwise biometric signals from a user
101 and generate, transform, pass through, identity, and/or
otherwise detect biometric signal data for analysis by a
processor 104p. Biometric detection device 102 may detect
raw signal data or otherwise biometric signals of user 101 as
described herein.

As described for FIG. 5, user 101 may be provided with
a user motion prompt 124 to imtiate modulation of virtual
avatar 109ev. For example, a user 101 acts upon the user
interface 116« to mitiate the processor 104p, enabling sys-
tem 100 to receive mput data and to output a wvirtual
experience via VR device 116ud. The VR device may
prompt 124 user 101 to perform a specific or series of
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muscle movements. In some embodiments, the user motion
prompt 124 1s delivered to the user 101 through a GUI of the
user interface 116«, and 1n other embodiments, 1s delivered
to the user through the virtual visual field of the user 116fv,
or combination thereof. Once the motion prompt 124 has
been delivered to the user 101, the processor 104p utilizes
the biometric signal data 103 to perform an analysis of the
muscle intention 112 to determine whether the user 101
performed the same intention to activate one or more
muscles (e.g., as determined or detected from biometric
signals and/or data 103, 110, and/or 110;) that corresponds
with the user motion prompt 124. In the event that the user
101 performed the motion intended by the user motion
prompt 124, the processor 104p uses the biometric signal
data from the corresponding intention to activate one or
more muscles (e.g., as determined or detected from biomet-
ric signals and/or data 103, 110, and/or 110i) to drive the
characteristic modulation of the virtual avatar 109ev 1n
holographic space, 2D space, or 3D space. In some embodi-
ments, the modulation of the virtual avatar 108 1nvolves
using characteristics of the biometric signal data 103, 110,
and/or 110; to determine the extent to which the virtual
avatar 109ev 1s modulated. For example, 11 the user 101
provides weak biometric signals, in correspondence with the
user motion prompt 124, then a proportionally weak modu-
lation of the virtual avatar 108 occurs, 1n part, or in full, as
determined by the processor 104p, and vice-versa for strong
signals, and/or other signals ranging there between.

In various embodiments the biometric signal data 103
may be analyzed with at least one of the following algo-
rithms or computational techniques, including: (a) fuzzy
logic; (b) pattern classification; (¢) computational neural
networks; (d) forward dynamic modeling; or (e) support
vector machines. In various embodiments, such data analy-
s1s may comprise creating at least one user-specific physi-
ological profile 105 as described herein. The user-specific
physiological profile 1s unique to the user, and may be used
in computational software components to increase the accu-
racy and precision of the identification of the intention to
activate one or more muscles (e.g., as determined or detected
from biometric signals and/or data 110).

In many of the disclosed embodiments, and with refer-
ence to the examples of FIGS. 3, 4, and 5, a user (e.g., user
101) may utilize the biometric enabled virtual reality system
100 for the control and modulation of a virtual avatar 109ev
for social purposes. In these embodiments, the user 101 will
utilize the biometric detection device 102 to drive the
modulation of a virtual avatar 108, the virtual avatar 108ev
being displayed in virtual space 126. In many of these
embodiments, space 126 represents holographic space
within the virtual visual field of the user 116/v for the user
101 or other person(s) within the social program or system.
In these embodiments further, the modulation of the virtual
avatar 109ev 1s controlled by the processor 104p, receiving
the biometric signals from the biometric detection device
102, and using the biometric signal data 112 to modulate the
virtual avatar 109¢ev.

In many preferred embodiments, the user 101 has the
option to change, modily, or otherwise alter the character-
1stics of a virtual avatar 109/ to better suit their personal or
social needs. For example, FIG. 6 1llustrates a user 101, 1n
ordinary space 125, utilizing biometric enabled virtual real-
ity systems and methods, as described herein, to create a
virtual avatar 109/ of herself, in virtual space 126 based on
the biometric signals collected by a biometric detection
device 102, 1n accordance with various embodiments herein.
In similar embodiments, the user 101 1n ordinary space 125
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may use the system 100 as described to create a virtual
avatar 109/ in virtual space 126, wherein

User 101 may determine that her virtual avatar 109/
should have brown hair, green eyes, or other characteristics
of the virtual avatar 109/ that the user 101 chooses. In many
of these embodiments, the biometric enabled virtual reality
system 100 will provide the opportunity to modily the
virtual avatar 109/ through the user interface 116, provid-
ing user 101 with the ability to demonstrate themselves 1n
virtual space 126 as a virtual avatar 1092 with modular
characteristics. In many of these embodiments, the user 101
1s provided with the capacity to demonstrate themselves 1n
virtual space 126 wherein the space further represents a
holographic space.

In another example, a stroke patient (not shown) may
have lost a substantial amount of control over one side of
their face, having only unilateral control over the nerves and
muscles. Through the usage of the systems and methods
disclosed herein, the stroke patient would be capable of

depicting themselves 1 virtual space (e.g., a ZOOM or
GOOGLE HANGOUTS conference) as 1f they maintained

bilateral control of their facial muscles and nerves. These
utility and advantages become increasingly apparent 1n the
description of the technology as provided herein.

In accordance with the above embodiment, the user’s 101
modulation of the characteristics of the virtual avatar 109/
merely changes the appearance of the avatar 1n their chosen
virtual space 126, wherein the virtual space 126 may be
holographic space, but does not necessarily determine the
relative functionality of the virtual avatar 109/ within the
user’s 101 chosen medium of virtual space 126. In these
cases, wherein the user 101 has decided to modulate the
characteristics of the virtual avatar 109/, the user 101 may
still be able to control and modulate the virtual avatar 109/
through the biometric detection device 102, as determined
by the processor 104p, when initiating the intention to
activate one or more muscles (e.g., as determined or detected
from biometric signals and/or data 103, 110, and/or 1107).
Based on the configuration and setup of the initial profile
114, the system 100 may serve user-unique purposes regard-
ing the signal characteristics of the biometric signal data 112
and which aspects of the virtual avatar 10972 are to be
modified, based on the analysis of the biometric signal data
103, 110, and/or 110:.

In some embodiments, the virtual 2D space or the virtual
3D space in which a virtual avatar (e.g., virtual avatar 109/)
1s rendered, may be provided by a third-party platform such
that a virtual avatar (e.g., virtual avatar 109/) 1s configured
tor rendering or controlling 1n the holographic space, virtual
2D space, or the virtual 3D space of the third-party platform.
A third-party platform may comprise a social chat room,
meeting space, conference, or like program that enables the
user to display their virtual avatar to themselves and/or other
persons 1n virtual space.

FIG. 7 1llustrates an example embodiment comprising a
wheelchair user 101 with a biometric detection device 102
attached to his leg 1n ordinary space 1235 with an example
representation of the user’s corresponding virtual avatar
1094 implemented 1n virtual space 126, where the biometric
enabled virtual reality systems and methods, as described
herein, are configured to control the virtual avatar 1094 as an
ambulatory avatar 1n the virtual space 126. Control of virtual
avatar 1094 provided by biometric enabled virtual reality
system 100 as described for FIGS. 3-3 herein, including as
described for control and/or modulation a virtual avatar
109¢v. In the embodiment of FIG. 7, user 101 depicts
himself 1 virtual space 126 differently he appears 1n ordi-
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nary space 125, the virtual space 126 further comprise a
holographic image being displayed in holographic space.
For example, user 101 1s a wheelchair user and does not have
the physical capacity to stand, walk, or otherwise ambulate
in ordinary space 125, but nonetheless desires to appear as
ambulatory 1n virtual space 126, wherein the virtual space
126 may further comprise a virtual avatar 1094 1n holo-
graphic. User 101 selects, via user interface 116w, the
characteristics of their virtual avatar 1094 as an ambulatory
virtual avatar. User 101 may further select a configuration
for his biometric detection device 102 that may initiate the
intention to activate one or more muscles (e.g., as deter-
mined or detected from biometric signals and/or data 103,
110, and/or 110i) that correspond with the action to have
their virtual avatar 1094 ambulate 1n virtual space 126.

In the example of FIG. 7, wheelchair user 101 may be
attending a virtual hangout meeting with his coworkers and
friends, wherein each of the attendees are depicted as
ammated figures 1n a hangout room to freely walk about and
converse with one another. The wheelchair user 101 may
determine that he would not like to be depicted 1n virtual
space as being constantly sitting, especially when the other
users are ambulatory. In this scenario, the wheelchair user
may be able to depict themselves 1n virtual space as if they
were not wheelchair bound, and through the usage of a
biometric detection device and biometric enabled virtual
reality system 100 as described herein, ambulate around the
virtual hangout space as i1f they were not a wheelchair user.
The modulation of their virtual avatar 1094, as depicted 1n
virtual space, becomes a modular and virtual avatar that 1s
based off of the biometric signals collected from the bio-
metric detection device 102. The virtual avatar 109%, being
an extension ol the user’s biometric signals, comprises
aspects that correspond to the biometric signal data of the
wheelchair user (e.g., user 101) as collected and analyzed by
processor 104p, and as modulated as describe herein.

Aspects of the Disclosure

1. A biometric enabled virtual reality system configured to
detect one or more user mtentions and to manipulate virtual
avatar control based on the one or more user itentions for
providing kinematic awareness in holographic space, two-
dimensional (2D) virtual space, or three-dimensional (3D)
virtual space, the biometric enabled virtual reality system
comprising: a biometric detection device configured to col-
lect biometric signal data of a user, a processor communi-
catively coupled to the biometric detection device, and; a
biometric soltware component comprising computational
istructions configured for execution by the processor, the
computational instructions, that when executed by the pro-
cessor, cause the processor to: determine, based on analysis
of the biometric signal data of the user, a virtual represen-
tation of an mtended motion of the user corresponding to an
intention of muscle activation of the user, and modulate,
based on the virtual representation of the intended motion,
virtual avatar control or output comprising: manipulating a
virtual avatar representing one or more aspects of at least
one of the user or an object manipulated by the user 1n
holographic space, virtual 2D space, or a virtual 3D space,
wherein the virtual avatar 1s rendered by a virtual interface
configured to provide the user a kinematic awareness in the
holographic space, virtual 2D space, or the virtual 3D space.

2. The biometric enabled virtual reality system of aspect
1, wherein the intention of muscle activation of the user
comprises one or more of: (a) a concentric muscle contrac-
tion, (b) an 1sometric muscle contraction, (¢) an eccentric
muscle contraction, or (d) an activation of neurons 1n a
specific location on the user’s body, the activation invoked
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by the user, intending to activate a muscle, regardless of
whether or not muscle activation occurs.

3. The biometric enabled virtual reality system of aspect
2, wherein the neurons may comprise of at least one of; (a)
motor neurons, (b) neurons nervating one or more
muscles; (¢) interneurons, (d) sensory neurons, or (€) noci-
ceptors.

4. The biometric enabled virtual reality system of any one
or more of aspects 1-3, wherein the virtual interface prompts
the user to perform a gesture intention that corresponds to
the intention of muscle activation.

5. The biometric enabled virtual reality system of any one
or more of aspects 1-4, wherein the virtual avatar comprises
at least one of: (a) an avatar portion of a muscle group or an
anatomy of the user, or (b) an avatar portion of an amputated
portion of the user’s body rendered as a virtual body part of
the user as non-amputated.

6. The biometric enabled virtual reality system of any one
or more of aspects 1-35, wherein the virtual avatar 1s rendered

via the virtual interface as representing at least one of the
intention of muscle activation of the user or a motion of the
user.

7. The biometric enabled virtual reality system of any one
or more of aspects 1-6, wherein the virtual avatar represent-
ing one or more aspects of at least one of the user or the
object manipulated by the user correspond to at least one of:
the biometric signal data of the user, or; (b) a data stream
representation of the biometric signal data of the user.

8. The biometric enabled virtual reality system of any one
or more of aspects 1-7, wherein the virtual avatar 1s rendered
on the virtual interface as part of a picture, a motion picture,
a video, a video game, or one or more 1image frames.

9. The biometric enabled virtual reality system of any one
or more of aspects 1-8, wherein the biometric detection
device comprises at least one of: (a) one or more electro-
myographic electrodes, (b) one or more 1nertial measure-
ment units, (¢) one or more accelerometers, (d) one or more
barometers; (¢) one or more ultrasonic sensors, (1) one or
more inirared sensors, (g) one or more pressure sensors, (h)
one or more electroencephalogram electrodes, (1) one or
more electrooculogram sensors, or (j) one or more scleral
search coils.

10. The biometric enabled virtual reality system of any
one or more of aspects 1-9, wherein manipulating the virtual
avatar comprises categorizing or classilying one or more
types of user mtended motions corresponding to the bio-
metric signal data of the user.

11. The biometric enabled virtual reality system of any
one or more of aspects 1-10, wherein the virtual avatar
control or output 1s configured to provide as at least one of:
attenuation of a pain condition or as a kinematic awareness
rehabilitative cue for muscular neurological control of the
user.

12. The biometric enabled virtual reality system of aspect
11, wherein the pain condition of the user 1s treated through
virtual administration of a kinematic awareness cue.

13. The biometric enabled virtual reality system of any
one or more of aspects 1-12, wherein the manipulating and
rendering of the virtual avatar on the virtual interface causes
the user to experience a decreased perception of phantom
pain.

14. The biometric enabled virtual reality system of any
one or more of aspects 1-13, wherein a kinematic awareness
rehabilitative cue for muscular neurological control of the
user comprises a temporally representative visual cue, pro-
vided in the holographic space, virtual 2D space, or the
virtual 3D space, that corresponds to a virtual position of an
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amputated or non-present limb of the user 1n reference to the
user based on the biometric data of the user.

15. The biometric enabled virtual reality system of any
one or more of aspects 1-14, wherein the biometric software
component further comprises computational instructions,
that when executed by the processor, cause the processor to:
determine a quantity value of pain of the user, the quantity
value calculated through at least one of: (a) analysis of the
biometric signal data indicating the pain of the user, or, (b)
input, via the virtual mterface, of user-specific responses or
pain-related information as provided by the user.

16. The biometric enabled virtual reality system of any
one or more of aspects 1-135, wherein the virtual interface 1s
configured to be accessed or controlled by one or more
additional authorized persons, wherein the virtual interface
1s configured to provide the additional authorized persons
with one or more of: (a) display of the biometric signal data
of the user or profile records, or; (b) input to provide the user
with cues, notifications, questionnaires, or messages through
the virtual interface.

1”7. The biometric enabled virtual reality system of any
one or more of aspects 1-16, wherein the virtual represen-
tation of the intended motion of the user corresponding to
the mtention of the muscle activation of the user represents
an itention to activate one or more muscles.

18. The biometric enabled virtual reality system of aspect
1’7, wherein the user 1s paralyzed or has reduced neurologi-
cal control over an 1njured extremity

19. The biometric enabled virtual reality system of aspect
1’7, wherein the user 1s unable to perform the intended
motion 1n ordinary space.

20. The biometric enabled virtual reality system of any
one or more of aspects 1-19, wherein the biometric software
component comprises computational instructions that when
executed by the processor, further cause the processor to:
determine a pain threshold of the user; and render, on the
virtual interface, a prompt instructing the user position or
move a body portion of the user to attenuate the pain
threshold or optimize a treatment of the body portion or
corresponding body portion of the user.

21. The biometric enabled virtual reality system of any
one or more of aspects 1-21, wherein the biometric software
component comprises computational mstructions that when
executed by the processor, further cause the processor to:
create a physiological profile of the user based on the

biometric signal data of the user.

22. A biometric enabled virtual reality method for detect-
ing one or more user intentions and manipulating virtual
avatar control based on the one or more user intentions for
providing kinematic awareness in holographic space, two-
dimensional (2D) virtual space, or three-dimensional (3D)
virtual space, the biometric enabled virtual reality method
comprising: determining, based on analysis of a biometric
signal data of a user, a virtual representation of an intended
motion of the user corresponding to an intention of muscle
activation of the user, the biometric signal data collected by
a biometric detection device; modulating, based on the
virtual representation of the intended motion and by a
biometric soltware component comprising computational
instructions executed by a processor, virtual avatar control
or output; and manipulating, based on the virtual avatar
control or output, a virtual avatar representing one or more
aspects of at least one of the user or an object manipulated
by the user 1n holographic space, a virtual 2D space, or a
virtual 3D space, wherein the virtual avatar 1s rendered by a
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virtual mterface configured to provide the user a kinematic
awareness 1n holographic space, the virtual 2D space, or the
virtual 3D space.

23. The biometric enabled virtual reality method of aspect
22, wherein the intention of muscle activation of the user
comprises one or more of: (a) a concentric muscle contrac-
tion, (b) an 1sometric muscle contraction, (¢) an eccentric
muscle contraction, or (d) an activation of neurons 1n a
specific location on the user’s body, the activation invoked
by the user, intending to activate a muscle, regardless of
whether or not muscle activation occurs.

24. The biometric enabled virtual reality method of aspect
23, wherein the neurons may comprise of at least one of; (a)
motor neurons, (b) neurons innervating one or more
muscles; (¢) iterneurons, (d) sensory neurons, or (€) noci-
ceptors.

25. The biometric enabled virtual reality method of any
one or more of aspects 22-24, wherein the virtual interface
prompts the user to perform a gesture intention that corre-
sponds to the itention of muscle activation.

26. The biometric enabled virtual reality method of any
one or more of aspects 22-25, wherein the virtual avatar
comprises at least one of: (a) an avatar portion of a muscle
group or an anatomy of the user, or (b) an avatar portion of
an amputated portion of the user’s body rendered as a virtual
body part of the user as non-amputated.

2'7. The biometric enabled virtual reality method of any
one or more of aspects 22-26, wherein the virtual avatar 1s
rendered via the virtual interface as representing at least one
ol the mtention of muscle activation of the user or a motion
ol the user.

28. The biometric enabled virtual reality method of any
one or more of aspects 22-27, wherein the virtual avatar
representing one or more aspects of at least one of the user
or the object manipulated by the user correspond to at least
one of: the biometric signal data of the user, or; (b) a data
stream representation of the biometric signal data of the user.

29. The biometric enabled virtual reality method of any
one or more of aspects 22-28, wherein the virtual avatar 1s
rendered on the virtual interface as part of a picture, a motion
picture, a video, a video game, or one or more 1image frames.

30. The biometric enabled virtual reality method of any
one or more of aspects 22-29, wherein the biometric detec-
tion device comprises at least one of: (a) one or more
clectromyographic electrodes, (b) one or more inertial mea-
surement units, (¢) one or more accelerometers, (d) one or
more barometers; (¢) one or more ultrasonic sensors, (1) one
or more infrared sensors, (g) one or More pressure Sensors,
(h) one or more electroencephalogram electrodes, (1) one or
more electrooculogram sensors, or () one or more scleral
search coils.

31. The biometric enabled virtual reality method of any
one or more of aspects 22-30, wherein manipulating the
virtual avatar comprises categorizing or classiiying one or
more types of user intended motions corresponding to the
biometric signal data of the user.

32. The biometric enabled virtual reality method of any
one or more of aspects 22-31, wherein the virtual avatar
control or output 1s configured to provide as at least one of:
attenuation of a pain condition or as a kinematic awareness
rehabilitative cue for muscular neurological control of the
user.

33. The biometric enabled virtual reality method of aspect
32, wherein the pain condition of the user is treated through
virtual administration of a kinematic awareness cue.

34. The biometric enabled virtual reality method of any
one or more of aspects 22-33, wherein the manipulating and
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rendering of the virtual avatar on the virtual interface causes
the user to experience a decreased perception ol phantom
pain.

35. The biometric enabled virtual reality method of any
one or more of aspects 22-34, wherein a kinematic aware-
ness rehabilitative cue for muscular neurological control of
the user comprises a temporally representative visual cue, in
holographic space, the virtual 2D space, or the virtual 3D
space, that corresponds to a virtual position of an amputated
or non-present limb of the user 1n reference to the user based
on the biometric data of the user.

36. The biometric enabled virtual reality method of any
one or more of aspects 22-35 further comprising determin-
ing a quantity value of pain of the user, the quantity value
calculated through at least one of: (a) analysis of the
biometric signal data indicating the pain of the user, or, (b)
iput, via the virtual mterface, of user-specific responses or
pain-related information as provided by the user.

3’7. The biometric enabled virtual reality method of any
one or more of aspects 22-36, wherein the virtual interface
1s configured to be accessed or controlled by one or more
additional authorized persons, wherein the virtual interface
1s configured to provide the additional authorized persons
with one or more of: (a) display of the biometric signal data
of the user or profile records, or; (b) input to provide the user
with cues, notifications, questionnaires, or messages through
the virtual interface.

38. The biometric enabled virtual reality method of any
one or more of aspects 22-3°7, wherein the virtual represen-
tation of the intended motion of the user corresponding to
the mtention of the muscle activation of the user represents
an 1ntention to activate one or more muscles.

39. The biometric enabled virtual reality method of aspect
38, wherein the user 1s paralyzed or has reduced neurologi-
cal control over an 1njured extremity

40. The biometric enabled virtual reality method of aspect
38, wherein the user 1s unable to perform the intended
motion 1 ordinary space.

41. The biometric enabled virtual reality method of any
one or more of aspects 22-40 further comprising determin-
ing a pain threshold of the user; and render, on the virtual
interface, a prompt nstructing the user position or move a
body portion of the user to attenuate the pain threshold or
optimize a treatment of the body portion or corresponding
body portion of the user.

42. The biometric enabled virtual reality method of any
one or more ol aspects 22-41 further comprising creating a
physiological profile of the user based on the biometric
signal data of the user.

43, A tangible, non-transitory computer-readable medium
storing instructions for or detecting one or more user inten-
tions and manipulating virtual avatar control based on the
one or more user intentions for providing kinematic aware-
ness 1n holographic space, two-dimensional (2D), or three-
dimensional (3D) virtual space, that when executed by one
or more processors cause the one or more processors to:
determine, based on analysis of a biometric signal data of a
user, a virtual representation of an intended motion of the
user corresponding to an intention of muscle activation of
the user, the biometric signal data collected by a biometric
detection device; modulate, based on the virtual represen-
tation of the intended motion and by a biometric software
component comprising computational instructions executed
by a processor, virtual avatar control or output; and manipu-
late, based on the virtual avatar control or output, a virtual
avatar representing one or more aspects of at least one of the
user or an object manipulated by the user in holographic
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space, virtual 2D space, or a virtual 3D space, wherein the
virtual avatar 1s rendered by a virtual interface configured to
provide the user a kinematic awareness 1n the holographic
space, the virtual 2D space, or the virtual 3D space.

Additional Aspects of the Disclosure

1. A biometric enabled virtual reality system configured to
detect one or more user intentions and to modulate virtual
avatar control based on the one or more user intentions for
creation of one or more virtual avatars or objects in holo-
graphic space, two-dimensional (2D) space, or three-dimen-
sional (3D) wvirtual space, the biometric enabled virtual
reality system comprising: a biometric detection device
configured to collect biometric signal data of a user, a
processor communicatively coupled to the biometric detec-
tion device, and; a biometric software component compris-
ing computational instructions configured for execution by
the processor, the computational instructions, that when
executed by the processor, cause the processor to: determine,
based on analysis of the biometric signal data of the user, a
virtual representation of an intended motion of the user
corresponding to an intention of muscle activation of the
user, and modulate, based on the virtual representation of the
intended motion, virtual avatar control or output comprising
creating at least one of a virtual avatar representing one or
more aspects of the user or an object manipulated by the user
in holographic space, virtual 2D space, or a virtual 3D space,
wherein the virtual avatar or object 1s created in the holo-
graphic space, virtual 2D space, or the virtual 3D space
based on at least one of: (1) the biometric signal data of a
user, or (2) user-specific specifications as provided by the
user.

2. The biometric enabled virtual reality system of any one
or more of aspect 1, wherein the intention of muscle
activation of the user comprises one or more of: (a) a
concentric muscle contraction, (b) an 1sometric muscle con-
traction, (c¢) an eccentric muscle contraction, or (d) an
activation of neurons 1n a specific location on the user’s
body, the activation invoked by the user, intending to
activate a muscle, regardless of whether or not muscle
activation occurs.

3. The biometric enabled virtual reality system of aspect
2, wherein the neurons may comprise of at least one of; (a)
motor neurons, (b) neurons innervating one or more
muscles; (¢) interneurons, (d) sensory neurons, or (€) noci-
ceptors.

4. The biometric enabled virtual reality system of any one
or more of aspects 1-3, wherein the virtual avatar comprises
at least one of: (a) an avatar portion of a muscle group or an
anatomy of the user, or (b) an avatar rendered in the
holographic space, the 2D virtual space, or 3D virtual space
depicting the user corporeally different than the user appears
in ordinary space.

5. The biometric enabled virtual reality system of any one
or more of aspects 1-4, wherein the virtual avatar 1s rendered
via a virtual interface as representing at least one of the
intention of muscle activation of the user or a motion of the
user.

6. The biometric enabled virtual reality system of aspect
5, wherein the virtual interface 1s configured to be accessed
or controlled by one or more additional authorized persons,
wherein the virtual interface 1s configured to provide the
additional authorized persons with one or more of: (a)
display of the biometric signal data of the user or profile
records, or; (b) mput to provide the user with cues, notifi-
cations, questionnaires, or messages through the wvirtual
interface.
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7. The biometric enabled virtual reality system of any one
or more of aspects 1-6, wherein the virtual avatar comprises
an avatar depicted with one or more graphical features
selected by the user, wherein the one or more graphical
features are rendered as part of the virtual avatar 1n the
holographic space, 2D virtual space, or 3D virtual space.

8. The biometric enabled virtual reality system of any one
or more of aspects 1-7, wherein the virtual avatar 1s con-
figured for display on a virtual interface, and wherein the
virtual avatar 1s rendered on the virtual interface as part of
a picture, a motion picture, a video, a video game, or one or
more 1mage frames.

9. The biometric enabled virtual reality system of any one
or more ol aspects 1-8, wherein the biometric detection
device comprises at least one of: (a) one or more electro-
myographic electrodes, (b) one or more 1nertial measure-
ment units, (¢) one or more accelerometers, (d) one or more
barometers; (¢) one or more ultrasonic sensors, (1) one or
more inirared sensors, (g) one or more pressure sensors, (h)
one or more electroencephalogram electrodes, (1) one or
more electrooculogram sensors, or () one or more scleral
search coils.

10. The biometric enabled virtual reality system of any
one or more of aspects 1-9, wherein creating the virtual
avatar comprises categorizing or classilying one or more
types of user intended motions corresponding to the bio-
metric signal data of the user.

11. The biometric enabled virtual reality system of any
one or more of aspects 1-10, wherein the virtual avatar 1s
configured for rendering or controlling in the virtual 2D
space or the virtual 3D space.

12. The biometric enabled virtual reality system of any
one or more of aspects 1-11, wherein the holographic space,
virtual 2D space, or the virtual 3D space 1s provided by a
third-party platform, and wherein the virtual avatar 1s con-
figured for rendering or controlling in the holographic space,
virtual 2D space, or the virtual 3D space of the third-party
platform.

13. The biometric enabled virtual reality system of any
one or more of aspects 1-12, wherein the modulation of the
virtual avatar further comprises at least one of: (a) changing
a color of the wvirtual avatar; (b) changing one or more
dimensions of or distorting the virtual avatar; (c¢) translating
the virtual avatar; (d) rotating the virtual avatar; (e) reflect-
ing the virtual avatar about a predetermined axis; or (1)
performing dilation on the virtual avatar.

14. The biometric enabled virtual reality system of any
one or more ol aspects 1-13, wherein the user-specific
specifications 1nclude at least one of: visual characteristics
of the virtual avatar, or auditory characteristics of the virtual
avatar, and wheremn the user-specific specifications are
selectable by the user from a predetermined list.

15. The biometric enabled virtual reality system of any
one or more of aspects 1-14, wherein the biometric software
component comprises computational instructions that when
executed by the processor, further cause the processor to:
create a physiological profile of the user based on the
biometric signal data of the user, wherein the physiological
profile comprises the user-specific specifications.

16. A biometric enabled virtual reality method for detect-
ing one or more user intentions and modulating virtual
avatar control based on the one or more user intentions for
creation of one or more virtual avatars or objects 1 holo-
graphic space, two-dimensional (2D) virtual space, or three-
dimensional (3D) virtual space, the biometric enabled vir-
tual reality method comprising: determining, based on
analysis of a biometric signal data of a user, a virtual
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representation of an intended motion of the user correspond-
ing to an intention of muscle activation of the user, the
biometric signal data collected by a biometric detection
device; modulating, based on the virtual representation of
the intended motion and by a biometric software component
comprising computational instructions configured for execu-
tion by a processor, virtual avatar control or output; and
creating, based on the virtual avatar control or output, at
least one of a virtual avatar representing one or more aspects
of the user or an object mamipulated by the user 1n a
holographic space, a virtual 2D space, or a virtual 3D space,
wherein the avatar or the object 1s created 1n holographic
space, the virtual 2D space, or the virtual 3D space based on
at least one of: (1) the biometric signal data of a user, or (2)
user-specific specifications as provided by the user.

17. The biometric enabled virtual reality method of aspect
16, wherein the intention of muscle activation of the user
comprises one or more of: (a) a concentric muscle contrac-
tion, (b) an 1sometric muscle contraction, (¢) an eccentric
muscle contraction, or (d) an activation of neurons 1n a
specific location on the user’s body, the activation invoked
by the user, intending to activate a muscle, regardless of
whether or not muscle activation occurs.

18. The biometric enabled virtual reality method of aspect
1’7, wherein the neurons may comprise of at least one of; (a)
motor neurons, (b) neurons innervating one or more
muscles; (¢) mterneurons, (d) sensory neurons, or (€) noci-
ceptors.

19. The biometric enabled virtual reality method of any
one or more of aspects 16-18, wherein the virtual avatar
comprises at least one of: (a) an avatar portion of a muscle
group or an anatomy of the user, or (b) an avatar rendered
in the holographic space, the 2D virtual space, or 3D virtual
space depicting the user corporeally different than the user
appears 1n ordinary space.

20. The biometric enabled virtual reality method of any
one or more of aspects 16-19, wherein the virtual avatar 1s
rendered via a virtual interface as representing at least one
of the mtention of muscle activation of the user or a motion
of the user.

21. The biometric enabled virtual reality method of aspect
20, wherein the virtual interface 1s configured to be accessed
or controlled by one or more additional authorized persons,
wherein the virtual interface 1s configured to provide the
additional authorized persons with one or more of: (a)
display of the biometric signal data of the user or profile
records, or; (b) mput to provide the user with cues, notifi-
cations, questionnaires, or messages through the wvirtual
interface.

22. The biometric enabled virtual reality method of any
one or more of aspects 16-21, wherein the virtual avatar
comprises an avatar depicted with one or more graphical
teatures selected by the user, wherein the one or more
graphical features are rendered as part of the virtual avatar
in the holographic space, 2D virtual space, or 3D virtual
space.

23. The biometric enabled virtual reality method of any
one or more of aspects 16-22, wherein the virtual avatar 1s
configured for display on a virtual interface, and wherein the
virtual avatar 1s rendered on the virtual interface as part of
a picture, a motion picture, a video, a video game, or one or
more 1image Irames.

24. The biometric enabled virtual reality method of any
one or more of aspects 16-23, wherein the biometric detec-
tion device comprises at least one of: (a) one or more
clectromyographic electrodes, (b) one or more inertial mea-
surement units, (¢) one or more accelerometers, (d) one or
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more barometers; (¢) one or more ultrasonic sensors, (1) one
or more inirared sensors, (g) one or more pressure sensors,
(h) one or more electroencephalogram electrodes, (1) one or
more electrooculogram sensors, or (j) one or more scleral
search coils.

25. The biometric enabled virtual reality method of any
one or more of aspects 16-24, wherein creating the virtual
avatar comprises categorizing or classilying one or more
types of user intended motions corresponding to the bio-
metric signal data of the user.

26. The biometric enabled virtual reality method of any
one or more of aspects 16-25, wherein the virtual avatar 1s
configured for rendering or controlling in the virtual 2D
space or the virtual 3D space.

2’7. The biometric enabled virtual reality method of any
one or more ol aspects 16-26, wherein the holographic
space, virtual 2D space, or the virtual 3D space 1s provided
by a third-party platform, and wherein the virtual avatar 1s
configured for rendering or controlling in the holographic
space virtual 2D space, or the virtual 3D space of the
third-party platiform.

28. The biometric enabled virtual reality method of any
one or more of aspects 16-27, wherein the modulation of the
virtual avatar further comprises at least one of: (a) changing
a color of the virtual avatar; (b) changing one or more
dimensions of or distorting the virtual avatar; (c¢) translating
the virtual avatar; (d) rotating the virtual avatar; (e) reflect-
ing the virtual avatar about a predetermined axis; or (1)
performing dilation on the virtual avatar.

29. The biometric enabled virtual reality method of any
one or more of aspects 16-28, wherein the user-specific
specifications 1nclude at least one of: visual characteristics
of the virtual avatar, or auditory characteristics of the virtual
avatar, and wherein the user-specific specifications are
selectable by the user from a predetermined list.

30. The biometric enabled virtual reality method of any
one or more ol aspects 16-29 further comprising creating a
physiological profile of the user based on the biometric
signal data of the user, wherein the physiological profile
comprises the user-specific specifications.

31. A tangible, non-transitory computer-readable medium
storing instructions for detecting one or more user intentions
and modulating virtual avatar control based on the one or
more user intentions for creation of one or more virtual
avatars or objects in holographic space, two-dimensional
(2D), or three-dimensional (3D) virtual space, that when
executed by one or more processors cause the one or more
processors to: determine, based on analysis of a biometric
signal data of a user, a virtual representation of an intended
motion of the user corresponding to an intention of muscle
activation of the user, the biometric signal data collected by
a biometric detection device; modulate, based on the virtual
representation of the intended motion and by a biometric
soltware component comprising computational instructions
configured for execution by a processor, virtual avatar
control or output; and create, based on the virtual avatar
control or output, at least one of a virtual avatar representing
one or more aspects of the user or an object manipulated by
the user 1 a holographic space, a virtual 2D space, or a
virtual 3D space, wherein the avatar or the object 1s created
in the holographic space, the virtual 2D space, or the virtual
3D space based on at least one of: (1) the biometric signal
data of a user, or (2) user-specific specifications as provided
by the user.

Additional Disclosure

Similarly, the methods or routines described herein may
be at least partially processor-implemented. For example, at
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least some of the operations of a method may be performed
by one or more processors or processor-implemented hard-
ware modules. The performance of certain of the operations
may be distributed among the one or more processors, not
only residing within a single machine, but deployed across
a number ol machines. In some example embodiments, the
processor or processors may be located in a single location,
while 1in other embodiments the processors may be distrib-
uted across a number of locations.

The performance of certain of the operations may be
distributed among the one or more processors, not only
residing within a single machine, but deployed across a
number of machines. In some example embodiments, the
Oone or more processors or processor-implemented modules
may be located 1n a single geographic location (e.g., within
a home environment, an oflice environment, or a server
farm). In other embodiments, the one or more processors or
processor-implemented modules may be distributed across a
number of geographic locations.

This detailed description 1s to be construed as exemplary
only and does not describe every possible embodiment, as
describing every possible embodiment would be 1mpracti-
cal, if not impossible. A person of ordinary skill 1in the art
may implement numerous alternate embodiments, using
either current technology or technology developed after the
filing date of this application.

Those of ordinary skill 1n the art will recognize that a wide
variety ol modifications, alterations, and combinations can
be made with respect to the above described embodiments
without departing from the scope of the mnvention, and that
such modifications, alterations, and combinations are to be
viewed as being within the ambit of the inventive concept.

The patent claims at the end of this patent application are
not intended to be construed under 35 U.S.C. § 112(1) unless
traditional means-plus-function language 1s expressly
recited, such as “means for” or “step for” language being
explicitly recited 1n the claim(s). The systems and methods
described herein are directed to an improvement to computer
functionality, and improve the functioning of conventional
computers.

What 1s claimed 1s:

1. A biometric enabled virtual reality system configured to
detect one or more user intentions and to manipulate virtual
avatar control based on the one or more user intentions for
providing kinematic awareness in holographic space, two-
dimensional (2D), or three-dimensional (3D) virtual space,
the biometric enabled virtual reality system comprising:

a biometric detection device configured to collect biomet-

ric signal data of a user,

a processor communicatively coupled to the biometric
detection device, and:

a biometric software component comprising computa-
tional instructions configured for execution by the
processor, the computational instructions, that when
executed by the processor, cause the processor to:
determine, based on analysis of the biometric signal

data of the user representing at least muscle activity

of the user, a virtual representation of an intended

motion of the user corresponding to an intention of

muscle activation of the user, and

modulate, based on the virtual representation of the

intended motion, virtual avatar control or output

comprising;:

manipulating a virtual avatar representing one or
more aspects of at least one of the user or an object
manipulated by the user 1n a holographic space,
virtual 2D space, or a virtual 3D space,

5

10

15

20

25

30

35

40

45

50

55

60

65

52

wherein the virtual avatar 1s rendered by a virtual
interface configured to provide the user a kine-
matic awareness in the holographic space, the
virtual 2D space, or the virtual 3D space.

2. The biometric enabled virtual reality system of claim 1,
wherein the intention of muscle activation of the user
comprises one or more of: (a) a concentric muscle contrac-
tion, (b) an 1sometric muscle contraction, (¢) an eccentric
muscle contraction, or (d) an activation of neurons 1n a
specific location on the user’s body, the activation invoked
by the user, mntending to activate a muscle, regardless of
whether or not muscle activation occurs.

3. The biometric enabled virtual reality system of claim 2,
wherein the neurons may comprise ol at least one of; (a)
motor neurons, (b) neurons innervating one or more
muscles; (¢) iterneurons, (d) sensory neurons, or (€) noci-
ceptors.

4. The biometric enabled virtual reality system of claim 1,
wherein the virtual interface prompts the user to perform a
gesture intention that corresponds to the intention of muscle
activation.

5. The biometric enabled virtual reality system of claim 1,
wherein the virtual avatar comprises at least one of: (a) an
avatar portion of a muscle group or an anatomy of the user,
or (b) an avatar portion of an amputated portion of the user’s
body rendered as a virtual body part of the user as non-
amputated.

6. The biometric enabled virtual reality system of claim 1,
wherein the virtual avatar 1s rendered via the virtual inter-
face as representing at least one of the intention of muscle
activation of the user or a motion of the user.

7. The biometric enabled virtual reality system of claim 1,
wherein the virtual avatar representing one or more aspects
ol at least one of the user or the object manipulated by the
user correspond to at least one of: the biometric signal data
of the user, or; (b) a data stream representation of the
biometric signal data of the user.

8. The biometric enabled virtual reality system of claim 1,
wherein the virtual avatar 1s rendered on the virtual interface
as part of a picture, a motion picture, a video, a video game,
Or one or more 1mage frames.

9. The biometric enabled virtual reality system of claim 1,
wherein the biometric detection device comprises at least
one of: (a) one or more electromyographic electrodes, (b)
one or more inertial measurement units, (¢) one or more
accelerometers, (d) one or more barometers; (€) one or more
ultrasonic sensors, (1) one or more inirared sensors, (g) one
or more pressure sensors, (h) one or more electroencepha-
logram electrodes, (1) one or more electrooculogram sensors,
or (1) one or more scleral search coils.

10. The biometric enabled virtual reality system of claim
1, wherein manipulating the virtual avatar comprises cat-
egorizing or classilying one or more types of user intended
motions corresponding to the biometric signal data of the
user.

11. The biometric enabled virtual reality system of claim
1, wherein the virtual avatar control or output 1s configured
to provide as at least one of: attenuation of a pain condition
or as a kinematic awareness rehabilitative cue for muscular
neurological control of the user.

12. The biometric enabled virtual reality system of claim
11, wherein the pain condition of the user 1s treated through
virtual administration of a kinematic awareness cue.

13. The biometric enabled virtual reality system of claim
1, wherein the manipulating and rendering of the virtual
avatar on the virtual interface causes the user to experience
a decreased perception of phantom pain.
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14. The biometric enabled virtual reality system of claim
1, wherein a kinematic awareness rehabilitative cue {for
muscular neurological control of the user comprises a tem-
porally representative visual cue, provided in the holo-
graphic space, the virtual 2D space, or the virtual 3D space,
that corresponds to a virtual position of an amputated or
non-present limb of the user in reference to the user based
on the biometric data of the user.

15. The biometric enabled virtual reality system of claim
1, wherein the biometric software component further com-
prises computational instructions, that when executed by the
processor, cause the processor to: determine a quantity value
of pain of the user, the quantity value calculated through at
least one of: (a) analysis of the biometric signal data
indicating the pain of the user, or, (b) mput, via the virtual
interface, of user-specific responses or pain-related informa-
tion as provided by the user.

16. The biometric enabled virtual reality system of claim
1, wherein the virtual interface 1s configured to be accessed
or controlled by one or more additional authorized persons,
wherein the virtual interface 1s configured to provide the
additional authorized persons with one or more of: (a)
display of the biometric signal data of the user or profile
records, or; (b) mput to provide the user with cues, notifi-
cations, questionnaires, or messages through the wvirtual
interface.

17. The biometric enabled virtual reality system of claim
1, wherein the virtual representation of the intended motion
of the user corresponding to the intention of the muscle
activation of the user represents an intention to activate one
Oor more muscles.

18. The biometric enabled virtual reality system of claim
17, wherein the user 1s paralyzed or has reduced neurologi-
cal control over an extremity.

19. The biometric enabled virtual reality system of claim
17, wheremn the user 1s unable to perform the intended
motion in ordinary space.

20. The biometric enabled virtual reality system of claim
1, wherein the biometric software component comprises
computational instructions that when executed by the pro-
cessor, further cause the processor to: determine a pain
threshold of the user; and render, on the virtual interface, a
prompt instructing the user position or move a body portion
of the user to attenuate the pain threshold or optimize a
treatment of the body portion or corresponding body portion
ol the user.

21. The biometric enabled virtual reality system of claim
1, wherein the biometric software component comprises
computational instructions that when executed by the pro-
cessor, further cause the processor to: create a physiological
profile of the user based on the biometric signal data of the
user.

22. A biometric enabled virtual reality method for detect-
Ing one or more user intentions and manipulating virtual
avatar control based on the one or more user intentions for
providing kinematic awareness in holographic space, two-
dimensional (2D) space, or three-dimensional (3D) virtual
space, the biometric enabled virtual reality method compris-
ng:

determining, based on analysis of a biometric signal data

of a user representing at least muscle activity of the
user, a virtual representation of an mtended motion of
the user corresponding to an intention of muscle acti-
vation of the user, the biometric signal data collected by
a biometric detection device;

modulating, based on the virtual representation of the

intended motion and by a biometric software compo-
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nent comprising computational instructions executed
by a processor, virtual avatar control or output; and

manipulating, based on the virtual avatar control or out-
put, a virtual avatar representing one or more aspects of
at least one of the user or an object manipulated by the
user 1 a holographic space, virtual 2D space, or a
virtual 3D space,

wherein the virtual avatar 1s rendered by a virtual inter-

face configured to provide the user a kinematic aware-
ness 1n the holographic space, the virtual 2D space, or
the virtual 3D space.

23. The biometric enabled virtual reality method of claim
22, wherein the intention of muscle activation of the user
comprises one or more of: (a) a concentric muscle contrac-
tion, (b) an 1sometric muscle contraction, (¢) an eccentric
muscle contraction, or (d) an activation of neurons in a
specific location on the user’s body, the activation ivoked
by the user, mntending to activate a muscle, regardless of
whether or not muscle activation occurs.

24. The biometric enabled virtual reality method of claim
23, wherein the neurons may comprise of at least one of; (a)
motor neurons, (b) neurons innervating one or more
muscles; (¢) interneurons, (d) sensory neurons, or (€) noci-
ceptors.

235. The biometric enabled virtual reality method of claim
22, wherein the virtual interface prompts the user to perform
a gesture intention that corresponds to the intention of
muscle activation.

26. The biometric enabled virtual reality method of claim
22, wherein the virtual avatar comprises at least one of: (a)
an avatar portion of a muscle group or an anatomy of the
user, or (b) an avatar portion of an amputated portion of the
user’s body rendered as a virtual body part of the user as
non-amputated.

277. The biometric enabled virtual reality method of claim
22, wherein the virtual avatar 1s rendered via the wvirtual
interface as representing at least one of the intention of
muscle activation of the user or a motion of the user.

28. The biometric enabled virtual reality method of claim
22, wherein the virtual avatar representing one or more
aspects of at least one of the user or the object manipulated
by the user correspond to at least one of: the biometric signal
data of the user, or; (b) a data stream representation of the
biometric signal data of the user.

29. The biometric enabled virtual reality method of claim
22, wherein the virtual avatar 1s rendered on the virtual
interface as part of a picture, a motion picture, a video, a
video game, or one or more 1mage frames.

30. The biometric enabled virtual reality method of claim
22, wherein the biometric detection device comprises at
least one of: (a) one or more electromyographic electrodes,
(b) one or more 1nertial measurement units, (¢) one or more
accelerometers, (d) one or more barometers; (€) one or more
ultrasonic sensors, (1) one or more infrared sensors, (g) one
or more pressure sensors, (h) one or more electroencepha-
logram electrodes, (1) one or more electrooculogram sensors,
or (1) one or more scleral search coils.

31. The biometric enabled virtual reality method of claim
22, wherein manipulating the virtual avatar comprises cat-
cgorizing or classilying one or more types of user intended
motions corresponding to the biometric signal data of the
user.

32. The biometric enabled virtual reality method of claim
22, wherein the virtual avatar control or output 1s configured
to provide as at least one of: attenuation of a pain condition
or as a kinematic awareness rehabilitative cue for muscular
neurological control of the user.
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33. The biometric enabled virtual reality method of claim
32, wherein the pain condition of the user is treated through
virtual administration of a kinematic awareness cue.

34. The biometric enabled virtual reality method of claim
22, wherein the manipulating and rendering of the virtual
avatar on the virtual interface causes the user to experience
a decreased perception of phantom pain.

35. The biometric enabled virtual reality method of claim
22, wherein a kinematic awareness rehabilitative cue {for
muscular neurological control of the user comprises a tem-
porally representative visual cue, 1 the holographic space,
the virtual 2D space, or the virtual 3D space, that corre-
sponds to a virtual position of an amputated or non-present
limb of the user in reference to the user based on the
biometric data of the user.

36. The biometric enabled virtual reality method of claim
22 further comprising determining a quantity value of pain
of the user, the quantity value calculated through at least one
of: (a) analysis of the biometric signal data indicating the
pain of the user, or, (b) input, via the virtual interface, of
user-specific responses or pain-related information as pro-
vided by the user.

37. The biometric enabled virtual reality method of claim
22, wherein the virtual interface 1s configured to be accessed
or controlled by one or more additional authorized persons,
wherein the virtual interface 1s configured to provide the
additional authorized persons with one or more of: (a)
display of the biometric signal data of the user or profile
records, or; (b) mput to provide the user with cues, notifi-
cations, questionnaires, or messages through the wvirtual
interface.

38. The biometric enabled virtual reality method of claim
22, wherein the virtual representation of the intended motion
of the user corresponding to the intention of the muscle
activation of the user represents an intention to activate one
Oor more muscles.

39. The biometric enabled virtual reality method of claim
38, wherein the user 1s paralyzed or has reduced neurologi-
cal control over an 1njured extremuty.
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40. The biometric enabled virtual reality method of claim
38, wherein the user 1s unable to perform the intended
motion 1n ordinary space.
41. The biometric enabled virtual reality method of claim
22 turther comprising determining a pain threshold of the
user; and render, on the virtual interface, a prompt nstruct-
ing the user position or move a body portion of the user to
attenuate the pain threshold or optimize a treatment of the
body portion or corresponding body portion of the user.
42. The biometric enabled virtual reality method of claim
22 further comprising creating a physiological profile of the
user based on the biometric signal data of the user.
43. A tangible, non-transitory computer-readable medium
storing instructions for or detecting one or more user inten-
tions and manipulating virtual avatar control based on the
one or more user intentions for providing kinematic aware-
ness 1 holographic space, two-dimensional (2D) space, or
three-dimensional (3D) virtual space, that when executed by
one or more processors cause the one or more processors to:
determine, based on analysis of a biometric signal data of
a user representing at least muscle activity of the user,
a virtual representation of an intended motion of the
user corresponding to an intention of muscle activation
of the user, the biometric signal data collected by a
biometric detection device;
modulate, based on the virtual representation of the
intended motion and by a biometric software compo-
nent comprising computational instructions executed
by a processor, virtual avatar control or output; and

manipulate, based on the virtual avatar control or output,
a virtual avatar representing one or more aspects of at
least one of the user or an object manipulated by the
user 1 a holographic space, a virtual 2D space, or a
virtual 3D space,

wherein the virtual avatar 1s rendered by a virtual inter-

face configured to provide the user a kinematic aware-
ness 1n the holographic space, virtual 2D space, or the
virtual 3D space.
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