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RESTORING OPERATION OF DATA
STORAGE SYSTEMS AT DISASTER
RECOVERY SITES

BACKGROUND

The present invention relates to data storage systems, and
more specifically, this invention relates to the accelerated
restoration ol data storage system operation at a disaster
recovery site.

Data consumption has grown rapidly, 1n part because data
has been increasingly gathered by various processes and
products such as mobile devices, remote sensing devices,
soltware logs, cameras, microphones, radio-frequency 1den-
tification (RFID) readers and wireless sensor networks. As
data consumption continues to grow, so does the storage
requirements associated with actually maintaining this data.
Similarly, data accessibility has also become increasingly
desirable.

While on premise data storage configurations have had
difliculty accommodating these increases 1n data storage and
data accessibility, cloud storage has been able to provide
some relief. Cloud storage 1s a model of data storage in
which the digital data 1s stored in logical pools which
correspond to physical storage. The physical storage spans
multiple servers, and the physical environment 1s typically
managed by a host, e.g., cloud storage provider. These cloud
storage providers are responsible for keeping the data avail-
able and accessible, and the physical environment protected
and running. People and organizations buy or lease storage
capacity from the providers to store user, organization, or
application data. It follows that cloud storage can be imple-
mented 1 conjunction with on premise data storage con-

figurations 1n order to achieve a distributed data storage
system.

SUMMARY

A computer-implemented method, according to one
embodiment, 1s for restoring operation of a data storage
system at a disaster recovery site. The computer-imple-
mented method includes: 1n response to a disaster event
occurring at a primary site, receirving an inode list from a
cloud storage site, and receiving configuration mformation
from the cloud storage site. The cloud storage site includes
a backup copy of data that 1s stored at the primary site.
Moreover, the mode list and the configuration information
are used to construct a filesystem at the disaster recovery
site. The filesystem at the disaster recovery site does not
include a copy of the data that 1s stored at the primary site,
but rather the filesystem includes a plurality of metadata
stubs. The filesystem 1s further used to satisiy input/output
(I/O) commands that are received.

A computer program product, according to another
embodiment, 1s for restoring operation of a data storage
system at a disaster recovery site. The computer program
product includes a computer readable storage medium hav-
ing program instructions embodied therewith. Moreover, the
program 1instructions are readable and/or executable by a
processor to cause the processor to: perform the foregoing
method.

A system, according to yet another embodiment, includes:
a processor, and logic integrated with the processor, execut-
able by the processor, or integrated with and executable by
the processor. The logic 1s configured to: perform the
foregoing method.
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Other aspects and embodiments of the present invention
will become apparent from the following detailed descrip-
tion, which, when taken 1n conjunction with the drawings,
illustrate by way of example the principles of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a network architecture, 1n accordance with one
embodiment.

FIG. 2 1s a representative hardware environment that may
be associated with the servers and/or clients of FIG. 1, 1n
accordance with one embodiment.

FIG. 3 1s a tiered data storage system in accordance with
one embodiment.

FIG. 4 1s a partial representational view of a distributed
data storage system 1n accordance with one embodiment.

FIG. SA1s a flowchart of a method 1n accordance with one
embodiment.

FIG. 5B 1s an illustrative progression of a method 1n
accordance with one embodiment.

FIG. 6 A 1s a flowchart of a method 1n accordance with one
embodiment.

FIG. 6B 1s a flowchart of sub-processes for one of the
operations 1n the method of FIG. 6A, 1n accordance with one
embodiment.

FIG. 7 1s a representational view of a cloud computing
node 1n accordance with one embodiment.

FIG. 8 1s a representational view of a cloud computing
environment 1 accordance with one embodiment.

FIG. 9 1s a representational view of abstraction model
layers in accordance with one embodiment.

DETAILED DESCRIPTION

The following description 1s made for the purpose of
illustrating the general principles of the present mmvention
and 1s not meant to limit the inventive concepts claimed
herein. Further, particular features described herein can be
used in combination with other described features in each of
the various possible combinations and permutations.

Unless otherwise specifically defined herein, all terms are
to be given their broadest possible interpretation including
meanings implied from the specification as well as meanings
understood by those skilled 1n the art and/or as defined in
dictionaries, treatises, etc.

It must also be noted that, as used 1n the specification and
the appended claims, the singular forms “a,” “an” and “the”
include plural referents unless otherwise specified. It will be
turther understood that the terms “comprises” and/or “com-
prising,” when used in this specification, specily the pres-
ence of stated features, integers, steps, operations, elements,
and/or components, but do not preclude the presence or
addition of one or more other features, integers, steps,
operations, elements, components, and/or groups thereof.

The following description discloses several preferred
embodiments of systems, methods and computer program
products for restoring operation of data storage systems at
disaster recovery sites. Various ones ol the approaches
included herein only copy data to the disaster recovery sites
which corresponds to recerved I/O commands, thereby
achieving a significant reduction in the processing delays,
storage space, network bandwidth consumption, etc. expe-
rienced 1n response to a disaster event occurring at the
primary storage site. This 1s accomplished, at least 1n part,
because the filesystem at the disaster recovery site 1s speci-
fied as only including metadata stubs which consume only a
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fraction of the storage space that the actual data correspond-
ing thereto does, e.g., as will be described in further detail
below.

In one general embodiment, a computer-implemented
method 1s for restoring operation of a data storage system at
a disaster recovery site. The computer-implemented method
includes: 1n response to a disaster event occurring at a
primary site, receiving an inode list from a cloud storage
site, and recerving configuration information from the cloud
storage site. The cloud storage site includes a backup copy
of data that 1s stored at the primary site. Moreover, the 1node
list and the configuration information are used to construct
a filesystem at the disaster recovery site. The filesystem at
the disaster recovery site does not include a copy of the data
that 1s stored at the primary site, but rather the filesystem
includes a plurality of metadata stubs. The filesystem 1s
turther used to satisty mput/output (I/0) commands that are
received.

In another general embodiment, a computer program
product 1s for restoring operation of a data storage system at
a disaster recovery site. The computer program product
includes a computer readable storage medium having pro-
gram 1nstructions embodied therewith. Moreover, the pro-
gram 1nstructions are readable and/or executable by a pro-
cessor to cause the processor to: perform the foregoing
method.

In yet another general embodiment, a system includes: a
processor, and logic itegrated with the processor, execut-
able by the processor, or integrated with and executable by
the processor. The logic 1s configured to: perform the
foregoing method.

FIG. 1 illustrates an architecture 100, in accordance with
one embodiment. As shown in FIG. 1, a plurality of remote
networks 102 are provided including a first remote network
104 and a second remote network 106. A gateway 101 may
be coupled between the remote networks 102 and a proxi-
mate network 108. In the context of the present architecture
100, the networks 104, 106 may each take any form includ-
ing, but not limited to a local area network (LAN), a wide
area network (WAN) such as the Internet, public switched
telephone network (PSTN), internal telephone network, etc.

In use, the gateway 101 serves as an entrance point from
the remote networks 102 to the proximate network 108. As
such, the gateway 101 may function as a router, which 1s
capable of directing a given packet of data that arrives at the
gateway 101, and a switch, which furnishes the actual path
in and out of the gateway 101 for a given packet.

Further included 1s at least one data server 114 coupled to
the proximate network 108, and which 1s accessible from the
remote networks 102 via the gateway 101. It should be noted
that the data server(s) 114 may include any type of com-
puting device/groupware. Coupled to each data server 114 1s
a plurality of user devices 116. User devices 116 may also
be connected directly through one of the networks 104, 106,
108. Such user devices 116 may include a desktop computer,
lap-top computer, hand-held computer, printer or any other
type of logic. It should be noted that a user device 111 may
also be directly coupled to any of the networks, 1 one
embodiment.

A peripheral 120 or series of peripherals 120, e.g., fac-
simile machines, printers, networked and/or local storage
units or systems, etc., may be coupled to one or more of the
networks 104, 106, 108. It should be noted that databases
and/or additional components may be utilized with, or
integrated into, any type of network element coupled to the
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networks 104, 106, 108. In the context of the present
description, a network element may refer to any component
ol a network.

According to some approaches, methods and systems
described herein may be implemented with and/or on virtual
systems and/or systems which emulate one or more other
systems, such as a UNIX system which emulates an IBM

z/OS environment, a UNIX system which virtually hosts a
MICROSOFT WINDOWS environment, a MICROSOFT

WINDOWS system which emulates an IBM z/OS environ-
ment, etc. This virtualization and/or emulation may be
enhanced through the use of VMWARE software, in some
embodiments.

In more approaches, one or more networks 104, 106, 108,
may represent a cluster of systems commonly referred to as
a “cloud.” In cloud computing, shared resources, such as
processing power, peripherals, software, data, servers, etc.,
are provided to any system 1n the cloud 1n an on-demand
relationship, thereby allowing access and distribution of
services across many computing systems. Cloud computing
typically involves an Internet connection between the sys-
tems operating in the cloud, but other techniques of con-
necting the systems may also be used.

FIG. 2 shows a representative hardware environment
associated with a user device 116 and/or server 114 of FIG.
1, in accordance with one embodiment. Such figure 1llus-
trates a typical hardware configuration of a workstation
having a central processing unit 210, such as a micropro-
cessor, and a number of other units interconnected via a
system bus 212.

The workstation shown 1 FIG. 2 includes a Random
Access Memory (RAM) 214, Read Only Memory (ROM)
216, an I/O adapter 218 for connecting peripheral devices
such as disk storage units 220 to the bus 212, a user interface
adapter 222 for connecting a keyboard 224, a mouse 226, a
speaker 228, a microphone 232, and/or other user interface
devices such as a touch screen and a digital camera (not
shown) to the bus 212, communication adapter 234 for
connecting the workstation to a communication network 235
(e.g., a data processing network) and a display adapter 236
for connecting the bus 212 to a display device 238.

The workstation may have resident thereon an operating,
system such as the Microsoit Windows® Operating System
(0S), a MAC OS, a UNIX OS, etc. It will be appreciated that
a preferred embodiment may also be implemented on plat-
forms and operating systems other than those mentioned. A
preferred embodiment may be written using eXtensible
Markup Language (XML), C, and/or C++ language, or other
programming languages, along with an object oriented pro-
gramming methodology. Object oriented programming
(OOP), which has become increasingly used to develop
complex applications, may be used.

Now referring to FIG. 3, a storage system 300 1s shown
according to one embodiment. Note that some of the ele-
ments shown 1n FIG. 3 may be implemented as hardware
and/or software, according to various embodiments. The
storage system 300 may include a storage system manager
312 for communicating with a plurality of media and/or
drives on at least one higher storage tier 302 and at least one
lower storage tier 306. The higher storage tier(s) 302 pret-
erably may include one or more random access and/or direct
access media 304, such as hard disks in hard disk drives
(HDDs), non-volatile memory (NVM), solid state memory
in solid state drives (SSDs), flash memory, SSD arrays, flash
memory arrays, etc., and/or others noted herein or known in
the art. The lower storage tier(s) 306 may preferably include
one or more lower performing storage media 308, including
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sequential access media such as magnetic tape in tape drives
and/or optical media, slower accessing HDDs, slower
accessing SSDs, etc., and/or others noted herein or known 1n
the art. One or more additional storage tiers 316 may include
any combination of storage memory media as desired by a
designer of the system 300. Also, any of the higher storage
tiers 302 and/or the lower storage tiers 306 may include
some combination of storage devices and/or storage media.

The storage system manager 312 may communicate with
the drives and/or storage media 304, 308 on the higher
storage tier(s) 302 and lower storage tier(s) 306 through a
network 310, such as a storage area network (SAN), as
shown 1n FIG. 3, or some other suitable network type. The
storage system manager 312 may also communicate with
one or more host systems (not shown) through a host
interface 314, which may or may not be a part of the storage
system manager 312. The storage system manager 312
and/or any other component of the storage system 300 may
be implemented 1n hardware and/or software, and may make
use of a processor (not shown) for executing commands of
a type known in the art, such as a central processing unit
(CPU), a field programmable gate array (FPGA), an appli-
cation specific integrated circuit (ASIC), etc. Of course, any
arrangement ol a storage system may be used, as will be
apparent to those of skill 1n the art upon reading the present
description.

In more embodiments, the storage system 300 may
include any number of data storage tiers, and may include
the same or different storage memory media within each
storage tier. For example, each data storage tier may include
the same type of storage memory media, such as HDDs,
SSDs, sequential access media (tape 1n tape drives, optical
disc 1n optical disc drives, etc.), direct access media (CD-
ROM, DVD-ROM, etc.), or any combination of media
storage types. In one such configuration, a higher storage tier
302, may include a majority of SSD storage media for
storing data 1n a higher performing storage environment, and
remaining storage tiers, including lower storage tier 306 and
additional storage tiers 316 may include any combination of
SSDs, HDDs, tape drives, etc., for storing data in a lower
performing storage environment. In this way, more fre-
quently accessed data, data having a higher priority, data
needing to be accessed more quickly, etc., may be stored to
the higher storage tier 302, while data not having one of
these attributes may be stored to the additional storage tiers
316, including lower storage tier 306. Of course, one of skill
in the art, upon reading the present descriptions, may devise
many other combinations of storage media types to 1mple-
ment into different storage schemes, according to the
embodiments presented herein.

According to some embodiments, the storage system
(such as 300) may include logic configured to receive a
request to open a data set, logic configured to determine 1t
the requested data set 1s stored to a lower storage tier 306 of
a tiered data storage system 300 in multiple associated
portions, logic configured to move each associated portion
of the requested data set to a higher storage tier 302 of the
tiered data storage system 300, and logic configured to
assemble the requested data set on the higher storage tier 302
of the tiered data storage system 300 from the associated
portions.

Of course, this logic may be implemented as a method on
any device and/or system or as a computer program product,
according to various embodiments.

As previously mentioned, the continued growth of data
consumption has increased the storage and data accessibility
requirements associated with actually maintaining this data.
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While on premise data storage configurations have had
difliculty accommodating these increases in data storage and
data accessibility, cloud storage has been able to provide
some relief. Again, cloud storage 1s a model of data storage
in which the digital data 1s stored 1n logical pools which
correspond to physical storage. The physical storage spans
multiple servers, and the physical environment 1s typically
managed by a host, e.g., cloud storage provider. These cloud
storage providers are responsible for keeping the data avail-
able and accessible, and the physical environment protected
and running. People and organizations buy or lease storage
capacity from the providers to store user, organization, or
application data. It follows that cloud storage can be imple-
mented 1n conjunction with on premise data storage con-
figurations 1n order to achieve a distributed data storage
system.

However, conventional implementations of such data
storage systems have also experienced a number of short-
comings. For instance, each location 1n a data storage system
stores a copy of the same data, thereby significantly increas-
ing data storage consumption. Moreover, continually mov-
ing data between each of the locations 1n a data storage
system consumes a significant amount of computing
resources and network bandwidth.

In sharp contrast to these conventional shortcomings,
various ones of the embodiments included herein are able to
achieve distributed storage systems which are capable of
elliciently recovering from disaster events by reducing data
loss as well as processing delays, e.g., as will be described
in further detail below.

FIG. 4 depicts a distributed data storage system 400, 1n
accordance with one embodiment. As an option, the present
distributed data storage system 400 may be implemented 1n
conjunction with features from any other embodiment listed
herein, such as those described with reference to the other
FIGS. However, such distributed data storage system 400
and others presented herein may be used in various appli-
cations and/or 1n permutations which may or may not be
specifically described 1n the illustrative embodiments listed
herein. Further, the distributed data storage system 400
presented herein may be used in any desired environment.
Thus FIG. 4 (and the other FIGS.) may be deemed to include
any possible permutation.

As shown, the distributed data storage system 400
includes a primary site 402 which 1s coupled to a cloud
storage site 404. The cloud storage site 404 1s also coupled
to a disaster recovery site 406. The cloud storage site 404
may be coupled to each of the primary site 402 and the
disaster recovery site 406 using any desired type of com-
munication connection. For instance, in some approaches
the cloud storage site 404 1s coupled to the primary site 402
and/or the disaster recovery site 406 by a physical connec-
tion, €.g., such as a wired connection, a cable, a logical bus,
etc. In other approaches, the cloud storage site 404 1is
coupled to the primary site 402 and/or the disaster recovery
site 406 by a wireless connection, e.g., such as a WAN.
However, an 1illustrative list of other network types which
may couple the cloud storage site 404 to the primary site 402
and/or the disaster recovery site 406 includes, but 1s not
limited to, a LAN, a PSTN, a SAN, an internal telephone
network, etc. Accordingly, the cloud storage site 404 1s able
to communicate with the primary site 402 and the disaster
recovery site 406 regardless of the amount of separation
which exists therebetween, e.g., despite being positioned at
different geographical locations.

The primary site 402, the cloud storage site 404, and the
disaster recovery site 406 each include a controller 408
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which 1s 1n turn coupled to a data storage array 410. Each of
the data storage arrays 410 further include a plurality of data
storage components 412, e¢.g., such as HDDs, SSDs, mag-
netic tape drives, etc. The data storage components 412
included 1n a given array 410 may each be the same or
different from each other depending on the desired approach.
Similarly, data storage components 412 included at each of
the sites 402, 404, 406 may be the same or different from
cach other.

Referring still to FIG. 4, the primary site 402 1s also
coupled to a user 414. It follows that the primary site 402 1s
able to receive I/O commands from the user 414 and satisty
them using the controller 408 as well as the data in the data
storage components 412. As a result, the controller 408 and
data storage array 410 at the primary site 402 are able to
maintain a filesystem which includes data that remains
accessible to the user 414.

The data that 1s stored at the primary site 402, along with
the metadata associated therewith, 1s preferably replicated at
the cloud storage site 404, thereby forming a secondary copy
of the filesystem which exists at the primary site 402.
Moreover, as data 1s added to, modified at, removed from,
etc., the primary site 402, these changes are also replicated
to the cloud storage site 404. In some approaches, the
distributed data storage system 400 implements one or more
data storage schemes which are able to provide hybnd cloud
storage capability. According to an example, which 1s 1n no
way intended to limit the invention, the distributed data
storage system 400 implements transparent cloud tiering
which enables usage of cloud object storage (e.g., public,
private, on-premises, €tc.) as a secure, reliable, transparent
storage tier. Implementing transparent cloud tiering 1s par-
ticularly desirable in some approaches by leveraging exist-
ing information lifecycle management policy language
semantics, thereby allowing administrators to define policies
for tiering data to a cloud object storage.

It follows that the cloud storage site 404 i1s able to
maintain an updated copy of the data stored at the primary
site 402 which 1s msulated from any issues which occur at
the primary site 402, e.g., such as a disaster event. For
instance, 1 a multi-site data storage system configuration
such as that 1llustrated 1n FIG. 4 which includes a primary
site 402 and a cloud storage site 404, even 1f the primary site
402 goes oflline, a copy of the data (e.g., files) 1s still stored
at the cloud storage site 404. Further still, data stored at the
cloud storage site 404 may be used to establish a secondary
filesystem at the disaster recovery site 406 while the primary
site 402 remains oflline, ¢.g., as will be described in further
detail below.

Replicating the data stored at the primary site 402 to the
cloud storage site 404 1s an ongoing process performed
during normal operation of the distributed data storage
system 400. Referring specifically to FIG. 5A, a flowchart of
a computer-implemented method 500 for replicating the data
stored at a primary site to a cloud storage site 1s shown
according to one embodiment. The method 500 may be
performed 1n accordance with the present invention 1n any of
the environments depicted 1n FIGS. 1-4, among others, in
vartous embodiments. Of course, more or less operations
than those specifically described in FIG. 5 may be included
in method 500, as would be understood by one of skill 1n the
art upon reading the present descriptions.

Each of the steps of the method 500 may be performed by
any suitable component of the operating environment. For
example, 1n various embodiments, the method 500 may be
partially or entirely performed by a controller, a processor,
etc., or some other device having one or more processors
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therein. The processor, e.g., processing circuit(s), chip(s),
and/or module(s) implemented 1n hardware and/or software,
and preferably having at least one hardware component may
be utilized 1n any device to perform one or more steps of the
method 500. Illustrative processors include, but are not
limited to, a central processing unit (CPU), an application
specific integrated circuit (ASIC), a field programmable gate
array (FPGA), etc., combinations thereol, or any other
suitable computing device known in the art.

As shown i FIG. 5, operation 302 of method 500

includes 1mtially performing a scale out backup and restore
(SOBAR) operation. A SOBAR operation provides a mecha-
nism to backup metadata as well as inode information which
corresponds to the specific data (e.g., files) stored at the
primary site. Accordingly, the SOBAR operation allows for
metadata and 1mnode information corresponding to the data
stored at the primary site to be copied to the cloud storage
site. Once stored at the cloud storage site, this metadata and
inode information may further be restored at another site 1n
response to experiencing a disaster event at the primary site,
¢.g., as will soon become apparent.

The metadata that 1s copied to the cloud storage site as a
result of performing the SOBAR operation may vary
depending on the desired approach. For instance, in some
approaches the metadata includes timestamp information
which indicates when particular data was created, last modi-
fied, read, etc. In other approaches, the metadata includes
configuration information which pertains to how data is
interrelated, e.g., as would be appreciated by one skilled 1n
the art after reading the present description.

The SOBAR operation 1s repeated periodically over time,
¢.g., such that the metadata and inode information 1s updated
on the cloud storage site to accurately reflect any changes
that have been made to the data stored at the primary site.
Accordingly, decision 504 includes determining whether a
first predetermined amount of time has passed since a last
SOBAR operation was performed. The first amount of time
may be predetermined by a user, a system admimstrator,
industry standards, eftc.

In response to determining that the first predetermined
amount of time has passed since the last SOBAR operation
was performed, method 500 returns to operation 302 such
that a subsequent SOBAR operation 1s performed. However,
in response to determining that the first predetermined
amount ol time has not passed since the last SOBAR
operation was performed, method 500 proceeds to decision
506. There, decision 506 includes determining whether a
second predetermined amount of time has passed since a last
pre-migrate operation was performed.

A magrate operation involves tiering data stored at a first
location to a second location. Referring momentarily back to
the distributed storage system 400 of FIG. 4, a migrate
operation performed on the primary site 402 involves
migrating the data (e.g., files) stored at the primary site 402
to the cloud storage site 404. It follows that data which has
been migrated from the primary site 402 now remains stored
only at cloud storage site 404, in turn achieving storage
clliciency. Migrate operations are also preferably performed
periodically over time 1n order to migrate any newly clas-
sified data stored at the primary site as 1t 1s added to,
amended, removed, etc. This second amount of time may
also be predetermined by a user, a system administrator,
industry standards, etc., depending on the desired approach.
Thus, between two tull SOBAR backup windows, additional

data 1s being tiered (e.g., migrated) to the cloud storage site
404.
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In response to determining that the second predetermined
amount of time has not yet passed since a last pre-migrate
operation was performed, method 500 returns to decision
504 as shown. It follows that decisions 504 and 506 may be
repeated 1n an iterative fashion until one or both of their
respective conditions have been met. However, 1n response
to determining that the second predetermined amount of
time has passed since the last pre-migrate operation was
performed, method 500 proceeds to operation 508.

There, operation 508 includes scanning the data stored at
the primary site for any malware that may be included
therein. In other words, operation 508 includes scanning the
primary site for any information which 1s involved with
and/or related to obtaining unauthorized access to the pri-
mary site. Moreover, the data stored at the primary site 1s
scanned for malware before being moved to the cloud
storage site, thereby protecting the cloud storage site, and
the overarching storage system itself, from cyberattacks.

In some approaches, operation 508 may be performed by
scanning the data for specific data sequences which are
consistent with known types ol malware. However, 1t should
be noted that malware may be 1dentified using any type of
scanning procedure which would be apparent to one skilled
in the art after reading the present description. In preferred
approaches, the scan performed 1n operation 508 1s able to
keep track of what data has already been examined. In other
words, an 1nitial scan may 1nvolve inspecting all data stored
at the primary site, while subsequent scans only mvolve
ispecting data which has been introduced and/or modified
since the last malware scan was performed. This desirably
reduces processing delays and system bandwidth consump-
tion while maintaining robust protection against cyberat-
tacks at the primary site as well as the cloud storage site.

Method 500 further includes performing a migrate opera-
tion. See operation 510. As mentioned above, a migrate
operation mvolves moving the data stored at a first location
(e.g., primary site) to a second location (e.g., cloud storage
site). This data movement results 1n zero-byte file stubs
being left at the primary site, each stub corresponding to a
respective portion of the migrated data. The migrated data
itself resides at a cloud storage site, thereby removing the
desire of maintaining two copies of data. High availability
and redundancy of a cloud storage site (e.g., see 404 above)
1s also leveraged 1n some approaches to further protect the
data.

From operation 510, method 500 returns to decision 504,
whereby another determination may be made as to whether
the first predetermined amount of time has passed since the
last SOBAR operation was performed. As alluded to above,
various ones ol the processes included 1n method 500 are
repeated 1n an iterative process during nominal operation of
the corresponding distributed data storage system.

Referring momentarily now to FIG. 3B, an illustrative
progression of backing up (e.g., tiering) the data at a primary
site to a cloud storage site 1s depicted i accordance with an
in-use example, which 1s 1n no way intended to limit the
invention. As shown, the progression begins with a SOBAR
operation which 1s performed at t0. As mentioned above, the
SOBAR operation involves the inode information as well as
metadata (e.g., configuration information) which corre-
sponds to the data stored at the primary site. Moreover, the
inode information and metadata are sent directly to the cloud
storage site, and not the disaster recovery site. Compared to
the data storage footprint of actual data, the storage capacity
consumed by this inode mformation and other metadata 1s
significantly smaller.
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A second SOBAR operation 1s also 1n the process of being
performed at t5, and therefore has not yet been uploaded to
the cloud storage site. Between the SOBAR operations, a
number of migrate operations are also performed. As men-
tioned above, the data at the primary site 1s preferably
scanned prior to actually performing each of the migrate
operations. According to an exemplary approach, a watcher
program triggers the performance of a “local_threat_scan”
program which scans the managed filesystem as well as the
resident files to determine 1f any malware exists therein.

Thereatter, the watcher program actually 1nitiates migra-
tion of the files to the cloud storage site. As a result, each of
the migrate operations are performed such that whenever a
new lile 1s created or modified 1n the filesystem, the watcher
program ensures that none of the data sent to the cloud
storage site 1s infected by one or more software viruses. This
also desirably ensures that the files which are migrated to the
cloud storage site are resilient against cyberattacks, 1n turn
the cloud storage site (e.g., see 404 above) acts as an air-gap,
or cyber resilient site. It should be noted that in some
approaches, the watcher program 1s a daemon which moni-
tors the data creation and/or modification, while also assist-
ing with the migrate operations. Accordingly, whenever files
are created, removed, modified, etc., the same operations are
replicated on the copy at the cloud storage site. In some
approaches, the watcher program 1s performed on cluster
nodes. Moreover, the restore of primary site nodes can occur
across different clustered filesystem configurations and a
pre-load of the respective 1image 1s maintained in place for
restoring nodes at the disaster recovery site, e.g., as would
be appreciated by one skilled 1n the art after reading the
present description.

In response to the watcher program completing the
migrate operation, a journal backup to the cloud storage site
1s executed. As a result, 1 any data 1s migrated to cloud
between two backup process using higher cut-fast thread
frequency, transparent cloud tiering may be used to push
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would be appreciated by one skilled 1n the art after reading
the present description. This also desirably reduces the

backup window, thereby reducing the chance of experienc-
ing a backlog, and increasing RPO (recovery point objec-
tive). According to an example, which 1s 1n no way intended
to limit the imvention, a migrate operation performed at t1
results 1 100 files being migrated between t0 and tl.
Accordingly, a disaster which occurs between t1 and {2
while a next 100 files are being pre-migrated will desirably
not affect the data which was pre-migrated between t0 and
t1.

It follows that during nominal operation of a distributed
data storage system (e.g., see FI1G. 4), the various processes
in method 500 are able to achueve an accurate backup of the
primary site. This SOBAR backup mainly consists of mode
information and metadata of all the files 1n the filesystem.
With this information, only a single copy of data, inode
information, metadata plus delta inode information between
time t0 and t1 1s now available at the cloud storage site.
Moreover, this backup copy of the primary site 1s stored 1n
a cloud storage site, which 1s particularly desirable because
cloud storage provides a much more easily scalable data
storage platform, e.g., in comparison to the disaster recovery
site. Accordingly, the disaster recovery site remains idle
while the primary site and the cloud storage site are oper-
ating nominally. However, 1t should be noted that the
disaster recovery site 1s 1n no way required to remain
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completely 1dle. For instance, the disaster recovery site may
be utilized to provide additional computing power during
periods of high latency.

Although method 500 1s able to achieve an accurate
backup of the primary site during normal operating condi-
tions, the primary site may experience a disaster situation
such as a power outage, a natural disaster, an umintentional
shutdown, etc. Although the cloud storage site contains a
copy of the data stored at the primary site prior to it going
oflline, 1t 1s not practical to shift operational control of the
overarching data storage system to the cloud storage site.
Rather, 1t 1s preferred that the disaster recovery site assume
operational control of the data storage system, at least while
the primary site remains ofiline.

As mentioned above, the disaster recovery site remains
idle while the primary site 1s operational, and therefore the
disaster recovery site does not accurately reflect the filesys-
tems at the primary site. The act of transferring all the
information and data from the cloud storage site to the
disaster recovery site may thereby seem like a logical step
towards making the data storage system operational again,
but the monetary, computing, temporal, etc., costs associated
with doing so are severe. Rather, FIG. 6A illustrates a
flowchart of a computer-implemented method 600 for bring-
ing a disaster recovery site online, according to one embodi-
ment. The method 600 may be performed in accordance with
the present invention 1n any of the environments depicted in
FIGS. 1-5B, among others, 1 various embodiments. Of
course, more or less operations than those specifically
described 1n FIG. 6 A may be included 1n method 600, as
would be understood by one of skill 1n the art upon reading
the present descriptions.

Each of the steps of the method 600 may be performed by
any suitable component of the operating environment. For
example, 1n various embodiments, the method 600 may be
partially or entirely performed by a controller, a processor,
etc., or some other device having one or more processors
therein. The processor, e.g., processing circuit(s), chip(s),
and/or module(s) implemented 1n hardware and/or software,
and preferably having at least one hardware component may
be utilized 1n any device to perform one or more steps of the
method 600. Illustrative processors include, but are not
limited to, a central processing unit (CPU), an application
specific integrated circuit (ASIC), a field programmable gate
array (FPGA), etc., combinations thereol, or any other
suitable computing device known 1n the art.

As shown i FIG. 6A, operation 602 of method 600
includes mounting a pre-inode list filesystem. Again, the
disaster recovery site remains idle during nominal operation
of the overarching distributed data storage system, and
therefore a general filesystem 1s first mounted. The pre-inode
list filesystem may be mounted 1n read only mode 1n some
approaches, while 1n other approaches the filesystem may
also or alternatively support writes.

Operation 604 further includes enabling cloud tiering
functionality. In some approaches, the cloud tiering func-
tionality 1s enabled by 1nstalling packages which correspond
thereto, e.g., as would be appreciated by one skilled 1n the
art after reading the present description. For example, a
package containing a Spectrum Scale filesystem edition
which supports cloud tiering functionality may be selec-
tively installed, e.g., by a user.

Moreover, operation 606 includes receiving a transparent
cloud tiering backup file from the cloud storage site. The
transparent cloud tiering backup file which 1s received 1s
often a copy of a file which exists at the cloud storage site.
However, because the transparent cloud tiering backup file
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1s typically a small file, the copy of this files 1s formed 1n a
desirably small amount of time (e.g., within a few minutes).
It should also be noted that a transparent cloud tiering
backup file 1s 1n no way imtended to limit the invention.
Rather, 1n other approaches a diflerent type of file or packet
of mnformation may be received in operation 606, ¢.g., as
would be appreciated by one skilled 1n the art after reading
the present description.

Network shared disks are also pre-created at the disaster
recovery site for the filesystem in some approaches. In such
approaches, the network shared disks may be pre-created
using any procedures which would be apparent to one
skilled 1n the art after reading the present description.
Moreover, the network shared disks preferably match 1n
number and configuration as those included at the primary
site 1n order to achieve a successiul restore at the disaster
recovery site.

Operation 608 includes executing a transparent cloud
tiering restore. In preferred approaches, the transparent
cloud tiering restore 1s executed by specifying a particular
access point at the cloud storage site. In doing so, the
disaster recovery site 1s able to communicate directly with
the cloud storage site and receive specific data, inode
information, metadata, etc. therefrom, e.g., as will soon
become apparent.

Once the transparent cloud tiering restore has been per-
formed, the operational relationship previously shared
between the primary site and the cloud storage site 1s
restored between the disaster recovery site and the cloud
storage site. In some approaches, a corresponding sharing
container 1s only presented in an “ONLINE” state, thereby
allowing an administrator to download desired data (e.g.,
files) from the cloud storage site. It i1s preferred that the
disaster recovery site implements a same number of cloud
storage access point IPs as were implemented at the primary
site. However, a diflerent number of cloud storage access
point IPs may be implemented 1n some approaches. In such
approaches, 1t should be noted that while the number of
cloud storage access point IPs for the disaster recovery site
1s different than implemented by the primary site, the
number of cloud storage access point uniform resource
locators (URLs) used pretferably matches the number of
cloud storage access point URLs used at the primary site.
However, 1n situations where fewer cloud storage access
point URLs are implemented at the disaster recovery site
than the primary site, one or more of the URL and IP
combinations may be repeated, e.g., as would be appreciated
by one skilled 1n the art after reading the present description.

As mentioned above, the various processes included 1n
method 600 are performed in response to the primary site
going oflline (e.g., experiencing a disaster event). Accord-
ingly, the cloud storage site’s backup copy of the data that
1s stored at the primary site may be utilized to bring the
disaster recovery site online. Referring still to FIG. 6A,
operation 610 includes receiving an inode list from the cloud
storage site, while operation 612 includes receiving configu-
ration information from the cloud storage site. The mnode list
and/or the configuration information are received from the
access point specified as a part of executing the transparent
cloud tiering restore in operation 608 above. Again, by
speciiying a particular access point at the cloud storage site,
the disaster recovery site 1s able to communicate directly
with the cloud storage site and receive specific data, mnode
information, metadata, etc. therefrom.

The mode list and the configuration information are
turther used to construct a filesystem at the disaster recovery
site. See operation 614. However, 1t should be noted that the
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filesystem constructed at the disaster recovery site does not
include an actual copy of the data that 1s stored at the cloud
storage site. In other words, data 1s not automatically copied
from the cloud storage site to the filesystem created at the
disaster recovery site. Rather, the filesystem created at the
disaster recovery site includes a plurality of metadata stubs.
Each of these metadata stubs corresponds to a speciiic
portion of data (e.g., file) which 1s stored at the primary site
as well as the cloud storage site. The actual information
included 1n each of the metadata stubs may vary depending
on the desired approach. For instance, in various approaches
cach of the metadata stubs may include the name, logical
block address, physical block address, total size (e.g., num-
ber of bytes), etc., of the file (or portion of a file) which
corresponds thereto. It follows that the metadata stubs
themselves consume only a fraction of the storage space that
the actual data corresponding thereto does. Accordingly, the
filesystem constructed 1n operation 614 significantly
improves storage space utilization at the disaster recovery
site.

In some approaches, the mnode list and the configuration
information are used to construct a filesystem at the disaster
recovery site by performing a SOBAR operation. Accord-
ingly, operation 614 may include downloading a SOBAR
configuration backup and/or an mnode backup from the cloud
storage site. Accordingly, a SOBAR restore operation may
be executed for each of the filesystems that are restored at
the disaster recovery site. However, additional filesystem
related commands are not repeated at the disaster recovery
site, as only metadata stubs have been restored in preferred
approaches.

Moreover, while performing a SOBAR restore operation,
a priority index process scans through the journal and
metadata 1n some approaches to determine which metadata
should be restored on the priority basis. A file curation
operation 1s also triggered 1n some approaches which con-
verts co-resident files into non-resident when restored at the
disaster recovery site. In other words, operation 614 actually
includes examining each entry in the inode list at the disaster
recovery site, and converting co-resident entries to non-
resident entries. With respect to the present description,
“co-resident entries” represent data (e.g., files) that have
been migrated from the given filesystem to the cloud storage
site, but which also remain available on the given filesystem
as well. Moreover, “non-resident entries” represent data
(e.g., files) that have been migrated from a given filesystem
to the cloud storage site, while only a metadata stub remains
on the given filesystem. It follows that some of the entries
in the 1node list are non-resident where only one copy of data
1s available on cloud storage site. Some of the entries in the
inode list at the primary site are co-resident entries and all
of the data at the primary site 1s copied to the cloud storage
site for such co-resident entries. Moreover, each of the
entries 1n the inode list which corresponds to the disaster
recovery site are non-resident entries. This 1s because while
the cloud storage site contains an actual copy of the data that
1s stored at the offline primary site, the disaster recovery site
only includes metadata stubs, each of which correspond to
a specific portion of the data at the cloud storage site.

The filesystem constructed at the disaster recovery site 1s
thereby used to satisty I/O commands that are received. See
operation 616. Specifically, the metadata stubs 1n the file-
system constructed at the disaster recovery site are used 1n
combination with the data copies stored at the cloud storage
site to satisly I/O commands that are received, e.g., from a
user communicating with the primary site prior to 1t going,
offline. Looking to FIG. 6B, exemplary sub-processes of
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using the filesystem constructed at the disaster recovery site
to satisiy received I/O commands are illustrated in accor-
dance with one embodiment, one or more of which may be
used to perform operation 616 of FIG. 6A. However, 1t
should be noted that the sub-processes of FIG. 6B are
illustrated 1n accordance with one embodiment which 1s 1n
no way intended to limit the invention.

As shown, the flowchart includes actually receiving an
I/O command. See sub-operation 620. The I/O command
that 1s received may vary depending on the approach. For
instance, the I/'O command may be a read command, a write
command, a read-modily command, etc. Moreover, sub-
operation 622 includes 1dentifying a portion of the data that
1s stored at the primary site which the I/O command corre-
sponds to. An I/O command typically identifies the specific
data (e.g., file or portion thereol) which 1s mvolved. Thus,
the information provided in the 1I/O 1itself may be used in
some approaches to 1dentity the specific portion of data in
sub-operation 622. In other approaches, sub-operation 622
involves examining the mode list at the disaster recovery site
in order to i1dentity a specific portion of the data which the
I/O command corresponds to.

Sub-operation 624 further includes identifying one or
more of the metadata stubs which correlate to the portion of
the data that 1s stored at the primary site. In other words,
sub-operation 624 includes identifying one or more of the
metadata stubs at the disaster recovery site which correlate
to the portion of the data (e.g., file) identified 1n the recerved
I/O command. Once the one or more metadata stubs at the
disaster recovery site have been identified, sub-operation
626 includes using the one or more 1dentified metadata stubs
to send a request to the cloud storage site for a copy of the
respective data.

The copy of the data stored at the primary site 1s received
in sub-operation 628 from the cloud storage site in response
to the request sent i sub-operation 626. Moreover, sub-
operation 630 includes storing the received data in the
filesystem at the disaster recovery site. In other words, the
data received from the cloud storage site actually replaces
the metadata stubs at the disaster recovery site which
correspond thereto. Furthermore, sub-operation 632
includes actually using the received copy of the data to
satisty the I/O command.

By only copying the data which corresponds to received
[/O commands, various ones of the embodiments included
herein are able to achieve a significant reduction 1n the
processing delays, storage space, network bandwidth con-
sumption, etc. experienced 1n response to a disaster event
occurring at the primary storage site. This 1s achieved, at
least 1n part, because the metadata stubs at the disaster
recovery site consume only a fraction of the storage space
that the actual data corresponding thereto does. Accordingly,
the filesystem constructed at the disaster recovery site sig-
nificantly 1mproves storage space utilization, and even
allows for the disaster recovery site to be scaled accordingly,
thereby reducing operating costs.

Moreover, communication bandwidths between the dif-
ferent sites in the distributed data storage system are not
excessively taxed as inode lists and configuration informa-
tion are small 1n size. Additionally, only data which specifi-
cally corresponds to received I/O commands 1s transferred
between the cloud storage site and the disaster recovery site,
thereby further reducing network traflic and operating
expenses while also avoiding network degradation and
related performance i1ssues. The data that 1s copied from the
cloud storage site to the disaster recovery site while the
primary site remains oifline 1s maintained at the disaster
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recovery site 1in some approaches, e.g., such that 1t remains
available at the disaster recovery site for any subsequent 1/0
commands which correspond thereto.

A primary site which has gone oflline, e.g., 1n response to
experiencing a disaster event, may eventually be brought
back online. In some approaches, the operational control of
the data storage system may be returned to the primary site
in response to it coming back online by replicating any data
modifications which were performed at the disaster recovery
site while the primary site was oflline. However, in other
approaches the disaster recovery site may retain operational
control of the data storage system until system throughput
falls below a predetermined threshold, a predetermined
amount of time has passed, computing and/or network
bandwidth consumption rises above a predetermined thresh-
old, etc.

It should also be noted that although various ones of the
embodiments included herein are described 1n the context of
a distributed data storage system which includes a primary
site, a cloud storage site, and a disaster recovery site (e.g.,
as shown 1n FI1G. 4 above), this 1s in no way intended to limat
the 1nvention. Rather, any of the approaches described
herein may be implemented similarly in a distributed data
storage system which includes any number of data storage
sites.

According to an in-use example, which 1s 1n no way
intended to limit the invention, a customer has four data
storage sites which are divided into Cluster 1 which includes
Primary Site 1 and Primary Site 2, and Cluster 2 which
includes Disaster Recovery Site 3 and Disaster Recovery
Site 4. Additionally, a Cloud Storage Site 1s coupled to each
ol the clusters. The distance between Cluster 1 and Cluster
2 1s more than 700 kilometers. Additionally, Primary Site 1
and Primary Site 2 include “n” different filesystems which
are to be protected from data loss. The Cloud Storage Site
accessor node connected to Cluster 1 1s different from the
Cloud Storage Site accessor node that 1s connected to
Cluster 2. Accordingly, accessors 1-4 are enabled at Primary
Site 1 and accessors 4-8 are disabled at Disaster Recovery
Site 3 while the disaster recovery sites at Cluster 2 remain
idle during nominal operation. However, in response to the
primary sites going oflline at Cluster 1 (e.g., 1n response to
a disaster event occurring), accessors 4-8 at Disaster Recov-
ery Site 3 are prelerably enabled and used to restore the
metadata on the disaster recovery site from the cloud storage
site using any of the approaches included herein. Accord-
ingly, only metadata stubs will be present on the filesystem
at the disaster recovery sites. However, when each of these
stubs are accessed 1n response to recerving an 1/0O command,
the data which corresponds thereto 1s transparently recalled
from the cloud storage site.

It 1s understood in advance that although this disclosure
includes a detailed description on cloud computing, imple-
mentation of the teachings recited herein are not limited to
a cloud computing environment. Rather, embodiments of the
present invention are capable of being implemented in
conjunction with any other type of computing environment
now known or later developed.

Cloud computing 1s a model of service delivery for
enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g. networks,
network bandwidth, servers, processing, memory, storage,
applications, virtual machines, and services) that can be
rapidly provisioned and released with minimal management
ellort or interaction with a provider of the service. This cloud
model may include at least five characteristics, at least three
service models, and at least four deployment models.
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Characteristics are as follows:

On-demand self-service: a cloud consumer can unilater-
ally provision computing capabilities, such as server time
and network storage, as needed automatically without
requiring human interaction with the service’s provider.

Broad network access: capabilities are available over a
network and accessed through standard mechanisms that
promote use by heterogeneous thin or thick client platforms
(e.g., mobile phones, laptops, and PDAs).

Resource pooling: the provider’s computing resources are
pooled to serve multiple consumers using a multi-tenant
model, with different physical and virtual resources dynami-
cally assigned and reassigned according to demand. There 1s
a sense ol location independence in that the consumer
generally has no control or knowledge over the exact
location of the provided resources but may be able to specity
location at a higher level of abstraction (e.g., country, state,
or datacenter).

Rapid elasticity: capabilities can be rapidly and elastically
provisioned, 1n some cases automatically, to quickly scale
out and rapidly released to quickly scale 1n. To the consumer,
the capabilities available for provisioning often appear to be
unlimited and can be purchased 1n any quantity at any time.

Measured service: cloud systems automatically control
and optimize resource use by leveraging a metering capa-
bility at some level of abstraction appropriate to the type of
service (e.g., storage, processing, bandwidth, and active user
accounts). Resource usage can be monitored, controlled, and
reported providing transparency for both the provider and
consumer of the utilized service.

Service Models are as follows:

Software as a Service (SaaS): the capability provided to
the consumer 1s to use the provider’s applications runming on
a cloud infrastructure. The applications are accessible from
various client devices through a thin client interface such as
a web browser (e.g., web-based e-mail). The consumer does
not manage or control the underlying cloud infrastructure
including network, servers, operating systems, storage, or
even individual application capabilities, with the possible
exception of limited user-specific application configuration
settings.

Platform as a Service (PaaS): the capability provided to
the consumer 1s to deploy onto the cloud infrastructure
consumer-created or acquired applications created using
programming languages and tools supported by the provider.
The consumer does not manage or control the underlying
cloud infrastructure including networks, servers, operating
systems, or storage, but has control over the deployed
applications and possibly application hosting environment
configurations.

Infrastructure as a Service (laaS): the capability provided
to the consumer 1s to provision processing, storage, net-
works, and other fundamental computing resources where
the consumer 1s able to deploy and run arbitrary software,
which can include operating systems and applications. The
consumer does not manage or control the underlying cloud
infrastructure but has control over operating systems, stor-
age, deployed applications, and possibly limited control of
select networking components (e.g., host firewalls).

Deployment Models are as follows:

Private cloud: the cloud infrastructure 1s operated solely
for an organization. It may be managed by the organization
or a third party and may exist on-premises or ofl-premises.

Community cloud: the cloud infrastructure 1s shared by
several organizations and supports a specific community that
has shared concerns (e.g., mission, security requirements,
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policy, and compliance considerations). It may be managed
by the organizations or a third party and may exist on-
premises or oll-premises.

Public cloud: the cloud infrastructure 1s made available to
the general public or a large industry group and 1s owned by
an organization selling cloud services.

Hybrid cloud: the cloud infrastructure 1s a composition of
two or more clouds (private, community, or public) that
remain unique entities but are bound together by standard-
1zed or proprietary technology that enables data and appli-
cation portability (e.g., cloud bursting for load-balancing
between clouds).

A cloud computing environment 1s service oriented with
a focus on statelessness, low coupling, modularity, and
semantic interoperability. At the heart of cloud computing 1s
an infrastructure comprising a network of interconnected
nodes.

Referring now to FIG. 7, a schematic of an example of a
cloud computing node 1s shown. Cloud computing node 700
1s only one example of a suitable cloud computing node and
1s not mtended to suggest any limitation as to the scope of
use or functionality of embodiments of the invention
described herein. Regardless, cloud computing node 700 1s
capable of being implemented and/or performing any of the
functionality set forth hereinabove.

In cloud computing node 700 there 1s a computer system/
server 702, which 1s operational with numerous other gen-
eral purpose or special purpose computing system environ-
ments or configurations. Examples of well-known
computing systems, environments, and/or configurations
that may be suitable for use with computer system/server
702 1nclude, but are not limited to, personal computer
systems, server computer systems, thin clients, thick clients,
hand-held or laptop devices, multiprocessor systems, micro-
processor-based systems, set top boxes, programmable con-
sumer electronics, network PCs, minicomputer systems,
mainframe computer systems, and distributed cloud com-
puting environments that include any of the above systems
or devices, and the like.

Computer system/server 702 may be described in the
general context of computer system-executable 1nstructions,
such as program modules, being executed by a computer
system. Generally, program modules may include routines,
programs, objects, components, logic, data structures, and so
on that perform particular tasks or implement particular
abstract data types. Computer system/server 702 may be
practiced in distributed cloud computing environments
where tasks are performed by remote processing devices that
are linked through a communications network. In a distrib-
uted cloud computing environment, program modules may
be located 1n both local and remote computer system storage
media including memory storage devices.

As shown 1 FIG. 7, computer system/server 702 1n cloud
computing node 700 i1s shown in the form of a general-
purpose computing device. The components ol computer
system/server 702 may include, but are not limited to, one or
more processors or processing units 706, a system memory
728, and a bus 708 that couples various system components
including system memory 728 to processor 706.

Bus 708 represents one or more of any of several types of
bus structures, including a memory bus or memory control-
ler, a peripheral bus, an accelerated graphics port, and a
processor or local bus using any of a variety of bus archi-
tectures. By way of example, and not limitation, such
architectures include Industry Standard Architecture (ISA)
bus, Micro Channel Architecture (IMCA) bus, Enhanced ISA
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(EISA) bus, Video Electronics Standards Association
(VESA) local bus, and Peripheral Component Interconnects
(PCI) bus.

Computer system/server 702 typically includes a variety
of computer system readable media. Such media may be any
available media that 1s accessible by computer system/server
702, and 1t includes both volatile and non-volatile media,
removable and non-removable media.

System memory 728 can include computer system read-
able media 1n the form of volatile memory, such as random
access memory (RAM) 730 and/or cache memory 732.
Computer system/server 702 may further include other
removable/non-removable, volatile/non-volatile computer
system storage media. By way of example only, storage
system 734 can be provided for reading from and writing to
a non-removable, non-volatile magnetic media (not shown
and typically called a “hard drive”). Although not shown, a
magnetic disk drive for reading from and writing to a
removable, non-volatile magnetic disk (e.g., a “floppy
disk™), and an optical disk drive for reading from or writing
to a removable, non-volatile optical disk such as a CD-
ROM, DVD-ROM or other optical media can be provided.
In such instances, each can be connected to bus 708 by one
or more data media interfaces. As will be further depicted
and described below, memory 728 may include at least one
program product having a set (e.g., at least one) of program
modules that are configured to carry out the functions of
embodiments of the imnvention.

Program/utility 740, having a set (at least one) of program
modules 742, may be stored in memory 728 by way of
example, and not limitation, as well as an operating system,
one or more application programs, other program modules,
and program data. Each of the operating system, one or more
application programs, other program modules, and program
data or some combination thereof, may include an imple-
mentation of a networking environment. Program modules
742 generally carry out the functions and/or methodologies
of embodiments of the invention as described herein.

Computer system/server 702 may also communicate with
one or more external devices 704 such as a keyboard, a
pointing device, a display 724, etc.; one or more devices that
enable a user to interact with computer system/server 702;
and/or any devices (e.g., network card, modem, etc.) that
enable computer system/server 702 to commumnicate with
one or more other computing devices. Such communication
can occur via I/O terfaces 722. Still yet, computer system/
server 702 can communicate with one or more networks
such as a local area network (LAN), a general wide area
network (WAN), and/or a public network (e.g., the Internet)
via network adapter 720. As depicted, network adapter 720
communicates with the other components of computer sys-
tem/server 702 via bus 708. It should be understood that
although not shown, other hardware and/or software com-
ponents could be used 1n conjunction with computer system/
server 702. Examples, include, but are not limited to:
microcode, device drnivers, redundant processing units,
external disk drive arrays, RAID systems, tape drives, and
data archival storage systems, etc.

Referring now to FIG. 8, illustrative cloud computing
environment 850 1s depicted. As shown, cloud computing
environment 850 includes one or more cloud computing
nodes 810 with which local computing devices used by
cloud consumers, such as, for example, personal digital
assistant (PDA) or cellular telephone 854 A, desktop com-
puter 8348, laptop computer 854C, and/or automobile com-
puter system 854N may communicate. Nodes 810 may
communicate with one another. They may be grouped (not
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shown) physically or virtually, in one or more networks,
such as Private, Community, Public, or Hybrid clouds as
described hereinabove, or a combination thereof. This
allows cloud computing environment 850 to offer infrastruc-
ture, platforms and/or software as services for which a cloud
consumer does not need to maintain resources on a local
computing device. It 1s understood that the types of com-
puting devices 854 A-854N shown 1n FIG. 8 are intended to
be illustrative only and that computing nodes 810 and cloud
computing environment 850 can communicate with any type
of computerized device over any type ol network and/or
network addressable connection (e.g., using a web browser).

Referring now to FIG. 9, a set of functional abstraction
layers provided by cloud computing environment 850 (FIG.
8) 1s shown. It should be understood 1n advance that the
components, layers, and functions shown in FIG. 9 are
intended to be illustrative only and embodiments of the
invention are not limited thereto. As depicted, the following
layers and corresponding functions are provided:

Hardware and software layer 960 includes hardware and
soltware components. Examples of hardware components
include: mainirames 961; RISC (Reduced Instruction Set
Computer) architecture based servers 962; servers 963;
blade servers 964; storage devices 963; and networks and
networking components 966. In some embodiments, soft-
ware components include network application server soft-
ware 967 and database software 968.

Virtualization layer 970 provides an abstraction layer
from which the following examples of virtual entities may
be provided: virtual servers 971; virtual storage 972; virtual
networks 973, including virtual private networks; virtual
applications and operating systems 974; and virtual clients
975.

In one example, management layer 980 may provide the
functions described below. Resource provisioning 981 pro-
vides dynamic procurement of computing resources and
other resources that are utilized to perform tasks within the
cloud computing environment. Metering and Pricing 982
provide cost tracking as resources are utilized within the
cloud computing environment, and billing or invoicing for
consumption of these resources. In one example, these
resources may include application software licenses. Secu-
rity provides identity verification for cloud consumers and
tasks, as well as protection for data and other resources. User
portal 983 provides access to the cloud computing environ-
ment for consumers and system admimstrators. Service level
management 984 provides cloud computing resource allo-
cation and management such that required service levels are
met. Service Level Agreement (SLA) planning and fulfill-
ment 985 provide pre-arrangement for, and procurement of,
cloud computing resources for which a future requirement 1s
anticipated 1n accordance with an SLA.

Workloads layer 990 provides examples of functionality
tor which the cloud computing environment may be utilized.
Examples of workloads and functions which may be pro-
vided from this layer include: mapping and navigation 991;
soltware development and lifecycle management 992; vir-
tual classroom education delivery 993; data analytics pro-
cessing 994; transaction processing 993; and restoring

operation of a data storage system at an 1dol disaster
recovery site using inode lists and configuration information
996.

The present invention may be a system, a method, and/or
a computer program product. The computer program prod-
uct may include a computer readable storage medium (or
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media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present 1nvention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium 1ncludes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program 1nstructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1 each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler
istructions, instruction-set-architecture (ISA) instructions,
machine 1nstructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written 1n any combination
of one or more programming languages, including an object
oriented programming language such as Smalltalk, C++ or
the like, and conventional procedural programming lan-
guages, such as the “C” programming language or similar
programming languages. The computer readable program
instructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a LAN or a WAN, or the connection may
be made to an external computer (for example, through the
Internet using an Internet Service Provider). In some
embodiments, electronic circuitry including, for example,
programmable logic circuitry, field-programmable gate
arrays (FPGA), or programmable logic arrays (PLA) may
execute the computer readable program instructions by
utilizing state information of the computer readable program
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instructions to personalize the electronic circuitry, 1n order to
perform aspects of the present invention.

Aspects of the present invention are described herein with
reference to flowchart 1llustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be 1imple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified i the tlowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer 1mple-
mented process, such that the mstructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified 1n the flow-
chart and/or block diagram block or blocks.

The tflowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of 1nstructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
tfunctions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, i1n fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block dia-
grams and/or flowchart i1llustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

Moreover, a system according to various embodiments
may include a processor and logic integrated with and/or
executable by the processor, the logic being configured to
perform one or more of the process steps recited herein. The
processor may be of any configuration as described herein,
such as a discrete processor or a processing circuit that
includes many components such as processing hardware,
memory, I/O interfaces, etc. By integrated with, what 1s
meant 1s that the processor has logic embedded therewith as
hardware logic, such as an application specific integrated
circuit (ASIC), a FPGA, etc. By executable by the processor,
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what 1s meant 1s that the logic 1s hardware logic; software
logic such as firmware, part of an operating system, part of
an application program; etc., or some combination of hard-
ware and software logic that 1s accessible by the processor
and configured to cause the processor to perform some
functionality upon execution by the processor. Software
logic may be stored on local and/or remote memory of any
memory type, as known 1n the art. Any processor known in
the art may be used, such as a software processor module
and/or a hardware processor such as an ASIC, a FPGA, a
central processing unit (CPU), an integrated circuit (IC), a
graphics processing unit (GPU), etc.

It will be clear that the various features of the foregoing
systems and/or methodologies may be combined in any way,
creating a plurality of combinations from the descriptions
presented above.

It will be further appreciated that embodiments of the
present invention may be provided in the form of a service
deployed on behall of a customer to ofler service on
demand.

While various embodiments have been described above,
it should be understood that they have been presented by
way of example only, and not limitation. Thus, the breadth
and scope of a preferred embodiment should not be limited
by any of the above-described exemplary embodiments, but
should be defined only 1n accordance with the following
claims and their equivalents.

What 1s claimed 1s:

1. A computer-implemented method for restoring opera-
tion ol a data storage system at a disaster recovery site,
comprising;

in response to a disaster event occurring at a primary site,

receiving an iode list from a cloud storage site,
wherein the cloud storage site includes a backup copy
of data that 1s stored at the primary site;

recerving configuration mformation from the cloud stor-

age site;
using the 1node list and the configuration imformation to
construct a filesystem at the disaster recovery site,

wherein the filesystem at the disaster recovery site does
not include a copy of the data that 1s stored at the
primary site, wherein the filesystem includes a plurality
of metadata stubs,

wherein using the 1node list and the configuration infor-

mation to construct the filesystem at the disaster recov-
ery site includes: performing a scale out backup and
restore operation,

wherein the scale out backup and restore operation

includes causing a priority index process to scan a
journal of the cloud storage site and metadata to
determine which of the metadata to restore on a priority
basis:

restoring the determined metadata according to the pri-

ority basis; and

using the filesystem to satisiy input/output (I/O) com-

mands that are received.
2. The computer-implemented method of claim 1,
wherein using the filesystem to satisty I/O commands that
are recerved includes:
recerving an I/O command;
identifying a portion of the data that 1s stored at the
primary site which the I/O command corresponds to;

identifying one or more of the metadata stubs which
correlate to the portion of the data that is stored at the
primary site;
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using the one or more 1dentified metadata stubs to send a
request to the cloud storage site for a copy of the
portion of the data that 1s stored at the primary site;

receiving the copy of the portion of the data that 1s stored
at the primary site; and

using the received copy of the portion of the data that 1s
stored at the primary site to satisiy the I/O command.

3. The computer-implemented method of claim 1,
wherein the backup copy of the data that 1s stored at the
primary site 1s scanned for malware before being stored at
the cloud storage site.

4. The computer-implemented method of claim 1, com-
prising:

examining each entry in the mnode list; and

converting co-resident entries to non-resident entries.

5. The computer-implemented method of claim 1, com-
prising:

mounting a pre-inode list filesystem:;

installing packages to enable cloud tiering functionality,
wherein the packages supports cloud tiering function-
ality;

receiving a transparent cloud tiering backup file from the
cloud storage site; and

executing a transparent cloud tiering restore by specitying
an access point at the cloud storage site,

wherein the inode list and the configuration imnformation
are receirved from the specified access point.

6. The computer-implemented method of claim 5,
wherein the pre-imnode list filesystem 1s mounted in read and
write mode, wherein the disaster recovery site implements a
different number of cloud storage access point internet
protocols (IPs) than implemented at the primary site,
wherein the disaster recovery site implements fewer cloud
storage access point uniform resource locators (URLs) than
implemented at the primary site, wherein at least some URL
and IP combinations are repeated at the disaster recovery site
based on the different number of cloud storage access point
IPs and the different number of cloud storage access point
URLs.

7. The computer-implemented method of claim 1,

wherein the disaster recovery site remains i1dle while the
primary site 1s operational, wherein performing the scale out
backup and restore operation includes triggering a curation
operation that converts co-resident entries of the data into
non-resident entries of the data stored on the cloud storage
site.
8. A computer program product for restoring operation of
a data storage system at a disaster recovery site, the com-
puter program product comprising a computer readable
storage medium having program instructions embodied
therewith, the program instructions readable and/or execut-
able by a processor to cause the processor to:
in response to a disaster event occurring at a primary site,
receive, by the processor, an mode list from a cloud
storage site, wherein the cloud storage site includes a
backup copy of data that 1s stored at the primary site;
receive, by the processor, configuration information from
the cloud storage site;
use, by the processor, the mode list and the configuration
information to construct a filesystem at the disaster
recovery site,
wherein the filesystem at the disaster recovery site does
not include a copy of the data that 1s stored at the
primary site, wherein the filesystem includes a plurality
of metadata stubs,
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wherein using the mode list and the configuration infor-
mation to construct the filesystem at the disaster recov-
ery site includes: performing a scale out backup and
restore operation,

wherein the scale out backup and restore operation

includes causing a priority index process to scan a
journal of the cloud storage site and metadata to
determine which of the metadata to restore on a priority
basis:

restore, by the processor, the determined metadata accord-

ing to the priority basis; and

use, by the processor, the filesystem to satisiy input/output

(I/0) commands that are received.
9. The computer program product of claim 8, wherein
using the filesystem to satisty /O commands that are
received 1ncludes:
recerving an I/O command;
identifying a portion of the data that 1s stored at the
primary site which the I/O command corresponds to;

identifying one or more of the metadata stubs which
correlate to the portion of the data that is stored at the
primary site;
using the one or more 1dentified metadata stubs to send a
request to the cloud storage site for a copy of the
portion of the data that 1s stored at the primary site;

receiving the copy of the portion of the data that 1s stored
at the primary site; and

using the received copy of the portion of the data that 1s

stored at the primary site to satisfy the I/O command.

10. The computer program product of claim 8, wherein
the backup copy of the data that 1s stored at the primary site
1s scanned for malware before being stored at the cloud
storage site.

11. The computer program product of claim 8, the pro-
gram 1nstructions readable and/or executable by the proces-
sor to cause the processor to:

examine, by the processor, each entry 1n the 1node list; and

convert, by the processor, co-resident entries to non-

resident entries.

12. The computer program product of claim 8, the pro-
gram instructions readable and/or executable by the proces-
sor to cause the processor to:

mount, by the processor, a pre-inode list filesystem:;

enable, by the processor, cloud tiering functionality;

receive, by the processor, a transparent cloud tiering
backup file from the cloud storage site; and

execute, by the processor, a transparent cloud tiering

restore by specitying an access point at the cloud
storage site,
wherein the disaster recovery site implements a different
number of cloud storage access point imnternet protocols
(IPs) as were implemented at the primary site,

wherein the disaster recovery site implements a same
number of cloud storage access point uniform resource
locators (URLs) as were implemented at the primary
site,

wherein the 1mode list and the configuration information

are received from the specified access point.

13. The computer program product of claim 12, wherein
the pre-inode list filesystem 1s mounted in read only mode.

14. The computer program product of claim 8, wherein
the disaster recovery site remains 1dle while the primary site
1s operational except during periods of relatively high
latency within a distributed data storage system that includes
the primary site, the cloud storage site and the disaster
recovery site.

e
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15. A system, comprising;

a hardware processor; and

logic mtegrated with the hardware processor, executable
by the hardware processor, or integrated with and
executable by the hardware processor, the logic being
configured to:

in response to a disaster event occurring at a primary site,
receive, by the hardware processor, an mode list from
a cloud storage site, wheremn the cloud storage site
includes a backup copy of data that 1s stored at the
primary site;

receive, by the hardware processor, configuration infor-
mation from the cloud storage site;

use, by the hardware processor, the mode list and the
configuration information to construct a filesystem at a
disaster recovery site,

wherein the filesystem at the disaster recovery site does
not include a copy of the data that 1s stored at the
primary site, wherein the filesystem includes a plurality
ol metadata stubs,

wherein using the inode list and the configuration infor-
mation to construct the filesystem at the disaster recov-
ery site includes: performing a scale out backup and
restore operation;

restore, by the hardware processor, metadata determined
from the scale out backup and restore operation,
wherein the determined metadata 1s restored according
to a priority basis; and

use, by the hardware processor, the filesystem to satisiy
input/output (I/0O) commands that are recerved.

16. The system of claim 15, wherein using the filesystem

to satisly I/O commands that are received includes:

receiving an I/O command;

identifying a portion of the data that 1s stored at the
primary site which the I/O command corresponds to;

identifying one or more of the metadata stubs which
correlate to the portion of the data that 1s stored at the
primary site;

using the one or more 1dentified metadata stubs to send a
request to the cloud storage site for a copy of the
portion of the data that 1s stored at the primary site;

receiving the copy of the portion of the data that 1s stored
at the primary site; and
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using the received copy of the portion of the data that 1s

stored at the primary site to satisfy the I/O command.

17. The system of claim 135, wherein the backup copy of
the data that i1s stored at the primary site 1s scanned for
malware belore being stored at the cloud storage site.

18. The system of claim 15, the logic being configured to:

examine, by the hardware processor, each entry in the

inode list; and

convert, by the hardware processor, co-resident entries to

non-resident entries.

19. The system of claim 15, the logic being configured to:

mount, by the hardware processor, a pre-inode list file-

system;

install, by the hardware processor, packages to enable

cloud tiering functionality;
recerve, by the hardware processor, a transparent cloud
tiering backup file from the cloud storage site;

pre-creating network shared disks at the disaster recovery
site Tfor constructing the filesystem at the disaster recov-
ery site,
wherein the network shared disks match 1n number and
configuration to disks included at the primary site; and

execute, by the hardware processor, a transparent cloud
tiering restore by specilying an access point at the
cloud storage site,
wherein the disaster recovery site implements a same
number of cloud storage access point mnternet protocols
(IPs) as were implemented at the primary site,

wherein the 1node list and the configuration information
are received from the specified access point,

wherein the pre-inode list filesystem 1s mounted in read

and write mode,

wherein the scale out backup and restore operation

includes causing a priority idex process to scan a
journal of the cloud storage site and metadata, wherein
the determined metadata 1s determined based on the
scan.

20. The system of claim 19, wherein using the inode list
and the configuration information to construct the filesystem
at the disaster recovery site includes: performing a scale out
backup and restore operation, wherein the network shared
disks are used for the scale out backup and restore operation.
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