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STATISTICS-AWARE SUB-GRAPH QUERY
ENGINEL

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims priority to PCT/CN2020/087783,
filed Apr. 29, 2020, which 1s herein incorporated by refer-
ence 1n 1its entirety.

BACKGROUND

The present specification generally relates to information
retrieval from a graph data structure, and more specifically,
to utilizing graph indices for sub-graph querying according
to various embodiments of the disclosure.

RELATED ART

Graphs 1s a common data structure for representing vari-
ous kinds of information by a computing device. A graph
usually consists of nodes (also referred to as “vertices™) and
edges that connect pairs of nodes. They are especially
beneficial for storing and representing relationships among,
different data. For example, a graph may represent relation-
ships among users of a social network (e.g., among user
accounts within an online social network, etc.). In such an
example, each user within the social network may be rep-
resented by a vertex in the graph, and a relationship between
two users may be represented by an edge connecting the two
corresponding vertices. In another example, a graph may
represent transactions among different users of a transaction
system (e.g., a payment transaction system), where each user
of the transaction system may be represented by a vertex 1n
the graph, and each transaction performed between two
users may be represented by an edge connecting the two
corresponding vertices.

A graph can provide a clear and unique visual presenta-
tion of mformation to a person or a unique data represen-
tation for a computing device to perform analysis. In many
situations, 1t may be beneficial to enable a viewer or a device
to search and/or query data associated with the graph (e.g.,
a sub-graph) for viewing or analyzing. However, as the
graph grows in size and complexity, the time and resources
for retrieving data associated with a sub-graph can increase
dramatically. Thus, there 1s a need for improving sub-graph
querying performance.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 1s a block diagram 1llustrating an electronic trans-
action system according to an embodiment of the present
disclosure:

FIG. 2 1s a block diagram illustrating an information
retrieval module according to an embodiment of the present
disclosure:

FIG. 3 illustrates an exemplary graph according to an
embodiment of the present disclosure;

FI1G. 4 1llustrates an exemplary graph index according to
an embodiment of the present disclosure;

FIGS. 5A and 5B illustrate groups of records in a graph
index and corresponding sub-graphs according to an
embodiment of the present disclosure;

FIGS. 6A and 6B illustrate groups of records 1n another
graph 1ndex and corresponding sub-graphs according to an
embodiment of the present disclosure;
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FIG. 7 illustrates an exemplary distribution of degrees
across a set of vertices 1n a graph according to an embodi-

ment of the present disclosure;

FIG. 8 illustrates a division of a sub-graph according to an
embodiment of the present disclosure;

FIG. 9 1s a flowchart showing a process of retrieving data
associated with a portion of a graph according to an embodi-
ment of the present disclosure; and

FIG. 10 1s a block diagram of a system for implementing,
a device according to an embodiment of the present disclo-
sure.

Embodiments of the present disclosure and their advan-
tages are best understood by referring to the detailed
description that follows. It should be appreciated that like
reference numerals are used to i1dentily like elements 1llus-
trated 1n one or more of the figures, wherein showings
therein are for purposes of illustrating embodiments of the
present disclosure and not for purposes of limiting the same.

DETAILED DESCRIPTION

The present disclosure describes methods and systems for
querying and retrieving data associated with one or more
portions of a graph (e.g., one or more sub-graphs) by a
computer system. As discussed above, searching and retriev-
ing data associated with a sub-graph by a computer system
can be time consuming. To facilitate searching and querying
a graph, a graph index may be generated for the graph and
used by the computer system for querying and retrieving
data associated with different portions of a graph. The graph
index may include multiple records (e.g., rows), where each
record may include data associated with a vertex or an edge
in the graph. To obtain data associated with a portion of the
graph (e.g., a sub-graph), a computer system may search
(e.g., query) and retrieve records from the graph index that
are associated with the portion of the graph. Using a subset
of records from the graph index, the computer system may
re-construct the portion of the graph and visually present the
sub-graph on a display.

The time required for the computer system to retrieve the
subset of records from the graph index may vary due to the
characteristics of the subset of records. Typically, the time
required to obtain data associated with the subset of records
depends on relative locations of the subset of records within
the graph index. In general, the time for the computer system
to determine a location of a random record (an 1nitial record)
in the graph mndex (e.g., to determine a pointer pointing to
the location of the record) 1s substantially larger than the
time for the computer system to determine a location of a
subsequent record (e.g., the next record within the graph
index) once the location of the 1nitial record 1s determined
(e.g., 1t could be 1,000 times larger). Thus, when the subset
of records associated with the portion of the graph are close
to each other (e.g., adjacent or consecutive records), the time
required for obtaining the data would be substantially lower,
as the computer system 1s only required to determine the
location of one record (or a select few) and the remaining of
the subset of records can be located quickly based on the
location of that one record (e.g., by traversing down the
graph 1ndex from the location of the one record). By
contrast, when the subset of records 1s not next to each other
in the graph index (e.g., all of the records in the subset are
separated by other records 1n the graph index), the time
required for obtaining the data would be substantially
higher, as the computer system 1s required to determine the
random locations for many of the records 1n the subset of
records.
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Accordingly, the computer system may generate a graph
index that represents data of a graph 1n a manner that would
induce fast retrieval of records. In some embodiments, the
computer system may generate a graph index based on a
format (e.g., an arrangement). For example, the records 1n
the graph index may be arranged based on the format (or
arrangement), such that records having a common attribute
(e.g., related to the same vertex, etc.) may be stored next to
cach other 1n the graph index. This way, when searching for
a sub-graph associated with a subset of vertices, the com-
puter system can locate all of the records related to each of
the subset of vertices quickly.

The design of the graph index would be simpler if the
records 1n the graph index only have one key attribute on
which queries against the graph index would be based.
However, for some types of graphs, the records in the graph
index may be associated with multiple attributes. Using an
example 1n which the graph represents transactions between
users of a transaction system (e.g., a payment transaction
system, etc.), each record in the graph index may include
data associated with a transaction (e.g., an edge in the
graph). Thus, the record may include a source attribute
indicating an 1dentity of a source (e.g., a buyer, a payor, etc.)
of the transaction, a destination attribute 1indicating an 1den-
tity of a destination (e.g., a seller, a payee, etc.) of the
transaction, a time attribute indicating a time when the
transaction was conducted, and possibly other attributes
related to the transaction. The computer system may receive
a request for retrieving data of a sub-graph based on multiple
attributes, such as a request for a sub-graph that represents
all of the transactions among a subset of users within a
particular time period.

To enhance the performance of data retrieval from the
graph representing transactions among users, the computer
system may generate a {irst graph index for the graph, where
the records of the first graph index are arranged according to
a first format (e.g., a first arrangement). In some embodi-
ments, the first format may specily an order of priority for
the attributes, such as assigming a higher priority to the
source attribute, and then a lower prionty to the time
attribute, and then an even lower priority to the destination
attribute. According to the first format (e.g., the order of
priority), the computer system may arrange (e.g., sort) the
records first based on the source attribute such that records
associated with the same source are located next to each
other (e.g., consecutive records) in the graph index, then
based on the time attribute such that transactions associated
with the same source and having similar times are located
next to each other, and then based on the destination attribute
such that the records associated with the same source, the
same time, and same destination are located next to each
other.

The first graph 1index that 1s arranged according to the first
format may provide faster sub-graph retrieval time than a
graph 1index having no arrangements (e.g., records are ran-
domly located within the graph index). However, while the
first graph 1ndex provides good sub-graph retrieval pertor-
mance 1n some circumstances, the sub-graph retrieval per-
formance 1s poor when using the first graph imndex in other
circumstances, especially when the number of transactions
associated with the subset of vertices 1s large. This 1s
because even though the records associated with transac-
tions with a common source attribute (e.g., a common payor,
a common buyer, etc.) are stored next to each other, those
records having the same source attribute and the same
destination attribute may be separated from each other by
other records that have the same source attribute but difler-
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ent destination attributes, due to arrangement of these
records based on the time attribute before the destination
attribute. For example, two transaction records having the
same source attribute and the same destination attribute that
were conducted at time t1 and time t2, respectively, may be
separated 1n the graph index by a record having the same
source attribute but a different destination attribute that was
conducted at time t3, when t3 1s between t1 and t2.

Thus, according to various embodiments of the disclo-
sure, the computer system may generate a second graph
index for the graph that represents transactions of the users,
where the records of the second graph index are arranged
according to a second format (e.g., a second arrangement).
In some embodiments, the second format may specily an
order of priority different from the first format. For example,
based on the second format, the computer system may assign
a higher priority to the source attribute, and then a lower
priority to the destination attribute, and then an even lower
priority to the time attribute. According to the second

format, the computer system may arrange (e.g., sort) the
records first based on the source attribute such that records
associated with the same source are located near each other
in the graph index, then based on the destination attribute
such that transactions associated with the same source and
the same destination are located near each other, and then
based on the time attribute such that the transaction records
associated with the same source and destination, and having
similar times are located near each other.

Using the second graph index for retrieving a portion of
the graph (e.g., a sub-graph) may provide better performance
than the first graph imndex 1n certain scenarios, such as when
the number of edges associated with each vertex in the
sub-graph 1s high (e.g., higher than a threshold), as discussed
above. For example, when the query i1s a request for a
sub-graph that represents all of the transactions among a
subset of users within a particular time period, since all of
the transactions between each pair of users within the subset
of users are located next to each other, the retrieval time for
retrieving the transactions between each pair of users would
be low.

However, 1t has been appreciated by Applicant that using
the second graph index for retrieving a portion of the graph
may provide worse performance than using the first graph
index 1n some other scenarios, such as when the number of
edges associated with each vertex in the sub-graph 1s low
(e.g., lower than the threshold). Thus, according to various
embodiments of the disclosure, to enhance the performance
of data retrieval from a graph, the computer system may
analyze the request for a sub-graph and selectively use one
or more graph indices to retrieve data associated with the
sub-graph based on the analysis of the request. In some
embodiments, the computer system may analyze edge-based
attributes of the sub-graph 1n the request for determining
which one or more graph indices to use for retrieving data
associated with the sub-graph. In some embodiments, the
computer system may generate and maintain a database that
stores attributes of the graph, such as the number of edges
associated with each vertex in the graph. Thus, when the
computer system receives the request for data associated
with a sub-graph, the computer system may determine
edge-based attributes of the sub-graph (e.g., the number of
edges associated with each vertex 1 a subset of vertex
within the sub-graph) by accessing the database. Based on
the edge-based attribute of the sub-graph (e.g., the number
of edges associated with each vertex in the sub-graph), the
computer system may select one or more graph indices for
retrieving data associated with the sub-graph. Since the
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graph may be modified over time (e.g., adding or removing
indices based on users joining or leaving the transaction
system, adding or modifying edges based on transactions
conducted among users, etc.), the computer system may
update the database as well as the graph indices to reflect the
state of the graph (e.g., periodically, whenever a change
occurs 1n the graph, etc.).

In some embodiments, the computer system may deter-
mine to use the first graph index for retrieving data associ-
ated with the sub-graph when the edge-based attribute (e.g.,
a total number of edges 1n the sub-graph, an average number
ol edges associated with a vertex 1n the sub-graph, a range
of numbers of edges in the sub-graph, etc.) 1s below a
threshold, and to use the second graph index for retrieving,
data associated with the sub-graph when the edge-based
attribute 1s above the threshold.

The threshold that 1s used for selecting graph indices to
use for retrieving data associated with a sub-graph may be
different for different graphs based on different characteris-
tics of the graphs. As such, the computer system may
determine the threshold for the graph based on characteris-
tics of the graph. In some embodiments, the computer
system may determine a distribution of degrees (e.g., num-
ber of edges for each vertex) across the set of vertices 1n the
graph. The distribution may indicate a number of (or a
percentage of) vertices in the graph having a particular
number of edges (or a range of numbers of edges). Thus, the
distribution may 1indicate that 70% of the vertices 1n the
graph have between 0 and 5 edges, 9% of the vertices 1n the
graph may have between 5 and 10 edges, 5% of the vertices
in the graph have between 10 and 20 edges, 2% of the
vertices 1n the graph have between 20 and 30 edges, and so
torth.

The computer system may determine the threshold num-
ber of edges (also referred to as the “critical point”) where
the reduction 1n the number (or percentage) of vertices
associated with the number of edges (or the range of
numbers of edges) immediately below the threshold number
and the number (or percentage) of vertices associated with
the number of edges (or the range of numbers of edges)
immediately above the threshold number 1s the greatest.
Since the graph may be modified over time (e.g., adding or
removing indices based on users joining or leaving the
transaction system, adding or modilying edges based on
transactions conducted among users, etc.), the computer
system may determine an updated threshold based on
updated characteristics of the graph (e.g., periodically,
whenever a change occurs 1n the graph, etc.). In some
embodiments, the computer system may dynamically deter-
mine the threshold based on the updated database that stores
the number of edges associated with each vertex in the
graph.

In some embodiments, to further enhance the perfor-
mance ol a data retrieval request associated with a sub-
graph, instead of selecting one or more graph indices to
process the entire data retrieval request, the computer system
may divide the data retrieval request into different portions
and use different graph indices to process the different
portions of the data retrieval request. For example, the
computer system may divide the data retrieval request (e.g.,
divide the sub-graph associated with the data retrieval
request) 1nto two or more portions based on analyzing
edge-based attributes of different parts (e.g., diflerent verti-
ces) within the sub-graph. In some embodiments, the com-
puter system may determine a {irst portion of the sub-graph
based on the vertices 1n the first portion of the sub-graph
having edge-based attributes below the threshold and deter-
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6

mine a second portion of the sub-graph based on the vertices
in the second portion of the sub-graph having edge-based
attributes above the threshold. The computer system may
then retrieve first data associated with the first portion of the
sub-graph using the first graph index, and retrieve second
data associated with the second portion of the sub-graph
using the second graph index. The computer system may
combine the first data and the second data to generate the
output data for the data retrieval request. In some embodi-
ments, the computer system may transmit the output data to
the device that submitted the data retrieval request. In some
embodiments, the computer system may also construct the
sub-graph based on the first and second data obtained from
the first and second graph indices. The computer system may
then present the sub-graph on the device.

FIG. 1 illustrates an electronic transaction system 100,
within which the computer system for graph data retrieval
described herein may be implemented according to one
embodiment of the disclosure. The electronic transaction
system 100 includes a service provider server 130, a mer-
chant server 120, and a user device 110 that may be
communicatively coupled with each other via a network
160. The network 160, 1n one embodiment, may be 1mple-
mented as a single network or a combination of multiple
networks. For example, 1in various embodiments, the net-
work 160 may include the Internet and/or one or more
intranets, landline networks, wireless networks, and/or other
appropriate types ol communication networks. In another
example, the network 160 may comprise a wireless tele-
communications network (e.g., cellular phone network)
adapted to communicate with other communication net-
works, such as the Internet.

The user device 110, 1n one embodiment, may be utilized
by auser 140 to interact with the merchant server 120 and/or
the service provider server 130 over the network 160. For
example, the user 140 may use the user device 110 to
conduct an online purchase transaction with the merchant
server 120 via a website hosted by the merchant server 120,
a mobile application associated with the merchant server
120, or a point-of-sale (POS) system associated with the
merchant server 120. The user 140 may also log 1n to a user
account to access account services or conduct electronic
transactions (e.g., account transfers or payments) with the
service provider server 130. The user device 110, 1n various
embodiments, may be implemented using any appropriate
combination of hardware and/or software configured for
wired and/or wireless communication over the network 160.
In various implementations, the user device 110 may include
at least one of a wireless cellular phone, wearable computing
device, PC, laptop, etc.

The user device 110, 1n one embodiment, includes a user
interface application 112 (e.g., a web browser, a mobile
payment application, etc.), which may be utilized by the user
140 to conduct electronic transactions (e.g., online payment
transactions, etc.) with the merchant server 120 and/or the
service provider server 130 over the network 160. In one
aspect, purchase expenses may be directly and/or automati-
cally debited from an account related to the user 140 via the
user interface application 112.

In one implementation, the user interface application 112
includes a software program (e.g., a mobile application) that
provides a graphical user mterface (GUI) for the user 140 to
interface and communicate with the service provider server
130 and/or the merchant server 120 via the network 160. In
another implementation, the user interface application 112
includes a browser module that provides a network interface
to browse information available over the network 160. For
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example, the user interface application 112 may be imple-
mented, 1 part, as a web browser to view information
available over the network 160.

The user device 110, in various embodiments, may
include other applications 116 as may be desired in one or
more embodiments of the present disclosure to provide
additional features available to the user 140. In one example,
such other applications 116 may include security applica-
tions for implementing client-side security features, pro-
grammatic client applications for interfacing with appropri-
ate application programming interfaces (APIs) over the
network 160, and/or various other types of generally known
programs and/or software applications. In still other
examples, the other applications 116 may interface with the
user interface application 112 for improved etliciency and
convenience.

The user device 110, 1n one embodiment, may include at
least one idenftifier 114, which may be implemented, for
example, as operating system registry entries, cookies asso-
ciated with the user interface application 112, identifiers
associated with hardware of the user device 110 (e.g., a
media control access (MAC) address), or various other
appropriate identifiers. In various implementations, the 1den-
tifier 114 may be passed with a user login request to the
service provider server 130 via the network 160, and the
identifier 114 may be used by the service provider server 130
to associate the user with a particular user account (e.g., and
a particular profile) maintained by the service provider
server 130.

In various implementations, the user 140 1s able to input
data and information nto an mmput component (e.g., a
keyboard) of the user device 110 to provide user information
with a transaction request, such as a login request, a fund
transier request, a request for adding an additional funding
source (e.g., a new credit card), or other types of request.
The user mnformation may include user 1dentification infor-
mation.

Even though only one user device 110 1s shown 1n FIG.
1, 1t has been contemplated that one or more user devices
(cach similar to user device 110) may be communicatively
coupled with the service provider server 130 via the network
160 within the system 100.

The merchant server 120, 1n various embodiments, may
be maintained by a business entity (or in some cases, by a
partner ol a business entity that processes transactions on
behalf of business entity). Examples of business entities
include merchant sites, resource information sites, utility
sites, real estate management sites, social networking sites,
etc., which offer various items for purchase and process
payments for the purchases. The merchant server 120 may
include a merchant database 124 for identifying available
items, which may be made available to the user device 110
for viewing and purchase by the user.

The merchant server 120, in one embodiment, may
include a marketplace application 122, which may be con-
figured to provide information over the network 160 to the
user interface application 112 of the user device 110. For
example, the user 140 of the user device 110 may interact
with the marketplace application 122 through the user
interface application 112 over the network 160 to search and
view various items available for purchase in the merchant
database 124. The merchant server 120, 1n one embodiment,
may 1nclude at least one merchant identifier 126, which may
be included as part of the one or more items made available
for purchase so that, e.g., particular items are associated with
the particular merchants. In one implementation, the mer-
chant identifier 126 may include one or more attributes
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and/or parameters related to the merchant, such as business
and banking information. The merchant 1dentifier 126 may
include attributes related to the merchant server 120, such as
identification information (e.g., a serial number, a location
address, GPS coordinates, a network 1dentification number,
etc.).

A merchant may also use the merchant server 120 to
communicate with the service provider server 130 over the
network 160. For example, the merchant may use the
merchant server 120 to communicate with the service pro-
vider server 130 1n the course of various services offered by
the service provider to a merchant, such as payment inter-
mediary between customers of the merchant and the mer-
chant itself. For example, the merchant server 120 may use
an application programming interface (API) that allows 1t to
offer sale of goods or services in which customers are
allowed to make payment through the service provider
server 130, while the user 140 may have an account with the
service provider server 130 that allows the user 140 to use
the service provider server 130 for making payments to
merchants that allow use of authentication, authorization,
and payment services of the service provider as a payment
intermediary. Even though only one merchant server 120 1s
shown 1n FIG. 1, i1t has been contemplated that one or more
merchant servers (each similar to merchant server 120) may
be commumnicatively coupled with the service provider
server 130 and the user device 110 via the network 160 1n the
system 100. As such, the service provider server 130 may
facilitate payment transactions for users with different mer-
chants associated with different merchant servers similar to
the merchant server 120.

The service provider server 130, 1n one embodiment, may
be maintained by a transaction processing entity or an online
service provider, which may provide processing for elec-
tronic transactions between users (e.g., the user 140 of user
device 110), between merchants, and/or between users and
merchants. As such, the service provider server 130 may
include a service application 138, which may be adapted to
interact with the user device 110 and/or the merchant server
120 over the network 160 to facilitate the searching, selec-
tion, purchase, payment of items, and/or other services
oflered by the service provider server 130. In one example,
the service provider server 130 may be provided by Pay-
Pal®, Inc., of San Jose, Calif., USA, and/or one or more
service entities or a respective mtermediary that may pro-
vide multiple point of sale devices at various locations to
facilitate transaction routings between merchants and, for
example, service entities.

In some embodiments, the service application 138 may
include a payment processing application (not shown) for
processing purchases and/or payments for electronic trans-
actions between a user and a merchant or between any two
entities. In one implementation, the payment processing
application assists with resolving electronic transactions
through validation, delivery, and settlement. As such, the
payment processing application settles indebtedness
between a user and a merchant, wherein accounts may be
directly and/or automatically debited and/or credited of
monetary funds 1 a manner as accepted by the banking
industry.

The service provider server 130 may also include an
interface server 134 that 1s configured to serve content (e.g.,
web content) to users and interact with users. For example,
the interface server 134 may include a web server configured
to serve web content 1n response to HTTP requests. In
another example, the interface server 134 may include an
application server configured to interact with a correspond-
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ing application (e.g., a service provider mobile application)
installed on the user device 110 via one or more protocols
(e.g., RESTAPI, SOAP, etc.). As such, the data server 134

may include pre-generated electronic content ready to be
served to users. For example, the data server 134 may store
a log-in page and 1s configured to serve the log-in page to
users for logging into user accounts of the users to access
various service provided by the service provider server 130.
The data server 134 may also include other electronic pages
associated with the diflerent services (e.g., electronic trans-
action services, etc.) oflered by the service provider server
130. As a result, a user may access a user account associated
with the user and access various services oflered by the
service provider server 130, by generating HT'TP requests
directed at the service provider server 130.

The service provider server 130, 1n one embodiment, may
be configured to maintain one or more user accounts and
merchant accounts 1n an account database 136, each of
which may be associated with a profile and may include
account mnformation associated with one or more individual
users (e.g., the user 140 associated with user device 110) and
merchants. For example, account information may include
private financial information of users and merchants, such as
one or more account numbers, passwords, credit card infor-
mation, banking information, digital wallets used, or other
types of financial information, transaction history, Internet
Protocol (IP) addresses, device information associated with
the user account. In certain embodiments, account informa-
tion also includes user purchase profile information such as
account funding options and payment options associated
with the user, payment information, receipts, and other
information collected in response to completed funding
and/or payment transactions.

In one implementation, a user may have identity attributes
stored with the service provider server 130, and the user may
have credentials to authenticate or verily identity with the
service provider server 130. User attributes may include
personal information, banking information and/or funding
sources. In various aspects, the user attributes may be passed
to the service provider server 130 as part of a login, search,
selection, purchase, and/or payment request, and the user
attributes may be utilized by the service provider server 130
to associate the user with one or more particular user
accounts maintained by the service provider server 130 and
used to determine the authenticity of a request from a user
device.

In various embodiments, the service provider server 130
includes an information retrieval module 132 that imple-
ments the computer system as discussed herein for retrieving,
data associated with a graph. The information retrieval
module 132 1s configured to process data retrieval requests
for data associated a graph data structure stored in a com-
puter data storage. In some embodiments, the iformation
retrieval module 132 may generate two or more different
graph indices based on the data associated with the graph
data structure to enhance the performance of retrieving data
associated with the graph data structure. The two or more
different graph indices may arrange the data associated with
the graph data structure according to diflerent formats (e.g.,
different arrangements). The information retrieval module
132 may receive a request for access data associated with a
portion of the graph data structure (e.g., a sub-graph), for
example, from a device 180. In some embodiments, the
device 180 may be a device that 1s communicatively coupled
to an internal network associated with the service provider
server 130.
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Upon receiving the request, the information retrieval
module 132 may determine one or more graph indices for
retrieving the data associated with the sub-graph. In some
embodiments, the information retrieval module 132 may
analyze attributes associated with the sub-graph (e.g., the
number of edges associated with each vertex i1n the sub-
graph), and select the one or more graph indices for retriev-
ing data associated with the sub-graph. For example, the
information retrieval module 132 may determine whether an
edge-based attribute associated with the sub-graph 1s above
or below a predetermined threshold, and may determine to
use one of the two or more graph indices to retrieve data
associated with the sub-graph. In some embodiments, the
information retrieval module 132 may divide the data
retrieval request into different portions and may determine to
use different graph indices to retrieve data associated with
different portions of the sub-graph based on the edge-based
attributes of the vertices 1n the sub-graph.

FIG. 2 illustrates a block diagram of the information
retrieval module 132 according to an embodiment of the
disclosure. The mformation retrieval module 132 includes
an information retrieval manager 202, a graph generation
module 204, an index generation model 206, an index
selection module 208, and a query division module 210.
Some or all of the information retrieval manager 202, the
graph generation module 204, the index generation model
206, the index selection module 208, and the query division
module 210 may be implemented as computer software
programes.

As discussed above, a graph data structure can be a useful
tool for storing and representing relationships among dif-
ferent entities. Not only that the graph data structure can
provide a umique visual presentation for people to view data
showing the relationships among the diflerent entities, it can
also enable a person or a computer program to perform
analysis on the relationships among the different entities. For
example, a transaction system such as the online service
provider associated with the service provider server 130 may
use a graph data structure to represent transactions among,
different users of the online service provider. The graph data
structure that represents transactions among diflerent users
may enable the service provider server 130 to perform
analysis, such as risk analysis associated with a new trans-
action submitted by a use (or a user account), marketing
analysis for determining high transaction areas, compliance
analysis for determining whether any of the transactions fail
to comply with regulations or laws, or other types of
analyses.

As such, the graph generation module 204 may use
information from the account database 136 (e.g., user
account information, transaction information, etc.) to gen-
crate a graph data structure for representing transactions
among the different users of the online service provider. In
some embodiments, the graph generation module 204 may
generate the graph data structure by creating a vertex (e.g.,
a node) for representing each user (or user account) of the
online service provider and creating an edge that connects
two nodes for representing each transaction between two
corresponding users (or user accounts).

FIG. 3 1llustrates an example graph 300 generated by the
graph generation module 204 based on information retrieved
from the account database 136 according to one embodiment
of the disclosure. As shown, the graph 300 includes vertices
(e.g., vertices 302aq-302¢) and edges (e.g., edges 304a-
3044d). Each of the vertices in the graph 300 represent a user
account. As such, each vertex in the graph 300 represents a
distinct user account of the service provider server 130, and
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may include or 1s associated with attributes of a correspond-
ing user account (e.g., a name, a gender, an age, a geo-
graphical area, or other account attributes). Fach edge
connecting two vertices i1n the graph 300 represents a
distinct transaction conducted between two user accounts
corresponding to the two connected vertices. Thus, more
than one edge may exist between two vertices 1n the graph
300 when multiple transactions have been conducted by the
two user accounts corresponding to the two vertices. Each
edge may also store or 1s associated with attributes of a
corresponding transaction (e.g., a source attribute 1dentify-
Ing a source user account such as a buyer or a payer, a
destination attribute i1dentifying a destination user account
such as a seller or a payee, a time attribute representing a
time when the transaction was conducted, an amount attri-
bute representing an amount involved 1n the transaction, and
other transaction attributes).

In some embodiments, the information retrieval manager
202 may store data associated with the graph 300 as graph
data 230 in data storage 220. The graph generation module
204 may be configured to modify the graph 300 based on
updated information from the account database 136. For
example, as user accounts are created and/or deleted, the
graph generation module 204 may modily the graph by
creating or removing vertices. Similarly, as new transactions
are conducted, the graph generation module 204 may add
additional edges connecting vertices based on the new
transactions. As the number of user accounts and/or the
number of transactions conducted by the user accounts
increases, the size and complexity of the graph 300 (and
graph data 230) also grow. Since the graph 300 has no
predefined structure (e.g., unlike a tree structure), searching
through the graph to locate a vertex representing a user
account or to locate an edge representing a transaction can
be time consuming. In an extreme example, to search for a
particular transaction (e.g., conducted between user account
A and user account B within the past 24 hours), the infor-
mation retrieval module 202 may have to traverse every
vertex and every edge of the graph 300 1n order to locate an
edge representing the particular transaction.

As such, 1n some embodiments, the index generation
module 206 may generate one or more graph indices based
on the graph data 230 for retrieving data from the graph 300.
For example, the index generation module 206 may generate
graph indices 222 and 224 based on the graph data 230. Each
of the graph 1indices 222 and 224 may be generated based on
the graph data 230 and may store the graph data 230 1n an
casily searchable format, such as a relational database,
key-value pairs, etc. Each of the graph indices 222 and 224
may include multiple records (e.g., rows), each record stores
data associated with a vertex (a user account) and/or an edge
(a transaction). FIG. 4 1llustrates an example graph index
400 generated by the mndex generation module 206 accord-
ing to one embodiment of the disclosure. The graph index
400 includes many records (e.g., rows), such as records
402-420 that are stored in a linear fashion (one after
another). As shown, the graph index 400 begins with the
record 402 and ends with the record 420, and a number of
records, including the records 412-416 are stored 1n between
the records 402 and 420.

Each record (e.g., row) may include one or more keys
(e.g., primary keys) for facilitating searching of the records.
For example, the one or more keys may include a source
attribute of a transaction, such that the information retrieval
manager 202 may use a query engine 212 to query one of the
graph indices 222 and 224 based on a source attribute (e.g.,
retrieving all transaction records having a particular user
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account as the source user account such as a buyer account
or a payor account). The one or more keys may also include
a time attribute of a transaction, such that the information
retrieval manager 202 may use the query engine 212 to
query one of the graph indices 222 and 224 based on a time
attribute (e.g., retrieving all transaction records conducted
within a particular time period). Furthermore, the one or
more keys may also include a destination attribute of a
transaction, such that the information retrieval manager 202
may use the query engine 212 to query one of the graph
indices 222 and 224 based on a destination attribute (e.g.,
retrieving all transaction records having a particular user
account as the destination user account, such as a seller
account or a payee account).

While retrieving data associated with the graph 300 using
the graph indices 222 or 224 provides better performance
(e.g., time required for the retrieval) than searching through
the graph data 230, the performance (e.g., time required for
retrieving records from a graph index) may vary due to the
characteristics of the records requested such as an arrange-
ment of the requested records. Typically, the time required to
obtain data associated with the requested records depends on
relative locations of the requested records within the graph
index. For example, the time for accessing a random record
(e.g., the record 412) within a graph index (e.g., the graph
index 400) 1s substantially large (the amount of time for
accessing a random record within a graph index may be
referred to as “TR”). By contrast, the time for accessing a
subsequent record (e.g., the next record within the graph
index such as the record 414 1n the graph index 400) once
the location of the initial record (e.g., the record 412) 1s
found 1s substantially smaller (the amount of time {for
accessing a subsequent record withuin the graph index may
be referred to as “TS” where TR may be 1,000 times or more
larger than TS).

Thus, when the requested records associated with the
portion of the graph are close to each other (e.g., adjacent or
consecutive records), the time required for obtaining the data
would be substantially lower (e.g., the number of times
required to access a random record TR 1s relatively small
compared to the number of times required to access a
subsequent record TS). However, when the requested
records are not next to each other 1n the graph index (e.g.,
all of the records 1n the subset are separated by other records
in the graph index), the time required for obtaining the data
would be substantially higher (e.g., the number of times
required to access a random record TR 1s relatively large
compared to the number of times required to access a
subsequent record TS). For example, to access the records
412, 414, and 416 in the graph index 400, it requires one
random access TR for accessing the mnitial record 412. Once
the 1nitial record 412 1s accessed, the other records 414 and
416 can be accessed by simply going down the graph index
400 one record at a time (e.g., two times TS). The total
amount of time required to access the records 412, 414, and
416 from the graph index 400 1s therefore TR+(2xTS).
However, imagine 1f the records 412, 414, and 416 are not
next to each other 1n the graph index 400. That would require
three random record accesses (3xTR, which 1s much larger
than TR+(2xTS)) for accessing the same records.

Accordingly, the index generation module 206 may gen-
crate the graph mndex 222 that represents the graph 300 1n a
manner that would induce fast retrieval of records (e.g., by
minimizing random record access operations TR). In some
embodiments, the computer system may generate the graph
index 222 based on a format (e.g., an arrangement). For
example, the records in the graph index 222 may be
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arranged, based on the format (or arrangement), such that
records having a common attribute (e.g., transactions having
the same source attribute, etc.) may be grouped together
(e.g., stored next to each other) 1n the graph index 222. Thas
way, when searching for records having a common attribute,
the records can be accessed quickly.

When the records in the graph index have more than one
attribute, such as 1n the case of the records of the graph index
222, which includes the source attribute, the time attribute,
and the destination attribute (or possibly other attributes 1n
some embodiments), the format used by the index genera-
tion module 206 for the graph index 222 may specily an
order of priority for the attributes, such as assigning a higher
priority to the source attribute, and then a lower priority to
the time attribute, and then an even lower priority to the
destination attribute. According to this format (e.g., the order
of priority), the index generation module 206 may arrange
(e.g., sort) the records first based on the source attribute such
that records associated with the same source are located next
to each other (e.g., consecutive records) in the graph index
222, then based on the time attribute such that transactions
associated with the same source and having similar times are
located next to each other, and then based on the destination
attribute such that the records associated with the same
source, the same time, and same destination are located next
to each other.

FIG. 5A illustrates the records 1n the graph index 222 that
are sorted and/or arranged according to the format described
above. As shown, the graph index 222 begins with a first
group of consecutive records (e.g., records 502-510) that are
associated with the transactions having the user account ‘v,’
as the source user account. The graph index 222 continues
with a second group of consecutive records (e.g., beginning,
with record 512) that are associated with the transactions
having the user account ‘v,’ as the source user account. The
graph 1ndex 222 continues with other groups of consecutive
records, including an S” group of consecutive records (e.g.,
beginning with record 522) that are associated with the
transactions having the user account ‘v.’ as the source user
account.

The records within each group of consecutive records are
sorted (or arranged) based on the time attribute. For
example, the records within the first group of consecutive
records (e.g., the records 502-510) are sorted according to a
chronological order, with the transaction that was conducted
carliest (e.g., the record 502 having a timestamp of t,) being
at the beginning of the first group, followed by a transaction
that was conducted next (e.g., the record 504 having a
timestamp of t, that 1s after the t0), and followed by a
transaction that was conducted next (e.g., the record 506
having a timestamp of t, that 1s after t,). Other groups of
consecutive records are also sorted according to the time-
stamp as well.

When there are multiple transactions within the same
group ol consecutive records that were conducted at the
same time (e.g., a sub-group of transactions), the sub-group
of transactions are sorted according to the destination attri-
bute, such that all transactions having the same destination
attribute within each sub-group are grouped together as
consecutive records 1n the graph index 222. FIG. 5B 1llus-
trates sub-graphs 552, 554, and 556 of the graph 300
corresponding to the first group of consecutive records, the
second group of consecutive records, and the S” group of
consecutive records, respectively.

Using the graph index 222, the information retrieval
module 132 can retrieve data associated with transactions
having the same source attribute quickly. For example, to
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process a request for accessing all edges connected to a
predetermined set of vertices (e.g., transactions initiated by
a set of user accounts, such as user accounts v, v,, and v),
the information retrieval manager 202 may use the query
engine 212 to query against the graph index 222 based on the
user account identifier associated with user accounts v, v,,
and v .. The time required to access the records would be the
sum of the time to access the first record associated with v,
(TR), the time to access a subsequent record ('1S) multiplied
by the number of records associated with v, (e.g., the
number of transactions conducted by the user account v,),
the time to access the first record associated with v, (TR), the
time to access a subsequent record (TS) multiplied by the
number of records associated with v, (e.g., the number of
transactions conducted by the user account v, ), the time to
access the first record associated with v, (TR), and the time
to access a subsequent record (TS) multiplied by the number
of records associated with v (e.g., the number of transac-
tions conducted by the user account v.).

While the graph index 222 may ofler good performance in
certain scenarios (e.g., certain types of requests), 1ts perfor-
mance may suller 1n other scenarios (e.g., other types of
requests). For example, when the request 1s for accessing
edges that are connected among a predetermined set of
vertices (e.g., transactions conducted among a set of user
accounts, such as v,;, v,, and v.), the time required for
accessing the records may take substantially longer. It is
because the records associated with transactions conducted
by each particular pair of user accounts may not be arranged
to group together (e.g., not consecutive records), for
example, when one user account has conducted transactions
with many diflerent other user accounts over a period of
time. For example, both of the records 502 and 506 are
associated with ftransactions conducted between user
accounts v, and v, at different times t, and t,, respectively.
However, the records 502 and 506 are not consecutive
records as they are separated by the record 504 associated
with a transaction conducted between user accounts v, and
v, attime t,, because t, 1s after t, but before t,. Thus, 1t would
require two random record accesses (2 TRs) i order to
retrieve the records 502 and 506. Imagine 11 the two records
502 and 506 are consecutive records, the time required to
access these two records would have been one random
record access (TR) plus one consecutive record access (1S),
which 1s substantially faster than two random record
accesses (2 TRs). Using the graph index 222, the time
required (query latency) to access a sub-graph representing
transactions among a set of user accounts conducted within
a particular period of time can be calculated using the
following formula:

T=TRxS(M+TSxZ,_ ;7 IS(EW),v,EV) (1)

where S(V) 1s the number of vertices 1n the sub-graph, E(v)
1s the set of edges connected to vertex v, within the particular
period of time, (v.£V), and S(E(v,)) 1s the number of edges
in the set of edges E(v,) (1.e., the degree of v,, (v.€V).
Thus, according to various embodiments of the disclo-
sure, the index generation module 206 may generate another
graph index 224 based on the graph data 230 according to a
different format (e.g., a diflerent arrangement). In some
embodiments, the graph index 224 may include the same
records as the graph index 222, only 1n a different format and
arrangement. Under this format, the records are arranged 1n
the graph 1ndex 224 based on a different order of priority for
the attributes. For example, based on this format, the index
generation module 206 may assign a higher priority to the
source attribute, a lower priority to the destination attribute,
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and an even lower priority to the time attribute (that 1s, the
order of priority between the destination attribute and the
time attribute 1s switched from the format associated with
the graph index 222). According to the this format, the index
generation module 206 may arrange (e.g., sort) the records
first based on the source attribute such that records associ-
ated with the same source are located near each other 1n the
graph index, and based on the destination attribute such that
transactions associated with the same source and the same
destination are located near each other, and then based on the
time attribute such that the transaction records associated
with the same source and destination, and having similar

times are located near each other.

FIG. 6 A 1llustrates the records 1n the graph index 224 that
are sorted and/or arranged according to the format described
above. Similar to the graph index 222, the graph index 224
groups records having the same source attribute together.
Specifically, the graph index 224 begins with a first group of
consecutive records (e.g., records 502-510) that are associ-
ated with the transactions having the user account ‘v0’ as the
source user account. The graph index 212 continues with a
second group of consecutive records (e.g., beginning with
record 512) that are associated with the transactions having,
the user account ‘v1’ as the source user account. The graph
index 212 continues with other groups of consecutive
records, including an S” group of consecutive records (e.g.,
beginning with record 522) that are associated with the
transactions having the user account ‘vS’ as the source user
account.

Unlike the graph index 222, the records within each group
of consecutive records in the graph index 224 are sorted (or
arranged) based on the destination attribute, instead of the
time attribute. For example, the records having the same
destination attribute within the first group of consecutive
records (e.g., the records 502 and 506) are grouped together
as consecutive records (as a sub-group ol consecutive
records), and then sorted according to a chronological order
based on the times of the transactions. Other groups of
consecutive records 1n the graph index 224 are also similarly
grouped and sorted. FIG. 6B illustrates sub-graphs 562, 564,
566, 568, and 570 of the graph 300 corresponding to the
various sub-groups of consecutive records, where each sub-
group ol consecutive record 1s associated with transactions
conducted between a particular pair of user accounts. For
example, the sub-graph 3562 include edges between the
vertices corresponding to the user accounts v0 and v1 (thus,
representing the transactions between the user accounts v()
and v1, and corresponding to the records 502 and 506). The
sub-graph 364 include edges between the vertices corre-
sponding to the user accounts v0 and v3 (thus, representing
the transactions between the user accounts v0 and v3, and
corresponding to records including the record 3504). The
sub-graph 566 include edges between the vertices corre-
sponding to the user accounts v0 and v4 (thus, representing
the transactions between the user accounts v0 and v4, and
corresponding to records including the record 510). The
sub-graph 568 include edges between the vertices corre-
sponding to the user accounts vl and v10 (thus, representing
the transactions between the user accounts v1 and v10, and
corresponding to records including the record 3512). The
sub-graph 370 include edges between the vertices corre-
sponding to the user accounts vS and v3 (thus, representing
the transactions between the user accounts vS and v5, and
corresponding to records including the record 522).

Using the graph index 224, the time required (query
latency) to access a sub-graph representing transactions
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among a set of user accounts conducted within a particular
period of time can be calculated using the following for-
mula:

TRx Cgpy +TSXZ; o 1Z
v,EV) (2)

where E(v,, v)) 1s the set of edges between vertices v, and v,
assoclated with transactions conducted between v, and v,
within the particular period of time, S(E(v,, v )) 1S the
number of edges in the set ot edges E(v,, v)), and CS(V) 1S
the number of vertex pairs 1n the set of vertex in the
sub-graph.

The different order of priority in formatting the records 1n
the graph index 224 enables the retrieval of certain records
more quickly than by using the graph index 222. Since the
records associated with transactions conducted between
cach pair of user accounts (e.g., edges between each pair of
vertices) are stored consecutively within the graph index
224, those records associated with transactions conducted
between each pair of user accounts can be retrieved quickly.
The performance of retrieving records using the graph index
224 15 greater when the number of transactions associated
with each user account in the sub-graph (e.g., the degree of
cach vertex) 1s large and/or the number of vertices within the
sub-graph 1s smaller. In an example where the number of
vertices 1n the requested sub-graph 1s 10, the number of
edges connected to each vertex in the sub-graph 1s 1,000,
000, and the number of edges connected to each pair of
vertices 1n the sub-graph 1s 1,000, the time required for
accessing data associated with the sub-graph (assuming TR
1s 1,000 and TS 1s 1) using the graph index 222 1s 10,010,000
(using Equation (1)) and the time required for accessing data
associated with the sub-graph using the graph index 224 is
90,000 (using Equation (2)). However, when the number of
transactions between each pair of user accounts (e.g., the
number of edges between each pair of vertices) 1s smaller
and/or the number of vertices 1n the sub-graph 1s large, the
graph 1index 222 performs better than the graph index 224.
In another example where the number of vertices 1n the
requested sub-graph 1s 100, the number of edges connected
to each vertex 1n the sub-graph 1s 1,000, and the number of
edges connected to each pair of vertices 1n the sub-graph 1s
10, the time required for accessing data associated with the
sub-graph (assummg TR 1s 1,000 and TS 1s 1) using the
graph index 222 1s 200,000 (usmg Equation (1)) and the time
required for accessing data associated with the sub-graph
using the graph index 224 1s 4,999,500 (using Equation (2)).

Thus, according to various embodiments of the disclo-
sure, to enhance the performance of data retrieval from a
graph, the information retrieval module 132 may analyze the
request for a sub-graph and selectively using one or more
graph indices, from multiple graph indices, to retrieve data
associated with the sub-graph based on the characteristics of
the sub-graph. In some embodiments, the index selection
module 208 may analyze characteristics of the sub-graph
(c.g., edge-based attributes such as a number of edges
associated with each vertex 1n the sub-graph, vertex-based
attributes such as the number of vertices in the sub-graph,
¢tc.) 1n the request for determining which one or more graph
indices (e.g., graph indices 222 and 224, etc.) to use for
retrieving data associated with the sub-graph.

In some embodiments, the information retrieval manager
202 may analyze the graph 300 and determine characteris-
tics of the graph 300 (e.g., edge-based attributes such as a
number of edges associated with each vertex in the sub-
graph, vertex-based attributes such as the number of vertices
in the sub-graph, etc.) as graph attributes 240 prior to
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receiving a request for accessing data associated with the
graph 300. The information retrieval manager 202 may also
store the graph attributes 240, for example, as a database, 1n
the data storage 220. Thus, when the information retrieval
manager 202 receives a request for data associated with a
portion of the graph 300 (e.g., a sub-graph), the computer
system may access the graph attributes 240 to determine
characteristics of the sub-graph (e.g., the number of edges
associated with each vertex 1n a subset of vertex within the
sub-graph, the number of vertices in the sub-graph, etc.).
Based on the characteristics of the sub-graph, the index
selection module 208 may select one or more graph indices,
from the graph indices generated for the graph 300 (e.g., the
graph indices 222 and 224), for retrieving data associated
with the sub-graph.

Since the graph 300 may be modified over time (e.g.,
adding or removing 1indices based on users joining or leaving
the transaction system, adding or modifying edges based on
transactions conducted among users, etc.), the imformation
retrieval module 202 may update the graph attributes 240 as
well as the graph indices 222 and 224 to retflect the state of
the graph 300 (e.g., periodically, whenever a change occurs
in the graph 300, etc.).

In some embodiments, the index selection module 208
may determine to use one of the graph indices 222 and 224
based on a comparison between the characteristics of the
sub-graph and a threshold. For example, the index selection
module 208 may determine to use the graph index 222 for
retrieving data associated with the sub-graph when an edge-
based attribute (e.g., the total number of edges in the
sub-graph an average number of edges associated with a
vertex 1n the sub-graph, a range of numbers of edges 1n the
sub-graph, etc.) 1s below an edge threshold, or when the
number ol vertices i1n the sub-graph i1s above a vertex
threshold. Simailarly, the index selection module 208 may
determine to use the graph index 224 for retrieving data
associated with the sub-graph when the edge-based attribute
(e.g., the total number of edges in the sub-graph an average
number of edges associated with a vertex in the sub-graph,
a range of numbers of edges 1n the sub-graph, etc.) 1s above
the edge threshold, or when the number of vertices in the
sub-graph 1s below the vertex threshold.

In some embodiments, the thresholds may be determined
to be different for different graphs based on diflerent char-
acteristics of the graphs. As such, the index selection module
208 may determine the threshold(s) for the graph 300 based
on characteristics of the graph 300. In some embodiments,
to determine the edge threshold for the graph 300, the index
selection module 208 may {first determine a distribution of
degrees (e.g., the spread of number of edges for the vertices
in the graph 300) across the set of vertices 1n the graph 300.
The distribution may indicate a number of (or a percentage
ol) vertices 1n the graph 300 having a particular number of
edges (or a range of numbers of edges). FIG. 7 1llustrates an
example distribution of degrees 700 based on the graph 300,
generated by the mdex selection module 208. The distribu-
tion 700 1s presented as a bar chart having a horizontal axis
702 representing the different ranges of numbers of edges
and a vertical axis 703 representing the percentages of
vertices 1n the graph 300. As shown, the distribution 700
indicates that 70% of the vertices 1n the graph have between
0 and 5 edges (as indicated by the bar 706), 9% of the
vertices 1n the graph may have between 5 and 10 edges (as
indicated by the bar 708), 5% of the vertices in the graph
have between 10 and 20 edges (as indicated by the bar 710),
2% of the vertices 1n the graph have between 20 and 30
edges (as mdicated by the bar 712), and so forth. The index
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selection module 208 may determine an edge threshold (also
referred to as the “critical point™) for the graph 300 based on
the distribution 700, where the reduction 1n the number (or
percentage) of vertices associated with the number of edges
(or the range of numbers of edges) immediately below the
edge threshold and the number (or percentage) of vertices
associated with the number of edges (or the range of
numbers of edges) immediately above the edge threshold
number 1s the greatest. In the example 1llustrated 1n FIG. 7,
the imndex selection module 208 may determine the edge
threshold to be 1,000 (at the point 720), as the percentage of
vertices that fall in the group immediately below the edge
threshold at 5.2% (as indicated by the bar 714) and the
percentage of vertices that fall in the group immediately
above the edge threshold at 0.2% (as indicated by the bar

716) represent the greatest reduction in percentage between
two adjacent groups in the distribution 700.

Since the graph 300 may be modified over time (e.g.,
adding or removing 1ndices based on users joining or leaving
the transaction system, adding or modifying edges based on
transactions conducted among users, etc.), the index selec-
tion module 208 may update the threshold(s) based on
updated characteristics of the graph 300 (e.g., periodically,
whenever a change occurs 1n the graph 300, etc.). In some
embodiments, the index selection module 208 may dynami-
cally determine the threshold(s) based on the updated graph
attributes 240.

In some embodiments, to further enhance the perfor-
mance of retrieving data associated with the graph 300,
instead of selecting one or more graph 1ndices to process an
entire data retrieval request, the index selection module 208
may use the query division module 210 to divide the data
retrieval request into different portions and use different
graph 1ndices to process the different portions of the data
retrieval request. For example, the query division module
210 may divide the data retrieval request mto two or more
portions (e.g., divide the sub-graph associated with the data
retrieval request 1into two or more portions of the sub-graph)
based on analyzing attributes (e.g., edge-based attributes
such as the number of edges associated with each vertex) of
different parts (e.g., different vertices) within the sub-graph.
In some embodiments, the query division module 210 may
determine a first portion of the sub-graph based on the
vertices 1n the first portion of the sub-graph having edge-
based attributes below the threshold (e.g., the number of
edges associated with each vertex in the first portion of the
sub-graph being below the threshold) and determine a
second portion of the sub-graph based on the vertices 1n the

second portion of the sub-graph having edge-based attri-
butes above the threshold.

FIG. 8 1llustrates a sub-graph 800 from the graph 300 that
1s associated with the data retrieval request. The sub-graph
800 1s shown to include six vertices 812-822. Each of the
vertices 812-822 may be associated with (connected by) a
set of edges, some of which may be connected to another
vertex within the sub-group and some of which may be
connected to vertices outside of the sub-group. In some
embodiments, the query division module 210 may access the
attributes of the set of vertices (812-822) from the graph
attributes 240. The query division module 210 may deter-
mine from the graph attributes 240, that each of the vertices
812-816 i1s associated with a number of edges below the
edge threshold, and that each of vertices 818-822 1s associ-
ated with a number of edges above the edge threshold. Thus,
the query division module 210 may include the vertices
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812-816 1n the first portion of the sub-group 800 and include
the vertices 818-822 1n the second portion of the sub-group

300.

The index selection module 208 may then assign the
ograph index 222 for processing the first portion of the °
request (e.g., the first portion of the sub-group 800) based on

the edge-based attributes of the vertices within the first
portion of the sub-group 800 being below the edge threshold
and assign the graph index 224 for processing the second
portion of the request (e.g., the second portion of the
sub-group 800) based on the edge-based attributes of the
vertices within the second portion of the sub-group 800
being above the edge threshold.

The information retrieval manager 202 may then use the
query engine 212 to retrieve first data associated with the
first portion of the sub-graph 800 using the graph index 222
(e.g., obtaining records associated with the vertices 812-816
from the graph index 222), and retrieve second data asso-
ciated with the second portion of the sub-graph 800 using the >
graph index 224 (e.g., obtaining records associated with the
vertices 818-822 from the graph index 224). The informa-
tion retrieval manager 202 may combine the first data and
the second data to generate the output data for the data
retrieval request, and may transmit the output data to the 25
requesting device (e.g., the device 180).

While only two graph indices are generated and used for
processing data retrieval requests in the example described
above, 1t has been contemplated that the index generation
module 206 may generate more than two graph indices 30
based on diflerent formats (different arrangements). For
example, the index generation module 206 may generate
another graph index that 1s formatted based on an order of
priority, the order of priority specilying that the destination
attribute has the highest priority, and then followed by the 35
source attribute, and then followed by the time attribute. The
index selection module 208 may also be configured to use
other types of threshold (instead of or 1n addition to the edge
threshold and/or the vertex threshold) to select graph 1ndices
for use 1n processing a data retrieval request. Furthermore, 40
while the graph 1n the example illustrated above represents
transactions among user accounts, the data retrieval tech-
niques as disclosed herein may apply to other types of
graphs that represent different relationships of data (e.g.,
relationships among users or user accounts in a social 45
network, etc.).

FIG. 9 1llustrate a process 900 for retrieving data associ-
ated with a graph according to one embodiment of the
disclosure. In some embodiments, at least some of all of the
steps 1n the process 900 may be performed by the informa- 50
tion retrieval module 132 and the query engine 212. The
process 900 begins by generating (at step 903), for a graph,

a plurality of indices according to different formats. For
example, the mmdex generation module 206 may generate
multiple graph indices, such as the graph indices 222 and 55
224, based on graph data 230 of the graph 300. The graph
indices 222 and 224 are generated in different formats.
Specifically, while the graph indices 222 and 224 store/
contain the same records of data associated with the graph
300 (e.g., each record may correspond to an edge in the 60
graph 300), the records may be ordered/arranged diflerently

in the graph indices 222 and 224. Specifically, the graph
index 222 may order the records first based on the source
attribute, then on the time attribute, and then on the desti-
nation attribute. By contrast, the graph index 224 may order 65
the records first based on the source attribute, then on the
destination attribute, and then on the time attribute.
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The process 900 then determines (at step 910) a distribu-
tion of degrees among a set of vertices in the graph and
determines (at step 915) an edge-based threshold based on
the distribution of degrees. For example, the information
retrieval manager 202 may analyze the graph data 230 and
may determine graph attributes 240. The graph attributes
240 may include the number of edges that are associated
with each vertex (a degree of the vertex) in the graph 300.
Based on the graph attributes 240, the index selection
module 208 may determine a distribution of degrees across
the set of vertices in the graph 300, such as the distribution
700. Based on the distribution 700, the index selection
module 208 may determine an edge-based threshold (also
known as the critical point) for selecting which graph index
to use for processing a data retrieval request.

The process 900 receives (at step 920), from a device, a
data retrieval request for accessing a sub-graph from the
graph. For example, the information retrieval manager 202
may receive a data retrieval request from the device 180. The
request may be associated with accessing at least a portion
of the graph 300 (e.g., a sub-graph). In one example, the
request may be for accessing all transactions conducted
among a set of user accounts within a period of time
(corresponding to edges connected among a set of vertices
in the graph 300).

The process 900 then selects (at step 925) one or more
graph indices for processing the data retrieval request and
processes (at step 930) the data retrieval request based on the
selected graph indices. For example, the index selection
module 208 may analyze the data retrieval request and the
attributes associated with the sub-graph (e.g., how many
vertices are in the sub-graph, what are the degrees of the
vertices 1n the sub-graph, etc.), and may select one or more
of the graph indices 222 and 224 for processing at least a
portion of the data retrieval request based on the analysis and
the threshold. In some embodiments, the index selection
module 208 may select the graph index 222 for processing
the data retrieval request when the edge-based attributes
(e.g., the number of edges associated with each vertex in the
sub- graph the average number of edges associated with the
vertices 1n the sub-graph, etc.) 1s below the edge threshold
and may select the graph index 224 for processing the data
retrieval request when the edge-based attributes (e.g., the
number of edges associated with each vertex in the sub-
graph, the average number of edges associated with the
vertices 1n the sub-graph, etc.) 1s above the edge threshold.

In some embodiments, the index selection module 208
may use the query division module 210 to divide the
sub-graph 1nto diflerent portions of the sub-graph based on
the attributes of the vertices 1n the sub-graph. For example
the query division module 210 may include vertices 1n the
sub-graph that have degrees below the edge threshold 1n a
first portion of the sub-graph and include vertices in the
sub-graph that have degrees above the edge threshold 1n a
second portion of the sub-graph. The index selection module
208 may then select the graph index 222 for use 1n process-
ing a portion of the data retrieval request corresponding to
the first portion of the sub-graph and may select the graph
index 224 for use in processing another portion of the data
retrieval request corresponding to the second portion of the
sub-graph. The information retrieval manager 202 may use
the query engine 212 to obtain records corresponding to the
first portion of the sub-graph using the graph index 222 and
to obtain records corresponding to the second portion of the
sub-graph using the graph index 224.

The process 900 then combines (at step 935) data from
processing different portions of the request and provides (at
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step 940) the combined data to the device. When the index
selection module 208 uses the query division module 210 to
divide the data retrieval request into diflerent portions for
processing (and may use different graph 1ndices for process-
ing the different portions of the request), once the data is
obtained from the query engine 212, the information
retrieval manager 202 may combine the different data (e.g.,
the different records retrieved from the graph indices 222
and 224 separately). The information retrieval manager 200
may present the combined data to the device 180. In some
embodiments, the information retrieval manager 200 may
use the graph generation module 204 to generate the sub-
graph based on the records retrieved from the graph indices
222 and/or 224, and may present the sub-graph on the device
180

FIG. 10 1s a block diagram of a computer system 1000
suitable for implementing one or more embodiments of the
present disclosure, including the service provider server 130,
the merchant server 120, the user device 110, and the device
180. In various implementations, each of the user device 110
and the device 180 may include a mobile cellular phone,
personal computer (PC), laptop, wearable computing device,
etc. adapted for wireless communication, and each of the
service provider server 130 and the merchant server 120
may include a network computing device, such as a server.
Thus, 1t should be appreciated that the devices 110, 180, 120,
and 130 may be implemented as the computer system 1000
in a manner as follows.

The computer system 1000 includes a bus 1012 or other
communication mechanism for communicating information
data, signals, and information between various components
of the computer system 1000. The components include an
input/output (I/O) component 1004 that processes a user
(1.e., sender, recipient, service provider) action, such as
selecting keys from a keypad/keyboard, selecting one or
more buttons or links, etc., and sends a corresponding signal
to the bus 1012. The I/O component 1004 may also include
an output component, such as a display 1002 and a cursor
control 1008 (such as a keyboard, keypad, mouse, etc.). The
display 1002 may be configured to present a login page for
logging into a user account or a checkout page for purchas-
ing an item from a merchant. An optional audio input/output
component 1006 may also be included to allow a user to use
voice for inputting information by converting audio signals.
The audio I/O component 1006 may allow the user to hear
audio. A transceiver or network interface 1020 transmits and
receives signals between the computer system 1000 and
other devices, such as another user device, a merchant
server, or a service provider server via network 1022, In one
embodiment, the transmission 1s wireless, although other
transmission mediums and methods may also be suitable. A
processor 1014, which can be a micro-controller, digital
signal processor (DSP), or other processing component,
processes these various signals, such as for display on the
computer system 1000 or transmission to other devices via
a communication link 1024. The processor 1014 may also
control transmission of information, such as cookies or IP
addresses, to other devices.

The components of the computer system 1000 also
include a system memory component 1010 (e.g., RAM), a
static storage component 1016 (e.g., ROM), and/or a disk
drive 1018 (e.g., a solid-state drive, a hard drive). The
computer system 1000 performs specific operations by the
processor 1014 and other components by executing one or
more sequences of instructions contained in the system
memory component 1010. For example, the processor 1014
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can perform the data retrieval functionalities described
herein according to the process 900.

Logic may be encoded 1n a computer readable medium,
which may refer to any medium that participates 1n provid-
ing structions to the processor 1014 for execution. Such a
medium may take many forms, including but not limited to,
non-volatile media, volatile media, and transmission media.
In various 1mplementations, non-volatile media ncludes
optical or magnetic disks, volatile media includes dynamic
memory, such as the system memory component 1010, and
transmission media includes coaxial cables, copper wire,
and fiber optics, including wires that comprise the bus 1012.
In one embodiment, the logic 1s encoded in non-transitory
computer readable medium. In one example, transmission
media may take the form of acoustic or light waves, such as
those generated during radio wave, optical, and infrared data
communications.

Some common forms of computer readable media
include, for example, tloppy disk, flexible disk, hard disk,
magnetic tape, any other magnetic medium, CD-ROM, any
other optical medium, punch cards, paper tape, any other
physical medium with patterns of holes, RAM, PROM,
EPROM, FLASH-EPROM, any other memory chip or car-
tridge, or any other medium from which a computer i1s
adapted to read.

In various embodiments of the present disclosure, execu-
tion of mstruction sequences to practice the present disclo-
sure may be performed by the computer system 1000. In
various other embodiments of the present disclosure, a
plurality of computer systems 1000 coupled by the commu-
nication link 1024 to the network (e.g., such as a LAN,
WLAN, PTSN, and/or various other wired or wireless
networks, including telecommunications, mobile, and cel-
lular phone networks) may perform 1nstruction sequences to
practice the present disclosure in coordination with one
another.

Where applicable, various embodiments provided by the
present disclosure may be implemented using hardware,
software, or combinations of hardware and software. Also,
where applicable, the various hardware components and/or
soltware components set forth herein may be combined 1nto
composite components comprising software, hardware, and/
or both without departing from the spirit of the present
disclosure. Where applicable, the various hardware compo-
nents and/or software components set forth herein may be
separated mto sub-components comprising software, hard-
ware, or both without departing from the scope of the
present disclosure. In addition, where applicable, it 1s con-
templated that software components may be implemented as
hardware components and vice-versa.

Software 1n accordance with the present disclosure, such
as program code and/or data, may be stored on one or more
computer readable mediums. It 1s also contemplated that
soltware 1dentified herein may be implemented using one or
more general purpose or specific purpose computers and/or
computer systems, networked and/or otherwise. Where
applicable, the ordering of various steps described herein
may be changed, combined into composite steps, and/or
separated 1nto sub-steps to provide features described
herein.

The various features and steps described herein may be
implemented as systems comprising one or more memories
storing various information described herein and one or
more processors coupled to the one or more memories and
a network, wherein the one or more processors are operable
to perform steps as described herein, as non-transitory
machine-readable medium comprising a plurality of
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machine-readable 1nstructions which, when executed by one
or more processors, are adapted to cause the one or more
processors to perform a method comprising steps described
herein, and methods performed by one or more devices, such
as a hardware processor, user device, server, and other
devices described herein.

What 1s claimed 1s:

1. A system, comprising:

a non-transitory memory; and

one or more hardware processors coupled with the non-

transitory memory and configured to read instructions
from the non-transitory memory to cause the system to
perform operations comprising:

receiving, from a device, a query for accessing a sub-

graph of a graph, wherein the graph comprises a set of
vertices and a plurality of edges connecting the set of
vertices;

identifying, from the set of vertices of the graph, a subset

of vertices associated with the sub-graph based on the
query,

analyzing edge-based attributes associated with the subset

of vertices 1n the sub-graph;

selecting, from a plurality of graph indices that indexes

the graph using different formats, a first graph index for
processing at least a portion of the query based on the
edged-based attributes associated with the subset of
vertices;

processing at least the portion of the query using the first

graph 1ndex;

obtaining data related to the sub-graph based at least in

part on the processing; and

transmitting the data to the device.

2. The system of claim 1, wherein the analyzing the
edge-based attributes associated with the subset of vertices
COmprises:

comparing an edge-based attribute associated with each

vertex 1n the subset of the vertices against an edge-
based threshold.

3. The system of claim 2, wherein the operations further
comprise:

analyzing edge-based statistics associated with the graph;

and

determining the edge-based threshold based on the ana-

lyzing the edge-based statistics.

4. The system of claim 2, wherein the edge-based thresh-
old represents a threshold number of edges associated with
a vertex.

5. The system of claim 1, wherein the operations further
comprise:

dividing the subset of the vertices into a first group of

vertices and a second group of vertices;
processing a first portion of the query associated with the
first group of vertices using the first graph index; and

obtaining first data associated with a first portion of the
sub-graph based on the processing the first portion of
the query using the first graph index.

6. The system of claim 5, wherein the operations further
comprise:

processing a second portion of the query associated with

the second group of vertices using a second graph index
from the plurality of graph indices;

obtaining second data associated with a second portion of

the sub-graph based on the processing the second
portion of the query using the second graph index; and
combining the first data and the second data.

7. The system of claim 3, wherein each vertex 1n the first
group of vertices has an edge-based attribute above an
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edge-based threshold, and wherein each vertex in the second
group ol vertices has an edge-based attribute below the
edge-based threshold.
8. A method, comprising:
receiving, by one or more hardware processors from a
device, a request for accessing data associated with a
portion ol a graph, wherein the graph comprises a set
ol vertices:

identifying, from the set of vertices of the graph, a subset
of vertices associated with the portion of the graph;

analyzing, by the one or more hardware processors,
attributes associated with the subset of vertices 1n the
sub-graph;

dividing, by the one or more hardware processors, the

subset of vertices mto a first group of vertices and a
second group of vertices;

obtaining, by the one or more hardware processors, first

data associated with the first group of vertices using a
first graph 1ndex that indexes the graph 1n a first format;
obtaining, by the one or more hardware processors, sec-
ond data associated with the second group of vertices
using a second graph index that indexes the graph 1n a
second format different from the first format; and
transmitting the first and second data to the device.

9. The method of claim 8, wherein the first graph imndex
comprises graph data associated with the graph that are
arranged according to a first ordering scheme, and wherein
the second graph index comprises the graph data that 1s
arranged according to a second ordering scheme different
from the first ordering scheme.

10. The method of claim 9, wherein the first ordering
scheme specifies that the graph data 1s arranged based on a
first priority ranking among a set of attributes associated
with the graph data, and wherein the second ordering
scheme specifies that the graph data 1s arranged based on a
second priority ranking among the set of attributes that 1s
different from the first priority ranking.

11. The method of claim 8, further comprising:

determining a distribution of degrees across the set of

vertices 1n the graph, wherein the degrees represent, for
cach vertex 1n the set of vertices, a number of edges
associated with the vertex; and

determining an edge-based threshold based on the distri-

bution, wherein the analyzing the attributes associated
with the subset of vertices comprises comparing, for
cach vertex in the subset of vertices, an edge-based
attribute of the vertex against the edge-based threshold.

12. The method of claim 8, wherein the request 1s for
accessing mnformation associated with edges between verti-
ces 1n the subset of vertices.

13. The method of claim 8, wherein the graph represents
transactions among a plurality of user accounts, wherein
cach vertex 1n the set of vertices represents a user account,
and wherein each edge between two vertices represents a
transaction between two user accounts corresponding to the
two vertices.

14. The method of claim 8, wherein the graph represents
a social network, wherein each vertex in the set of vertices
represents a user account, and wherein each edge between
two vertices represents an interaction between two user

accounts corresponding to the two vertices.

15. A non-transitory machine-readable medium having
stored thereon machine-readable instructions executable to
cause a machine to perform operations comprising:
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receiving, from a device, a request for accessing a sub-
graph of a graph, wherein the graph comprises a set of
vertices and a plurality of edges connecting the set of
vertices;

26

determiming the threshold based on the analyzing the
characteristics.

18. The non-transitory machine-readable medium of

claaim 15, wherein the threshold represents a threshold

identifying, from the set of vertices of the graph, a subset 5 number of edges associated with a vertex.

of vertices associated with the sub-graph based on the
request;

analyzing attributes associated with the subset of vertices
in the sub-graph;

selecting, from a plurality of graph indices that indexes
the graph using different formats, a first graph index for
processing at least a portion of the query based on a
comparison between the attributes associated with the
subset of vertices and a threshold;

processing at least the portion of the request using the first
graph 1ndex;

obtaining data related to the sub-graph based at least in
part on the processing; and

transmitting the data to the device.

16. The non-transitory machine-readable medium of 20

claim 15, wherein the operations further comprise:

generating the sub-graph based on the data; and

presenting the sub-graph on the device.

17. The non-transitory machine-readable medium of

claim 15, wherein the operations further comprise:
analyzing characteristics associated with the graph; and
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19. The non-transitory machine-readable medium of

claim 15, wherein the operations further comprise:

dividing the subset of the vertices into a first group of
vertices and a second group of vertices;

processing a first portion of the request associated with
the first group of vertices using the first graph index;
and

obtaining first data associated with a first portion of the
sub-graph based on the processing the first portion of
the request using the first graph index.

20. The non-transitory machine-readable medium of

claim 19, wherein the operations further comprise:

processing a second portion of the request associated with
the second group of vertices using a second graph index
from the plurality of graph indices;

obtaining second data associated with a second portion of
the sub-graph based on the processing the second
portion of the request using the second graph index;
and

combining the first data and the second data.
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