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WEARABLE ELECTRONIC DEVICE
INCLUDING DISPLAY, METHOD FOR
CONTROLLING DISPLAY, AND SYSTEM
INCLUDING WEARABLE ELECTRONIC
DEVICE AND CASE

CROSS-REFERENCE TO RELATED
APPLICATION(S)

This application 1s a U.S. National Stage application
under 35 U.S.C. § 371 of an International application
number PCT/KR2021/011467, filed on Aug. 26, 2021,
which 1s based on and claims priority of a Korean patent
application number 10-2020-0143693, filed on Oct. 30,
2020, 1n the Korean Intellectual Property Oflice, the disclo-
sure¢ of which 1s incorporated by reference herein in its
entirety.

TECHNICAL FIELD

The disclosure relates to a wearable electronmic device
including a display, a method for controlling the display, and
a system including the wearable electronic device and a
case.

BACKGROUND ART

An electronic device may include a display. The display
may display a screen on a display area. A user may identify
the screen displayed on the display area by the display and
may 1dentily a state of the electromic device, an event
generated 1n the electronic device, an application run on the
clectronic device, and/or information recerved by the elec-
tronic device.

Recently, there has been an increase in wearable elec-
tronic device worn on the body of the user. A display of the
wearable electronic device may display screens considering
a state where the user 1s wearing the wearable electronic
device on display areas. For example, when the wearable
clectronic device 1s augmented reality (AR) glasses, the
display of the wearable electronic device may display
screens on display areas of glasses 1 a state where the
wearable electronic device 1s worn on the face of the user.

The above mformation 1s presented as background infor-
mation only to assist with an understanding of the disclo-
sure. No determination has been made, and no assertion 1s
made, as to whether any of the above might be applicable as
prior art with regard to the disclosure.

DISCLOSURE
Technical Problem

A wearable electronic device may display screens 1n a
direction where a user 1s wearing the wearable electronic
device. Although the wearable electronic device 1s taken off
the user, the wearable electronic device may display screens
in the direction where the user 1s wearing the wearable
clectronic device. The user may 1dentify screens 1n a direc-
tion where the display of the wearable electronic device
displays the screens on display areas (e.g., a direction where
the user looks at the wearable electronic device when the
wearable electronic device 1s worn). When the user who 1s
not wearing the wearable electronic device 1s located 1n a
direction opposite to a direction where the user 1s wearing
the wearable electronic device, 1t may not easy for the user
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2

to 1dentily screens displayed on display areas by the display
of the wearable electronic device.

Furthermore, the wearable electronic device may be
received 1n a case for charging and maintenance. When the
wearable electronic device 1s recerved 1n the case, 1t may not
casy to identily screens displayed on display areas by the
display of the wearable electronic device.

Aspects of the disclosure are to address at least the
above-mentioned problems and/or disadvantages and to
provide at least the advantages described below. Accord-
ingly, an aspect of the disclosure 1s to provide a method for
controlling a display of a wearable electronic device to
identily screens displayed on display areas by the display of
the wearable electronic device although a user who takes ol
the wearable electronic device i1s located 1n a direction
opposite to the direction where the user 1s wearing the
wearable electronic device, a wearable electronic device
including the display, and a system for identifying screens
displayed on display areas by the display of the wearable
clectronic device when received 1n a case.

Technical Solution

Additional aspects will be set forth 1n part in the descrip-
tion which follows and, 1n part, will be apparent from the
description, or may be learned by practice of the presented
embodiments.

In accordance with an aspect of the disclosure, a wearable
clectronic device 1s provided. The wearable electronic
device includes a housing including a first housing portion,
a second housing portion, and a third housing portion,
glasses surrounded by the second housing portion, a display
configured to display screens 1n an inner direction and an
outer direction on display areas of the glasses, a sensor
module including a first sensor configured to identify
whether a user 1s wearing the wearable electronic device, a
second sensor configured to determine a direction where the
wearable electronic device 1s placed, and a third sensor
configured to determine whether the first housing portion
and/or the third housing portion are/is folded, a camera
module including first cameras configured to track a hand
gesture of the user and recognize a space, second cameras
configured to track pupils of the user, and a third camera
configured to capture the outside, and a processor connected
with the display, the sensor module, and the camera module.
The processor may be configured to control the screens
displayed on the display areas by the display based on
whether the wearable electronic device 1s worn, the direction
where the wearable electronic device 1s placed, whether the
first housing portion and/or the third housing portion are/is
folded, and a position of the user.

In accordance with another aspect of the disclosure, a
method for controlling screens displayed on display areas by
a display of a wearable electronic device 1s provided. The
method includes 1dentifying whether a user 1s wearing the
wearable electronic device using a first sensor, determining
a direction where the wearable electronic device 1s placed
using a second sensor, when the wearable electronic device
1s not worn, determining whether a first housing portion
and/or a third housing portion of the wearable electronic
device are/1s folded using a third sensor, determining a
position of the user using first cameras and second cameras,
and controlling the screens displayed on the display areas by
the display based on whether the wearable electronic device
1s worn, the direction where the wearable electronic device
1s placed, whether the first housing portion and/or the third
housing portion are/is folded, and the position of the user.
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In accordance with another aspect of the disclosure, a
wearable electronic device of a system including the wear-
able electronic device and a case 1s provided. The wearable
clectronic device includes a housing, glasses including dis-
play areas, a display configured to display screens on the
display areas, a camera module, a first communication
circuitry, and a processor. The case may include a receiving
part configured to receive the wearable electronic device, a
lens module disposed on at least a partial surface of the case,
a second communication circuitry configured to transmit and
receive a signal with the first communication circuitry, and
a charging circuitry configured to charge the wearable
clectronic device. The lens module may show the screens,
when the wearable electronic device 101 1s received 1n the
receiving part.

Advantageous Effects

According to embodiments disclosed 1n the disclosure,
screens displayed on display areas by the display may be
controlled based on whether the wearable electronic device
1s worn, a direction where the wearable electronic device 1s
placed, whether a frame (or a housing) 1s folded, and/or a
position of the user. Thus, when the user i1s located in a
direction opposite to the direction where he or she 1s wearing
the wearable electronic device, he or she may identify
screens displayed on display areas by the display of the
wearable electronic device.

Furthermore, according to embodiments disclosed 1n the
disclosure, lens modules may be disposed at positions cor-
responding to glasses, when the wearable electronic device
1s received 1n a recerving part of a case. Thus, although the
wearable electronic device 1s received 1n the case, screens
displayed on display areas by the display of the wearable
clectronic device may be verified through the lens module.

In addition, various eflects ascertained directly or indi-
rectly through the disclosure may be provided.

Other aspects, advantages, and salient features of the
disclosure will become apparent to those skilled 1n the art
from the following detailed description, which, taken 1n
conjunction with the annexed drawings, discloses various
embodiments of the disclosure.

DESCRIPTION OF DRAWINGS

The above and other aspects, features, and advantages of
certain embodiments of the disclosure will be more apparent
from the following description taken 1n conjunction with the
accompanying drawings, in which:

FIG. 1 1s a block diagram illustrating an electronic device
in a network environment according to an embodiment of
the disclosure;

FIG. 2 1s a drawing illustrating a wearable electronic
device according to an embodiment of the disclosure;

FIG. 3 1s a block diagram 1illustrating a wearable elec-
tronic device according to an embodiment of the disclosure;

FIG. 4 1s a drawing 1llustrating an optical structure of a
wearable electronic device according to an embodiment of
the disclosure;

FIG. 5 1s a drawing illustrating screens displayed on
display areas by a display of a wearable electronic device
according to an embodiment of the disclosure;

FIG. 6 1s a flowchart illustrating a method for controlling
a display of a wearable electronic device according to an
embodiment of the disclosure:
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FIG. 7 1s a flowchart 1llustrating a method for displaying
screens on display areas 1n a display of a wearable electronic

device according to an embodiment of the disclosure;

FIG. 8 1s a drawing illustrating screens displayed on
display areas by a display of a wearable electronic device
according to an embodiment of the disclosure;

FIG. 9 1s a drawing 1llustrating an appearance in which a
user identifies a wearable electronic device according to an
embodiment of the disclosure:

FIG. 10 1s a drawing 1illustrating screens displayed on
display areas by a display of a wearable electronic device
according to an embodiment of the disclosure;

FIG. 11 1s a drawing illustrating screens displayed on
display areas by a display of a wearable electronic device
according to an embodiment of the disclosure;

FIG. 12 1s a drawing illustrating a method for calculating
a distance between a wearable electronic device and a user
and a position of a user according to an embodiment of the
disclosure:

FIG. 13 1s a drawing illustrating screens displayed on
display areas by a display of a wearable electronic device
according to an embodiment of the disclosure;

FIG. 14 1s a drawing 1illustrating screens displayed on
display areas by a wearable electronic device, when a user
1s not wearing a wearable electronic device, according to an
embodiment of the disclosure:

FIG. 15 1s a drawing illustrating a system including a
wearable electronic device and a case according to an
embodiment of the disclosure;

FIG. 16 1s a block diagram 1llustrating a system including,
a wearable electronic device and a case according to an
embodiment of the disclosure:

FIG. 17 1s a drawing illustrating a case in which a
wearable electronic device i1s received according to an
embodiment of the disclosure:

FIG. 18 1s a drawing 1illustrating identifying screens
displayed on display areas by a display of a wearable
clectronic device in a state where a wearable electronic
device 1s received 1n a case according to an embodiment of
the disclosure;

FIG. 19 1s a drawing illustrating lens modules of a case
and a wearable electronic device according to an embodi-
ment of the disclosure;

FIG. 20 1s a drawing illustrating a case including lens
modules according to an embodiment of the disclosure; and

FIG. 21 1s a drawing illustrating a case including lens
modules and cameras according to an embodiment of the
disclosure.

Throughout the drawings, like reference numerals will be
understood to refer to like parts, components, and structures.

MODE FOR DISCLOSUR.

(Ll

The following description with reference to accompany-
ing drawings 1s provided to assist 1 a comprehensive
understanding of various embodiments of the disclosure as
defined by the claims and their equivalents. It includes
various specific details to assist in that understanding but
these are to be regarded as merely exemplary. Accordingly,
those of ordinary skill 1in the art will recognize that various
changes and modifications of the various embodiments
described herein can be made without departing from the
scope and spirit of the disclosure. In addition, descriptions of
well-known functions and constructions may be omitted for
clarity and conciseness.

The terms and words used 1n the following description
and claims are not limited to the bibliographical meanings,
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but, are merely used by the mventor to enable a clear and
consistent understanding of the disclosure. Accordingly, 1t
should be apparent to those skilled in the art that the
tollowing description of various embodiments of the disclo-
sure 1s provided for illustration purpose only and not for the
purpose ol limiting the disclosure as defined by the
appended claims and their equivalents.

It 1s to be understood that the singular forms “a,” “an,”
and “the” include plural referents unless the context clearly
dictates otherwise. Thus, for example, reference to “a com-
ponent surface” includes reference to one or more of such
surfaces.

FIG. 1 1s a block diagram illustrating an electronic device
in a network environment according to an embodiment of
the disclosure.

Referring to FIG. 1, an electronic device 101 1n a network
environment 100 may commumicate with an electronic
device 102 via a first network 198 (e.g., a short-range
wireless communication network), or at least one of an
clectronic device 104 or a server 108 via a second network
199 (e.g., a long-range wireless communication network).
According to an embodiment of the disclosure, the elec-
tronic device 101 may communicate with the electronic
device 104 via the server 108. According to an embodiment
of the disclosure, the electronic device 101 may include a
processor 120, memory 130, an mput module 150, a sound
output module 155, a display module 160, an audio module
170, a sensor module 176, an intertace 177, a connecting
terminal 178, a haptic module 179, a camera module 180, a
power management module 188, a battery 189, a commu-
nication module 190, a subscriber identification module
(SIM) 196, or an antenna module 197. In some embodiments
of the disclosure, at least one of the components (e.g., the
connecting terminal 178) may be omitted from the electronic
device 101, or one or more other components may be added
in the electronic device 101. In some embodiments of the
disclosure, some of the components (e.g., the sensor module

176, the camera module 180, or the antenna module 197)
may be implemented as a single component (e.g., the display
module 160).

The processor 120 may execute, for example, soitware
(e.g., a program 140) to control at least one other component
(e.g., a hardware or software component) of the electronic
device 101 coupled with the processor 120, and may per-
form various data processing or computation. According to
one embodiment of the disclosure, as at least part of the data
processing or computation, the processor 120 may store a
command or data received from another component (e.g.,
the sensor module 176 or the communication module 190)
in a volatile memory 132, process the command or the data
stored 1n the volatile memory 132, and store resulting data
in a non-volatile memory 134. According to an embodiment
of the disclosure, the processor 120 may include a main
processor 121 (e.g., a central processing unit (CPU) or an
application processor (AP)), or an auxiliary processor 123
(e.g., a graphics processing unit (GPU), a neural processing
unit (NPU), an image signal processor (ISP), a sensor hub
processor, or a communication processor (CP)) that 1s oper-
able mndependently from, or in conjunction with, the main
processor 121. For example, when the electronic device 101
includes the main processor 121 and the auxiliary processor
123, the auxiliary processor 123 may be adapted to consume
less power than the main processor 121, or to be specific to
a specified function. The auxiliary processor 123 may be
implemented as separate from, or as part of the main
processor 121.
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The auxiliary processor 123 may control at least some of
functions or states related to at least one component (e.g., the
display module 160, the sensor module 176, or the commu-
nication module 190) among the components of the elec-
tronic device 101, instead of the main processor 121 while
the main processor 121 1s in an mactive (e.g., sleep) state, or
together with the main processor 121 while the main pro-
cessor 121 1s 1n an active state (e.g., executing an applica-
tion). According to an embodiment of the disclosure, the
auxiliary processor 123 (e.g., an 1image signal processor or
a communication processor) may be implemented as part of
another component (e¢.g., the camera module 180 or the
communication module 190) functionally related to the
auxiliary processor 123. According to an embodiment of the
disclosure, the auxiliary processor 123 (e.g., the neural
processing unit) may include a hardware structure specified
for artificial intelligence model processing. An artificial
intelligence model may be generated by machine learning.
Such learning may be performed, e.g., by the electronic
device 101 where the artificial intelligence 1s performed or
via a separate server (e.g., the server 108). Learming algo-
rithms may include, but are not limited to, e.g., supervised
learning, unsupervised learning, semi-supervised learning,
or reinforcement learning. The artificial intelligence model
may include a plurality of artificial neural network layers.
The artificial neural network may be a deep neural network
(DNN), a convolutional neural network (CNN), a recurrent
neural network (RNN), a restricted Boltzmann machine
(RBM), a deep belief network (DBN), a bidirectional recur-
rent deep neural network (BRDNN), deep Q-network or a
combination of two or more thereof but 1s not limited
thereto. The artificial intelligence model may, additionally or
alternatively, include a software structure other than the
hardware structure.

The memory 130 may store various data used by at least
one component (e.g., the processor 120 or the sensor module
176) of the electronic device 101. The various data may
include, for example, software (e.g., the program 140) and
input data or output data for a command related thereto. The
memory 130 may include the volatile memory 132 or the
non-volatile memory 134.

The program 140 may be stored in the memory 130 as
soltware, and may include, for example, an operating system
(OS) 142, middleware 144, or an application 146.

The mput module 150 may receive a command or data to
be used by another component (e.g., the processor 120) of
the electronic device 101, from the outside (e.g., a user) of
the electronic device 101. The mput module 150 may
include, for example, a microphone, a mouse, a keyboard, a
key (e.g., a button), or a digital pen (e.g., a stylus pen).

The sound output module 155 may output sound signals
to the outside of the electronic device 101. The sound output
module 155 may include, for example, a speaker or a
receiver. The speaker may be used for general purposes,
such as playing multimedia or playing record. The receiver
may be used for recerving incoming calls. According to an
embodiment of the disclosure, the receiver may be 1mple-
mented as separate from, or as part of the speaker.

The display module 160 may visually provide informa-
tion to the outside (e.g., a user) of the electronic device 101.
The display module 160 may include, for example, a display,
a hologram device, or a projector and control circuitry to
control a corresponding one of the display, hologram device,
and projector. According to an embodiment of the disclo-
sure, the display module 160 may include a touch sensor
adapted to detect a touch, or a pressure sensor adapted to
measure the intensity of force incurred by the touch.
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The audio module 170 may convert a sound into an
clectrical signal and vice versa. According to an embodi-
ment of the disclosure, the audio module 170 may obtain the
sound via the input module 150, or output the sound via the
sound output module 155 or a headphone of an external
clectronic device (e.g., an electronic device 102) directly
(e.g., wiredly) or wirelessly coupled with the electronic
device 101.

The sensor module 176 may detect an operational state
(e.g., power or temperature) of the electronic device 101 or
an environmental state (e.g., a state ol a user) external to the
clectronic device 101, and then generate an electrical signal
or data value corresponding to the detected state. According
to an embodiment of the disclosure, the sensor module 176
may include, for example, a gesture sensor, a gyro sensor, an
atmospheric pressure sensor, a magnetic sensor, an accel-
eration sensor, a grip sensor, a proximity sensor, a color
sensor, an inirared (IR) sensor, a biometric sensor, a tem-
perature sensor, a humidity sensor, or an 1lluminance sensor.

The imterface 177 may support one or more speciiied
protocols to be used for the electronic device 101 to be
coupled with the external electronic device (e.g., the elec-
tronic device 102) directly (e.g., wiredly) or wirelessly.
According to an embodiment of the disclosure, the interface
177 may include, for example, a high definition multimedia
interface (HDMI), a universal serial bus (USB) interface, a
secure digital (SD) card interface, or an audio interface.

A connecting terminal 178 may include a connector via
which the electronic device 101 may be physically con-
nected with the external electronic device (e.g., the elec-
tronic device 102). According to an embodiment of the
disclosure, the connecting terminal 178 may include, for
example, a HDMI connector, a USB connector, a SD card
connector, or an audio connector (e.g., a headphone con-
nector).

The haptic module 179 may convert an electrical signal
into a mechanical stimulus (e.g., a vibration or a movement)
or electrical stimulus which may be recognized by a user via
hi1s tactile sensation or kinesthetic sensation. According to an
embodiment of the disclosure, the haptic module 179 may
include, for example, a motor, a piezoelectric element, or an
clectric stimulator.

The camera module 180 may capture a still 1image or
moving 1mages. According to an embodiment of the disclo-
sure, the camera module 180 may include one or more
lenses, 1mage sensors, 1image signal processors, or flashes.

The power management module 188 may manage power
supplied to the electronic device 101. According to one
embodiment of the disclosure, the power management mod-
ule 188 may be implemented as at least part of, for example,
a power management integrated circuit (PMIC).

The battery 189 may supply power to at least one com-
ponent of the electronic device 101. According to an
embodiment of the disclosure, the battery 189 may include,
for example, a primary cell which 1s not rechargeable, a
secondary cell which 1s rechargeable, or a fuel cell.

The communication module 190 may support establishing,
a direct (e.g., wired) communication channel or a wireless
communication channel between the electronic device 101
and the external electronic device (e.g., the electronic device
102, the electronic device 104, or the server 108) and
performing communication via the established communica-
tion channel. The communication module 190 may include
one or more communication processors that are operable
independently from the processor 120 (e.g., the application
processor (AP)) and supports a direct (e.g., wired) commu-
nication or a wireless communication. According to an
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embodiment of the disclosure, the communication module
190 may include a wireless communication module 192
(e.g., a cellular communication module, a short-range wire-
less communication module, or a global navigation satellite
system (GNSS) communication module) or a wired com-
munication module 194 (e.g., a local area network (LAN)
communication module or a power line communication
(PLC) module). A corresponding one of these communica-
tion modules may communicate with the external electronic
device via the first network 198 (e.g., a short-range com-
munication network, such as Bluetooth™, wireless-fidelity
(Wi-F1) direct, or infrared data association (IrDA)) or the
second network 199 (e.g., a long-range communication
network, such as a legacy cellular network, a 5G network, a
next-generation communication network, the Internet, or a
computer network (e.g., LAN or wide area network (WAN)).
These various types of communication modules may be
implemented as a single component (e.g., a single chip), or
may be implemented as multi components (e.g., multi chips)
separate from each other. The wireless communication mod-
ule 192 may i1dentify and authenticate the electronic device
101 1n a communication network, such as the first network
198 or the second network 199, using subscriber information
(e.g., international mobile subscriber 1dentity (IMSI)) stored
in the subscriber 1dentification module 196.

The wireless communication module 192 may support a
5G network, after a 4G network, and next-generation com-
munication technology, e.g., new radio (NR) access tech-
nology. The NR access technology may support enhanced
mobile broadband (eMBB), massive machine type commu-
nications (mMTC), or ultra-reliable and low-latency com-
munications (URLLC). The wireless communication mod-
ule 192 may support a high-frequency band (e.g., the
mmWave band) to achieve, e.g., a high data transmission
rate. The wireless communication module 192 may support
various technologies for securing performance on a high-
frequency band, such as, e¢.g., beamiorming, massive mul-
tiple-input and multiple-output (massive MIMO), {full
dimensional MIMO (FD-MIMO), array antenna, analog
beam-forming, or large scale antenna. The wireless commu-
nication module 192 may support various requirements
specified 1n the electronic device 101, an external electronic
device (e.g., the electronic device 104), or a network system
(e.g., the second network 199). According to an embodiment
of the disclosure, the wireless communication module 192
may support a peak data rate (e.g., 20 Gbps or more) for
implementing eMBB, loss coverage (e.g., 164 dB or less) for
implementing mMTC, or U-plane latency (e.g., 0.5 ms or
less for each of downlink (DL) and uplink (UL), or a round
trip of 1 ms or less) for implementing URLLC.

The antenna module 197 may transmit or receive a signal
or power to or from the outside (e.g., the external electronic
device) of the electronic device 101. According to an
embodiment of the disclosure, the antenna module 197 may
include an antenna including a radiating element including
a conductive material or a conductive pattern formed in or
on a substrate (e.g., a printed circuit board (PCB)). Accord-
ing to an embodiment of the disclosure, the antenna module
197 may include a plurality of antennas (e.g., array anten-
nas). In such a case, at least one antenna appropriate for a
communication scheme used 1in the communication network,
such as the first network 198 or the second network 199, may
be selected, for example, by the communication module 190
(e.g., the wireless communication module 192) from the
plurality of antennas. The signal or the power may then be
transmitted or received between the communication module
190 and the external electronic device via the selected at
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least one antenna. According to an embodiment of the
disclosure, another component (e.g., a radio frequency inte-
grated circuit (RFIC)) other than the radiating element may
be additionally formed as part of the antenna module 197.

According to various embodiments of the disclosure, the
antenna module 197 may form a mmWave antenna module.
According to an embodiment of the disclosure, the mmWave
antenna module may include a printed circuit board, a RFIC
disposed on a first surface (e.g., the bottom surface) of the
printed circuit board, or adjacent to the first surface and
capable of supporting a designated high-frequency band
(c.g., the mmWave band), and a plurality of antennas (e.g.,
array antennas) disposed on a second surface (e.g., the top
or a side surface) of the printed circuit board, or adjacent to
the second surface and capable of transmitting or receiving,
signals of the designated high-frequency band.

At least some of the above-described components may be
coupled mutually and communicate signals (e.g., commands
or data) therebetween via an inter-peripheral communication
scheme (e.g., a bus, general purpose mput and output
(GPIO), serial peripheral interface (SPI), or mobile industry
processor mterface (MIPI)).

According to an embodiment of the disclosure, com-
mands or data may be transmitted or recerved between the
clectronic device 101 and the external electronic device 104
via the server 108 coupled with the second network 199.
Each of the electronic devices 102 or 104 may be a device
of a same type as, or a different type, from the electronic
device 101. According to an embodiment of the disclosure,
all or some of operations to be executed at the electronic
device 101 may be executed at one or more of the external
clectronic devices 102, 104, or 108. For example, if the
clectronic device 101 should perform a function or a service
automatically, or 1n response to a request from a user or
another device, the electronic device 101, instead of, or in
addition to, executing the function or the service, may
request the one or more external electronic devices to
perform at least part of the function or the service. The one
or more external electronic devices receiving the request
may perform the at least part of the function or the service
requested, or an additional function or an additional service
related to the request, and transifer an outcome of the
performing to the electronic device 101. The electronic
device 101 may provide the outcome, with or without further
processing of the outcome, as at least part of a reply to the
request. To that end, a cloud computing, distributed com-
puting, mobile edge computing (MEC), or client-server
computing technology may be used, for example. The elec-
tronic device 101 may provide ultra low-latency services
using, ¢.g., distributed computing or mobile edge comput-
ing. In another embodiment of the disclosure, the external
clectronic device 104 may include an internet-oi-things
(IoT) device. The server 108 may be an intelligent server
using machine learning and/or a neural network. According,
to an embodiment of the disclosure, the external electronic
device 104 or the server 108 may be included 1n the second
network 199. The electronic device 101 may be applied to
intelligent services (e.g., smart home, smart city, smart car,
or healthcare) based on 5G communication technology or
IoT-related technology.

FIG. 2 1s a drawing illustrating a wearable electronic
device according to an embodiment of the disclosure.

In an embodiment of the disclosure, the wearable elec-
tronic device 101 may be included 1n an electronic device
101 described based on FIG. 1. For example, the wearable
clectronic device 101 may include at least some of the
components of the electronic device 101 of FIG. 1. The
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wearable electronic device 101 may be smart glasses. For
example, the wearable electronic device 101 may be aug-
mented reality (AR) glasses. However, the wearable elec-
tronic device 101 1s not limited thereto, and may be a
glasses-type of electronic device worn on the face of a user,
for example, a virtual reality (VR) device, a mixed reality

(MR) device, and/or a head mount display (HMD) device.

Referring to FIG. 2, the wearable electronic device 101
may include a housing 200 including a first housing portion
210, a second housing portion 220, and a third housing
portion 230. The first housing portion 210 and the third
housing portion 230 may constitute a temple of the wearable
clectronic device 101. The first housing portion 210 and the
third housing portion 230 may have substantially the same
shape. The second housing portion 220 may be located
between the first housing portion 210 and the third housing
portion 230. The second housing portion 220 may constitute
a rim of the wearable electronic device 101.

In an embodiment of the disclosure, the wearable elec-
tronic device 101 may include at least one display module
160, glasses 211 and 212, display areas 221 and 222, first
cameras 311 and 312, second cameras 321 and 322, a third
camera 330, first and second sensors 341 and 342, light
emitting parts 351 and 352, and PCBs 361 and 362. Fur-
thermore, the wearable electronic device 101 may include at
least one mput module 150, such as a microphone, at least
one sound output module 155, such as a speaker, the battery
189, and hinges 241 and 242. The wearable electronic device
101 of FI1G. 2 may be one example, the shape of the wearable
clectronic device 101 and the component included in the
wearable electronic device 101 may be added or omutted.

In an embodiment of the disclosure, the display module
160 may be substantially the same component as a display
module 160 of FIG. 1. The display module 160 may include,
for example, a liqud crystal display (LCD), a digital mirror
device (DMD), a liqud crystal on silicon (LCoS), an organic
light emitting diode (OLED), or a micro light emitting diode
(LED). Although not illustrated, when the display module
160 1s including one of the LCD, the DMD, or the LCoS, the
clectronic device 101 may include a light source which
emits light to the display areas 221 and 222. In another
embodiment of the disclosure, when the display module 160
1s able to internally generate light, for example, when the
display module 160 1s including one of the OLED or the
micro LED, the electronic device 101 may provide the user
with a good quality virtual image, although not including a
separate light source. In an embodiment of the disclosure,
when the display module 160 1s implemented with an OLED
or a micro LED, because 1t 1s unnecessary to have a light
source, the electronic device 101 may become lighter. The
user may use the electronic device 101 1n a state where the
wearable electronic device 101 1s worn on his or her face.

In an embodiment of the disclosure, the glasses 211 and
212 may be arranged on a front side of the wearable
clectronic device 101. The glasses 211 and 212 may be
located 1n front of both eyes of the user, when the user is
wearing the wearable electronic device 101 on his or her
face. The glasses 211 and 212 may be arranged at positions
facing the eyes of the user. When the user 1s wearing the
wearable electronic device 101, he or she may see the
outside through the glasses 211 and 212. The glasses 211 and
212 may be manufactured transparently or semi-transpar-
ently. The glasses 211 and 212 may be formed of a glass
plate, a plastic plate, or a polymer.

In an embodiment of the disclosure, the glasses 211 and
212 may include the first glass 211 and the second glass 212.
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The first glass 211 may be disposed to face a right eye of the
user, and the second glass 212 may be disposed to face a left
cye of the user.

In an embodiment of the disclosure, the display module
160 may display screens on the display areas 221 and 222.
The display areas 221 and 222 may be made up inside the
glasses 211 and 212. The display areas 221 and 222 may
include the first display area 221 and the second display area
222. The first display area 221 may be made up inside the
first glass 211, and the second display area 222 may be made
up 1nside the second glass 212.

In an embodiment of the disclosure, the hinges 241 and
242 may rotatably connect the first housing portion 210 with
the second . wusmg portion 220 and may rotatably connect
the second housing portion 220 with the third housing 230.

In an embodiment of the disclosure, the first cameras 311
and 312 may recognize a body of the user and/or a space.
The first cameras 311 and 312 may track a direction the head
of the user 1s facing. The first cameras 311 and 312 may
detect and track a hand of the user. The first cameras 311 and
312 may recognize a space. The first cameras 311 and 312
may be 3 DoF or 6 DoF cameras. The first cameras 311 and
312 may be global shutter (GS) cameras. The first cameras
311 and 312 may have a stereo structure for body tracking
and/or space recognition. The first cameras 311 and 312 may
need two cameras, each of which has substantially the same
specification and/or performance. The first cameras 311 and
312 may be GS cameras, each of which has no motion blur,
such as rolling shutter (RS) cameras, to detect quick hand
gesture and fine motion of a finger and track motion. The
first cameras 311 and 312 may perform space recognition for
6 DoF and may perform a simultancous localization and
mapping (SLAM) function by means of depth image cap-
ture. The first cameras 311 and 312 may recognize a user
gesture recognition function.

In an embodiment of the disclosure, the second cameras
321 and 322 may detect and track pupils. The second
cameras 321 and 322 may be cameras for eye tracking (ET).
The second cameras 321 and 322 may allow the center of a
virtual 1mage projected onto the wearable electronic device
101 to be located along a direction at which pupils of a
wearer ol the wearable electronic device 101 gaze. The
second cameras 321 and 322 may be GS cameras. When the
second cameras 321 and 322 are the GS cameras, they may
detect pupils and may track quick pupil motion without
motion blur. The second cameras 321 and 322 may be
respectively nstalled for a left eye and a right eye. The
second cameras 321 and 322 may have a stereo structure.
The second cameras 321 and 322 may be including two
cameras, each of which has substantially the same perfor-
mance and specification.

In an embodiment of the disclosure, the third camera 330
may capture an external object (e.g., a person, a thing, and/or
a background). The third camera 330 may be a camera of
high resolution, such as high resolution (HR) or photo video
(PV). The third camera 330 may have a function for obtain-
ing a high quality image, for example, an auto focus (AF)
function and/or an optical image stabilizer (OIS) function.
The third camera 330 may be a camera with high color
related performance. The third cameras 330 may be a GS
camera or an RS camera.

In an embodiment of the disclosure, the first and second
sensors 341 and 342 may guide light to an optical wave-
guide. A description will be given of operations of the first
and second sensors 341 and 342 1n conjunction with FIG. 4.

In an embodiment of the disclosure, light emitting parts
351 and 352 may be arranged 1n the second housing portion
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220. The light emitting parts 351 and 352 may be arranged
to face a front side of the second housing portion 220. The
light emitting parts 351 and 352 may be arranged adjacent
to the hinges 241 and 242. However, the light emitting parts
351 and 352 are not limited thereto, which may be arranged
adjacent to the center of the second housing portion 220. The
light emitting parts 351 and 352 may supplement surround-
ing brightness when capturing an image using the {first
cameras 311 and 312. When 1t 1s not easy to detect a subject
to be captured because of a dark environment or mixing of
several light sources and reflected light, the light emitting
parts 351 and 352 may supplement surrounding brightness.
The light emitting parts 351 and 352 may be used as
auxiliary means for facilitating detection of eye gaze when
capturing pupils using the second cameras 321 and 322. The
light emitting parts 351 and 352 may be IR LEDs, each of
which emits light of an infrared wavelength. For example,
the light emitting parts 351 and 352 may be plural in number
in the second housing portion 220.

In an embodiment of the disclosure, the PCBs 361 and
362 may be arranged in the first housing portion 210 or the
third housing portion 230. The PCBs 361 and 362 may be
clectrically connected with a flexible PCB (FPCB). The
PCBs 361 and 362 may deliver an electrical signal to
modules (e.g., the first cameras 311 and 312, the second
cameras 321 and 322, the third camera 330, the display
module 160, the mput module 150, or the sound output
module 155) 1n the wearable electronic device 101 via the
FPCB. The PCBs 361 and 362 may include the first PCB 361
and the second PCB 362. The first PCB 361 and the second
PCB 362 may be electrically connected with each other. For
example, an interposer may be disposed between the first
PCB 361 and the second PCB 362. The first PCB 361 and
the second PCB 262 may transmit and receive an electrical
signal with each other.

In an embodiment of the disclosure, a first direction D1
may be a direction where inner surfaces of the glasses 211
and 212 face the eyes of the user when the user 1s wearing
the wearable electronic device 101. For example, the first
direction D1 may be an inner direction of the wearable
electronic device 101. In an embodiment of the disclosure,
a second direction D2 may be a direction where outer
surfaces of the glasses 211 and 212 face outward when the
user 1s wearing the wearable electronic device 101. For
example, the second direction D2 may be an outer direction
of the wearable electronic device 101. In an embodiment of
the disclosure, a third direction D3 may be a direction where
an upper portion of the wearable electronic device 101 (e.g.,
a region where the third camera 330 1s located based on FIG.
2) when the user 1s wearing the wearable electronic device
101. For example, the third direction D3 may be a direction
facing a direction opposite to the ground. In an embodiment
of the disclosure, a fourth direction D4 may be a direction
where a lower portion (e.g., a region opposite to the upper
portion) of the wearable electronic device 101 when the user
1s wearing the wearable electronic device 101. For example,
the fourth direction D4 may be a direction facing the ground.

FIG. 3 1s a block diagram 1illustrating a wearable elec-
tronic device according to an embodiment of the disclosure.

Referring to FIG. 3, the wearable electronic device 101
according to an embodiment may include a housing 200,
glasses 211 and 212, a display module 160, a sensor module
176, a camera module 180, a processor 120, a memory 130,
and communication circuitry 370 (e.g., a wireless commu-
nication module 192 of FIG. 1).

In an embodiment of the disclosure, the housing 200 may
include a first housing portion (e.g., a first housing portion
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210 of FIG. 2), a second housing portion (e.g., a second
housing portion 220 of FIG. 2), and a third housing portion
(e.g., a third housing portion 230 of FIG. 2).

In an embodiment of the disclosure, the glasses 211 and
212 may be surrounded by the second housing portion 220.
When a user 1s wearing the wearable electronic device 101,
the glasses 211 and 212 may allow the user to see the
outside.

In an embodiment of the disclosure, the display module
160 may display screens on the glasses 211 and 212 1n an
inner direction and an outer direction. The display module
160 may display the screens on display areas 221 and 222
formed 1n the glasses 211 and 212.

In an embodiment of the disclosure, the sensor module

176 may include a first sensor 341, a second sensor 342, and
a third sensor 343.
In an embodiment of the disclosure, the first sensor 341
may 1dentity whether the user 1s wearing the wearable
clectronic device 101. When the user 1s wearing the wear-
able electronic device 101, the first sensor 341 may generate
a first signal. When the user 1s not wearing the wearable
clectronic device 101, the first sensor 341 may generate a
second signal. The first sensor 341 may deliver the first
signal or the second signal to the processor 120. The second
sensor 342 may be a proximity sensor.

In an embodiment of the disclosure, the second sensor 342
may determine a direction where the wearable electronic
device 101 1s placed. The direction where the wearable
clectronic device 101 1s placed may be defined as an
orientation of the wearable electronic device 101. The
direction where the wearable electronic device 101 1s placed
may be determined with respect to the ground parallel to a
landscape orientation. The direction where the wearable
clectronic device 101 1s placed may include when the
wearable electronic device 101 1s 1n a first state and/or a
second state with respect to the ground. The first state may
be a state where the wearable electronic device 101 1s placed
in the same direction as a state where the user 1s wearing the
wearable electronic device 101. In the first state, an upper
portion of the wearable electronic device 101 may face a
third direction (e.g., a third direction D3 of FIG. 2). The
second state may be a state where the wearable electronic
device 101 1s placed in an inverted direction as compared
with the state where the user 1s wearing the wearable
clectronic device 101. In the second state, the upper portion
of the wearable electronic device 101 may face a fourth
direction (e.g., a fourth direction D4 of FIG. 2). When the
wearable electronic device 101 1s 1n the first state, the second
sensor 342 may generate a third signal. When the wearable
electronic device 101 1s in the second state, the second
sensor 342 may generate a fourth signal. The second sensor
342 may deliver the third signal or the fourth signal to the
processor 120. The second sensor 342 may be a 9-axis
sensor, an XY Z-axis sensor, and/or a gyro sensor.

In an embodiment of the disclosure, the third sensor 343
may determine whether the first housing portion 210 and/or
the third housing portion 230 are/is folded. For example,
when the first housing portion 210 and/or the third housing
portion 230 are/is folded, the first housing portion 210
and/or the third housing portion 230 may be overlapped with
at least a portion of the first glass 211 and/or the second glass
212 and the wearable electronic device 101 may determine
that the user has no 1ntention to view the glasses 211 and 212
in the direction where the user 1s wearing the wearable
clectronic device 101. When the first housing portion 210
and/or the third housing portion 230 are/is folded, the third
sensor 343 may generate a fifth signal. When the first
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housing portion 210 and the third housing portion 230 are
unfolded, the third sensor 343 may generate a sixth signal.
The third sensor 343 may deliver the fifth signal or the sixth
signal to the processor 120. The third sensor 343 may be a
hall sensor and/or a proximity sensor.

In an embodiment of the disclosure, the camera module
180 may include first cameras 311 and 312, second cameras
321 and 322, and a third camera 330.

In an embodiment of the disclosure, the first cameras 311
and 312 may track a hand gesture of the user. The first
cameras 311 and 312 may recognize a space. The first
cameras 311 and 312 may be GS cameras and/or RS
cameras.

In an embodiment of the disclosure, the second cameras
321 and 322 may track pupils of the user. The second
cameras 321 and 322 may be cameras for ET.

In an embodiment of the disclosure, the third camera 330
may capture the outside. The third camera 330 may be an
HR camera or a PV camera. The third camera 330 may
capture an external object, such as a person, a thing, and/or
a background. The third camera 330 may be an HR camera
or a PV camera. The third camera 330 may be a GS camera
or an RS camera.

In an embodiment of the disclosure, the processor 120
could determine whether the user 1s wearing the wearable
electronic device 101 by using the second cameras 321 and
322 together with the first sensor 341, or by using the second
cameras 321 and 322 instead of the first sensor 341. When
the second cameras 321 and 322 track pupils of the user, 1t
may be determined that the user 1s wearing the wearable
clectronic device 101. When the pupils of the user are not
detected by the second cameras 321 and 322, it may be
determined that the user 1s not wearing the wearable elec-
tronic device 101.

In an embodiment of the disclosure, the first cameras 311
and 312 and the third camera 330 may determine a position
of the user. The first cameras 311 and 312 and the third
camera 330 may identily whether the user 1s located 1n front
in an outer direction (e.g., a second direction D2 of FIG. 2)
ol the wearable electronic device 101. The first cameras 311
and 312 and the third camera 330 may calculate a distance
between from the wearable electronic device 101 to the user.

In an embodiment of the disclosure, the processor 120
may be connected with the display module 160, the sensor
module 176, and the camera module 180. The processor 120
may be configured to control screens displayed on display
areas 221 and 222 by the display module 160 based on the
state of the wearable electronic device 101. The state of the
wearable electronic device 101 may include whether the
wearable electronic device 101 1s worn, a direction where
the wearable electronic device 101 1s placed, whether the
first housing portion 210 and/or the third housing portion
230 are/1s folded, and/or a position of the user.

In an embodiment of the disclosure, the memory 130 may
store instructions for an operation of the processor 120. The
instructions may cause the processor 120 to control screens
displayed on the display areas 221 and 222 of the display
module 160. The mstructions may cause the processor 120
to control whether to output screens displayed on the display
areas 221 and 222 of the display module 160, whether the
displayed screen 1s inverted and/or reversed, brightnesses of
the screens, and/or a size of content included in the screens.

In an embodiment of the disclosure, the communication
circuitry 370 may establish a wireless communication con-
nection with an electronic device (e.g., a smartphone) (e.g.,
an electronic device 102 or 104 of FIG. 1) different {from the
wearable electronic device 101 and/or a server (e.g., a server
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108 of FIG. 1). The communication circuitry 370 may
transmit signals and/or data, delivered from the processor
120, to the other electronic device 102 or 104 and/or the
server 108. The communication circuitry 370 may deliver
the signals and/or the data, received from the other elec-
tronic device 102 or 104 and/or the server 108, to the
processor 120.

FIG. 4 1s a drawing 400 1llustrating an optical structure of
a wearable electronic device (e.g., a wearable electronic

device 101 of FIG. 2) according to an embodiment of the
disclosure.

Referring to FIG. 4, a first optical waveguide 410 may be
included 1n a glass 211 (e.g., glasses 211 and 212 of FIG. 2).
The first optical waveguide 410 may deliver light generated
by the display module 160 to eyes of the user. The first
optical waveguide 410 may be made of glass, plastic or
polymer. A nano pattern may be formed 1n one surface inside
or outside the first optical waveguide 410. The nano pattern
may include a polygonal or curved grating structure.

In an embodiment of the disclosure, light output from the
display module 160 may be incident to one end of the first
optical waveguide 410 via an mput optical member 340
(e.g., first and second sensors 341 and 342 of FIG. 2).

In an embodiment of the disclosure, light propagated from
the 1nside of the first optical waveguide 410 may be provided
to the user. The first optical waveguide 410 may include a
free-form prism. The first optical waveguide 410 may
include at least one of at least one diflractive element (e.g.,
a diffractive optical element (DOE) or a holographic optical
clement (HOE)) or a reflective element (e.g., a reflective
mirror). The first optical waveguide 410 may guide incident
light to eyes 451 and 452 of the user via the diffractive
clement or the reflective element to provide the user with the
light.
In an embodiment of the disclosure, the difiractive ele-
ment may include the iput optical member 340 and an
output optical member 440. The reflective element may
include total internal reflection (TIR). For example, light
emitted from the display module 160 may be guided to the
first optical waveguide 410 via the mput optical member
340. Light which moves 1n the first light waveguide 410 may
be guided 1n the direction of the eyes 451 and 452 of the user
via the output optical member 440.

In an embodiment of the disclosure, the user may look at
the first glass 211, when he or she 1s located 1n a first
direction D1 or a second direction D2 of the wearable
clectronic device 101. When the user 1s located in the first
direction (e.g., D1 of FIG. 2) of the wearable electronic
device 101, the eye 451 of the user may see first light L1.
When the user 1s located 1n the second direction (e.g., D2 of
FIG. 2) of the wearable electronic device 101, the eye 452
of the user may see third light L.3. As the pieces of light L1
and L3 emitted 1n the first direction D1 and/or the second
direction D2 are incident to the eyes 451 and 452 of the user,
the user may see screens.

In an embodiment of the disclosure, the wearable elec-
tronic device 101 may include at least one or more light
emitting parts (e.g., light emitting parts 351 and 352 of FIG.
2) arranged 1n a housing (e.g., a second housing portion 220
of FIG. 2). For example, the light emitting parts 351 and 352
may be IR LEDs, each of which emits light of an infrared
wavelength. The light emitting parts 351 and 352 may emait
light 1n the first direction D1 of the wearable electronic
device 101. Light emitted from the light emitting parts 351
and 352 may be retflected from the eye 451 of the user
located 1n the first direction D1 of the wearable electronic
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device 101 to be incident to a second optical waveguide 420
located 1n one region of the first glass 211.

In an embodiment of the disclosure, light propagated from
the 1inside of the second optical waveguide 420 may be split
through a beam splitter 430. At least some of the pieces of

1ght split through the beam splitter 430 may be guided to the

second camera 321 (e.g., second cameras 321 and 322 of
FIG. 2). The second camera 321 may process the second
light 1.2 guided to the second camera 321 using an E'T sensor
421, an ET optic member 423, and a lens 425.

In an embodiment of the disclosure, a distance between
the output optical member 440 and the eye 451 of the user
located 1n the first direction D1 of the wearable electronic
device 101 may be a first distance Al. A distance between
the output optical member 440 and the eye 452 of the user
located 1n the second direction D2 of the wearable electronic
device 101 may be a second distance A2. The first distance
Al and the second distance A2 may be eye relief. The eye
relief may be a distance from the output optical member 440
where the eyes 451 and 452 of the user may obtain the entire
field of view (FOV). When the eyes 451 and 452 of the user
are more distant from the output optical member 440 than
the eye relief, the FOV of the eyes 451 and 452 of the user
may be reduced. When the first distance Al and/or the
second distance A2 are/is increased, an eye box area, which
1s an area capable of showing the user screens displayed on
display areas (e.g., display areas 221 and 222 of FIG. 3) by
the display module 160, may be hidden. The eye box area
may be an area where all the screens displayed on the
display areas 221 and 222 by the display module 160 are
iput to the eyes 451 and 452 of the user.

In an embodiment of the disclosure, the first light L1 may
form a first screen output 1n the first direction D1. The first
screen may face the eye 451 of the user located 1n an 1nner
direction which 1s the first direction D1 of the wearable
clectronic device 101. The third light .3 may form a second
screen output 1n the second direction D2. The second screen
may face the eye 452 of the user located 1n an outer direction
which 1s the second direction D2 of the wearable electronic
device 101.

FIG. § 1s a drawing 3500 1illustrating screens displayed on
display areas 221 and 222 by a display (e.g., a display
module 160 of FIG. 3) of a wearable electronic device 101
according to an embodiment of the disclosure.

In an embodiment of the disclosure, the display module
160 may display screens on the display areas 221 and 222.
The display areas 221 and 222 may be formed 1n areas in
transparent glasses 211 and 212.

Referring to FIG. 5, when a user sees the wearable
clectronic device 101 1n a first direction D1 (510), a first
screen may be displayed in the first direction D1 of the
wearable electronic device 101 on the display areas 221 and
222. When the user sees the wearable electronic device 101
in a second direction D1 (520), a second screen may be
displayed 1n the second direction D2 of the wearable elec-
tronic device 101 on the display areas 221 and 222.

In an embodiment of the disclosure, when the wearable
clectronic device 101 1s an augmented reality (AR) glass,
due to characteristics of the waveguide, a screen configured
with a virtual image may be seen in the first direction D1,
which 1s an inner direction of the wearable electronic device
101, and the second direction D2, which 1s an outer direction
of the wearable electronic device 101. When the user is
wearing the wearable electronic device 101, 1in the first
direction D1, he or she may see screens to be originally
displayed on the display module 160. When the user 1s not
wearing the wearable electronic device 101 and sees the
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display areas 221 and 222 in a state where he or she is
located outside the wearable electronic device 101, he or she
may see a reversed screen. A processor (€.g., a processor 120
of FIG. 1) of the wearable electronic device 101 may control
output directions of the screens displayed on the display
areas 221 and 222, whether the screens are inverted or
reversed, forms of the screens, sizes of the screens, and/or
brightnesses of the screens.

FIG. 6 1s a flowchart 600 illustrating a method for
controlling a display (e.g., a display module 160 of FIG. 3)
ol a wearable electronic device (e.g., a wearable electronic
device 101 of FIG. 3) according to an embodiment of the
disclosure.

Referring to FIG. 6, 1n operation 610, a processor (e.g., a
processor 120 of FIG. 3) of the wearable electronic device
101 may 1dentity whether a user 1s wearing the wearable
clectronic device 101 using a first sensor (e.g., a {irst sensor
341 of FIG. 3). For example, when the user 1s wearing the
wearable electronic device 101, the processor 120 may
receive a first signal from the first sensor 341. For another
example, when the user 1s not wearing the wearable elec-
tronic device 101, the processor 120 may receive a second
signal from the first sensor 341. The processor 120 may
identily whether the user 1s wearing the wearable electronic
device 101 or whether the user 1s not wearing the wearable
electronic device 101, based on a type of the signal received
from the first sensor 341. The processor 120 may identily
whether the user 1s wearing the wearable electronic device
101 using second cameras (e.g., second cameras 321 and
322 of FIG. 3) together with the first sensor 341 or rather
than the first sensor 341.

In operation 620, the processor 120 of the wearable
clectronic device 101 according to an embodiment may
determine a direction where the wearable electronic device
101 1s placed using a second sensor (e.g., a second sensor
342 of FI1G. 3), when the wearable electronic device 101 1s
not worn. For example, when the wearable electronic device
101 1s 1n a first state, the processor 120 may receive a third
signal from the second sensor 342. The {first state may be a
state where the wearable electronic device 101 1s placed 1n
the same direction as a state where the user 1s wearing the
wearable electronic device 101. In the first state, an upper
portion of the wearable electronic device 101 may face a
third direction (e.g., a third direction D3 of FIG. 2). For
another example, when the wearable electronic device 101
1s 1 a second state, the processor 120 may receive a fourth
signal from the second sensor 342. The second state may be
a state where the wearable electronic device 101 1s placed 1n
an mverted direction as compared with the state where the
user 1s wearing the wearable electronic device 101. In the
second state, the upper portion of the wearable electronic
device 101 may face a fourth direction (e.g., a fourth
direction D4 of FIG. 2). The processor 120 may determine
whether the wearable electronic device 101 1s 1n the first
state or whether the wearable electronic device 101 1s 1n the
second state, based on a type of the signal received from the
second sensor 342.

In operation 630, the processor 120 of the electronic
device 101 according to an embodiment may determine
whether a first housing portion (e.g., a first housing portion
210 of FIG. 2) and/or a third housing portion (e.g., a third
housing portion 230 of FIG. 2) of the wearable electronic
device 101 are/is folded using a third sensor (e.g., a third
sensor 343 of FIG. 3). For example, when the first housing
portion 210 and/or the third housing portion 230 are/is
tolded, the processor 120 may receive a fifth signal from the
third sensor 343. For another example, when the first hous-
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ing portion 210 and the third housing portion 230 are
unfolded, the processor 120 may receive a sixth signal from
the third sensor 343. The processor 120 may determine
whether the first housing portion 210 and/or the third
housing portion 230 are/is folded or whether the first hous-
ing portion 210 and the third housing portion 230 are

unfolded, based on a type of the signal received from the
third sensor 343.

In operation 640, the processor 120 of the electronic
device 101 according to an embodiment may determine a
position of the user using {irst cameras (e.g., {irst cameras

311 and 312 of FIG. 3) and a third camera (e.g., a third
camera 330 of FIG. 3). The processor 120 may 1dentily
whether the user 1s located 1 a second direction (e.g., a
second direction D2 of FIG. 2) of the wearable electronic
device 101, using the first cameras 311 and 312 and the third
camera 330. The processor 120 may calculate a distance
between from the wearable electronic device 101 to the user

using the first cameras 311 and 312 and the third camera 330.
In operation 650, the processor 120 of the wearable
clectronic device 101 according to an embodiment may
control screens displayed on display areas (e.g., display
areas 221 and 222 of FIG. 3) by the display module 160,
based on whether the wearable electronic device 101 1s
worn, the direction where the wearable electronic device 101
1s placed, whether the first housing portion 210 and/or the
third housing portion 230 are/is folded, and/or the position
of the user. The processor 120 may process whether the
wearable electronic device 101 1s worn, the direction where
the wearable electronic device 101 1s placed, whether the
first housing portion 210 and/or the third housing portion
230 are/1s folded, and/or the position of the user as data
associated with the state of the wearable electronic device
101. The processor 120 may control output directions of the
screens displayed on the display areas (e.g., the display areas
221 and 222 of FIG. 3) by the display module 160, whether
the screens are inverted or reversed, forms of the screens,
sizes of the screens, and/or brightnesses of the screens,
based on the state of the wearable electronic device 101.

FIG. 7 1s a flowchart 700 illustrating a method for
displaying screens on display areas (e.g., display areas 221
and 222 of FIG. 3) in a display (e.g., a display module 160
of FIG. 3) of a wearable electronic device (e.g., a wearable
clectronic device 101 of FIG. 3) according to an embodi-
ment of the disclosure. For example, the wearable electronic
device 101 may be an augmented reality (AR) glass.

Referring to FIG. 7, 1n operation 701, a processor (e.g., a
processor 120 of FIG. 3) of the wearable electronic device
101 according to an embodiment may receive data. The
processor 120 may receive data transmitted from a host
device, such as a smartphone, a tablet, and/or a notebook.
For example, the data may be data of a type supported by the
wearable electronic device 101, for example, 1image data or
text data.

In operation 702, the processor 120 according to an
embodiment may 1dentily whether the wearable electronic
device 101 1s worn. The processor 120 may detect whether
a user 1s wearing the wearable electronic device 101. For
example, when receiving data periodically or from the host
device, the processor 120 may detect whether the wearable
clectronic device 101 1s worn using a first sensor (e.g., a {irst
sensor 341 of FIG. 3). When the user 1s wearing the wearable
clectronic device 101 (YES 1n operation 702), the processor
120 may proceed to operation 703. When the user 1s not
wearing the wearable electronic device 101 (NO 1n opera-
tion 702), the processor 120 may proceed to operation 704.
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In operation 703, the processor 120 according to an
embodiment may display screens 1n an inner direction (e.g.,
a first direction D1 of FIG. 2). When the user 1s wearing the
wearable electronic device 101, the processor 120 may
determine that the wearable electronic device 101 1s used.
The processor 120 may display the screens in the inner
direction (e.g., the first direction D1 of FIG. 2) which 1s a
direction where the user exists. The processor 120 may
control the display module 160 to display the screens in the
inner direction (e.g., the first direction D1 of FIG. 2).

In operation 704, the processor 120 according to an
embodiment may identify a direction where the wearable
clectronic device 101 1s placed. When the user 1s not wearing
the wearable electronic device 101, the processor 120 may
determine a direction where the wearable electronic device
101 1s placed using a second sensor (e.g., a second sensor
342 of FIG. 3). The processor 120 may set directions of the
screens output on display areas 221 and 222 by the display
module 160 depending on the direction the wearable elec-
tronic device 101 1s placed.

In an embodiment of the disclosure, when the wearable
clectronic device 101 1s 1n a first state where 1t 1s placed 1n
the same direction as a state where the user 1s wearing the
wearable electronic device 101, the processor 120 may
maintain vertical directions of the output screens. When the
wearable electronic device 101 1s 1n a second state where it
1s placed 1n an inverted direction as compared with the state
where the user 1s wearing the wearable electronic device
101, the processor 120 may invert the vertical directions of
the output screens. When the processor 120 i1s 1n the second
state while performing operation 704 of detecting the direc-
tion where the wearable electronic device 101 i1s placed, the
processor 120 may invert the vertical direction of the output
screen. However, the processor 120 1s not limited thereto,
which may 1nvert the vertical direction of the output screen,
when the processor 120 1s 1n the second state while per-
forming operation 708 or 710 of displaying the screen after
proceeding with operation 704.

In operation 705, the processor 120 according to an
embodiment may i1dentily whether a frame (e.g., a first
housing portion 210 and/or a third housing portion 230 of
FIG. 2) of the wearable electronic device 101 1s folded. The
processor 120 may determine that the user 1dentifies screens
in an outer direction (e.g., a second direction D2 of FIG. 2)
when the frame of the wearable electronic device 101 1s
folded 1n a state where the user 1s not wearing the wearable
clectronic device 101. The processor 120 may determine that
the user 1dentifies the screens 1n an inner direction (e.g., a
first direction D1 of FIG. 2) or the outer direction (e.g., the
second direction D2 of FIG. 2) of the wearable electronic
device 101 when the frame of the wearable electronic device
101 1s unfolded 1n the state where the user 1s not wearing the
wearable electronic device 101. When the frame of the
wearable electronic device 101 1s folded (YES 1n operation
705), the processor 120 may proceed to operation 706. When
the frame of the wearable electronic device 101 1s unfolded
(NO 1n operation 705), the processor 120 may proceed to
operation 709.

In operation 706, the processor 120 according to an
embodiment may identify a position of the user. When
receiving data in the state where the frame of the wearable
clectronic device 101 1s folded, the processor 120 may
identify the position of the user with respect to the wearable
clectronic device 101. The processor 120 may 1dentily a
distance between the wearable electronic device 101 and the
user using first cameras (e.g., first cameras 311 and 312 of

FIG. 3) and a third camera (e.g., a third camera 330 of FIG.
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3). The processor 120 may i1dentify whether the face of the
user 1s located at any of upper, lower, right, and leit sides
with respect to the wearable electronic device 101 using the
first cameras 311 and 312 and the third camera 330.

In operation 707, the processor 120 according to an
embodiment may change output areas and/or brightnesses of
the screens. The processor 120 may adjust the output areas
of the screens depending on the distance between the
wearable electronic device 101 and the user. The processor
120 may adjust the brightnesses of the screens depending on
the distance between the wearable electronic device 101 and
the user.

In operation 708, the processor 120 according to an
embodiment may display the screens 1n an outer direction
(e.g., a second direction D2 of FIG. 2). When the frame of
the wearable electronic device 101 1s folded 1n a state where
the user 1s not wearing the wearable electronic device 101,
the processor 120 may set output areas and/or brightnesses
of the screens depending on the position of the user and may
control the display module 160 to display the screens in the
outer direction (e.g., the second direction D2 of FIG. 2).

In an embodiment of the disclosure, the processor 120
may be configured to reverse and display the screens when
displaying the screens 1n the outer direction (e.g., the second
direction D2 of FIG. 2). The processor 120 may control the
display module 160 to reverse and display the screens when
C
C

1splaying the screens in the outer direction (e.g., the second
irection D2 of FIG. 2). When the user 1dentifies the screens
displayed 1n the outer direction (e.g., the second direction
D2 of FIG. 2), the screens may be reversed as compared with
identifving the screens displayed in the mner direction (e.g.,

the first direction D1 of FIG. 2). When reversing and

displaying the screens when displaying the screens in the
outer direction (e.g., the second direction D2 of FIG. 2), the
user may see the same screens as screens internally identi-

fied.

In an embodiment of the disclosure, when the user 1s not
located 1n the outer direction (e.g., the second direction D2
of FIG. 2) of the wearable electromic device 101, the
processor 120 may control the display module 160 to output

the screens in the outer direction (e.g., the second direction
D2 of FIG. 2) without changing a separate screen setting.

In an embodiment of the disclosure, for the wearable
clectronic device 101 1 form of a head mounted display
(HMD) rather than in the form of glasses, the operation
where the frame 1s folded may be omitted. The processor
120 may determine whether the wearable electronic device
101 1n the form of the HMD i1s worn. When the user 1s not
wearing the wearable electronic device 101 1n the form of
the HMD, the processor 120 may omit operation 705 and
may perform operations 704, 706, 707, and 708. The pro-
cessor 120 may control the display module 160 such that the
wearable electronic device 101 in the form of the HMD
displays screens in the outer direction (e.g., the second
direction D2 of FIG. 2).

In operation 709, the processor 120 according to an
embodiment may 1dentify whether the user 1s located in the
second direction D2 of the wearable electronic device 101.
The processor 120 may identify whether the user 1s located
in the second direction D2 of the wearable electronic device
101 using the first cameras 311 and 312 and/or the third
camera (e.g., a third camera 330 of FIG. 3). When the user
1s located in the second direction D2 of the wearable
clectronic device 101 (YES in operation 709), the processor
120 may proceed to operation 707. When the user 1s not
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located 1n the second direction D2 of the wearable electronic
device 101 (NO 1n operation 709), the processor 120 may
proceed to operation 710.

In operation 710, the processor 120 according to an
embodiment may respectively display the screens in the
inner direction (e.g., the first direction D1 of FIG. 2) and the
outer direction (e.g., the second direction D2 of FIG. 2).
When 1t 1s unable to identily whether the user 1s located 1n
any of the inside and/or the outside of the wearable elec-
tronic device 101, the processor 120 may control the display
module 160 to respectively display the screens in the inner
direction (e.g., the first direction D1 of FIG. 2) and the outer
direction (e.g., the second direction D2 of FIG. 2). The user
may 1dentily the screens 1n any of the inner direction (e.g.,
the first direction D1 of FIG. 2) and the outer direction (e.g.,
the second direction D2 of FIG. 2). When the user 1s not
located 1n the outer direction (e.g., the second direction D2
of FIG. 2) of the wearable electronic device 101, in opera-
tion 710, the processor 120 according to another embodi-
ment may control the display module 160 to display the
screens 1n only the mner direction (e.g., the first direction D1
of FIG. 2). When the user 1s not located 1n the outer direction
(e.g., the second direction D2 of FIG. 2) of the wearable
clectronic device 101, in operation 710, the processor 120
according to another embodiment may control the display
module 160 not to display the screens.

According to an embodiment of the disclosure, i per-
forming operation 708 or operation 710, when 1t 1s deter-
mined that the user 1s not located 1n the outer direction (e.g.,
the second direction D2 of FIG. 2) of the wearable electronic
device 101 or within a specified angle during a specified
time using the first cameras 311 and 312 and the third
camera 330, the processor 120 may control the display
module 160 not to display the screens.

FIG. 8 1s a drawing 800 1llustrating screens displayed on
display areas 221 and 222 by a display (e.g., a display
module 160 of FIG. 3) of a wearable electronic device 101
according to an embodiment of the disclosure.

In an embodiment of the disclosure, a processor (e.g., a
processor 120 of FIG. 3) of the wearable electronic device
101 may determine a direction where the wearable elec-
tronic device 101 1s placed using a second sensor (e.g., a
second sensor 342 of FIG. 3). The second sensor 342 may
be an inertial measurement unit (IMU) sensor and/or a
magnetic sensor.

In an embodiment of the disclosure, the processor (e.g.,
the processor 120 of FIG. 3) of the wearable electronic
device 101 may i1dentily a position of a user using {irst
cameras (e.g., first cameras 311 and 312 of FIG. 3) and a
third camera (e.g., a third camera 330 of FIG. 3). For
example, the wearable electronic device 101 may 1dentily
that the user 1s located 1n a second direction (e.g., a second
direction D2) of the wearable electronic device 101.

In an embodiment of the disclosure, the processor 120
may set directions of screens output on the display module
160 based on a direction the wearable electronic device 101
1s placed. The processor 120 may determine the direction
where the wearable electronic device 101 1s placed with
respect to the ground parallel to a landscape orientation.

Referring to FIG. 8, when the wearable electronic device
101 1s 1n a second state 820 with respect to the ground, the
processor 120 may control the display module 160 to invert
and display screens. When the wearable electronic device
101 1s 1n a first state 810, the processor 120 may control such
that the display module 160 reverses and outputs original
screens on display areas 221 and 222. When the wearable
clectronic device 101 1s 1n the second state, the processor
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120 may control such that the display module 160 reverses
and inverts the original screens and outputs the reversed and
inverted screens on the display areas 221 and 222. When the
processor 120 controls the screens output on the display
module 160 with regard to the direction where the wearable
clectronic device 101 1s placed, the user may easily 1dentity
the screens 1rrespective of the direction where the wearable
clectronic device 101 1s placed.

FIG. 9 1s a drawing 900 illustrating an appearance in
which a user i1dentifies a wearable electronic device 101
according to an embodiment of the disclosure.

Referring to FI1G. 9, when the user 1s wearing the wearable
clectronic device 101, an eve 910 of the user may see a first
glass 211 of the wearable electronic device 101 1n a field of
view (FOV) 01. For example, the eye 910 of the user and the
glass 911 may have a first distance Al. When the user 1s
wearing the wearable electronic device 101, a virtual image
position 930 may be present to be spaced apart from the
wearable electronic device 101 at a third distance A3. The
third distance A3 may vary with a curvature of the first glass
211. For example, the third distance A3 may be greater than
or equal to about 1 M and be less than or equal to about 2
M.

In an embodiment of the disclosure, when the user is
spaced apart from the wearable electronic device 101 1n a
state where the user 1s not wearing the wearable electronic
device 101, the eye 920 of the user may have a second
distance A2 from the first glass 211 of the wearable elec-
tronic device 101. When the user 1s spaced apart from the
wearable electronic device 101 1n the state where the user 1s
not wearing the wearable electronic device 101, the eye 920

of the user may see the first glass 211 of the wearable
clectronic device 101 1n a second FOV 02. The second FOV

02 may be less than the first FOV 01.

In an embodiment of the disclosure, when a position of
the view the user 1s looking at changes, a shape of a virtual
image capable of being viewed at the virtual image position
930 may change. When the user 1s spaced apart from the
wearable electronic device 101 1n the state where the user 1s
not wearing the wearable electronic device 101, a range
where 1t 1s able to view a virtual image at the virtual image
position 930 may be more reduced than when the user 1s
wearing the wearable electronic device 101.

In an embodiment of the disclosure, when the second
distance A2 which 1s a distance between the wearable
clectronic device 101 and the user (e.g., a position of the
user’s gaze) changes, an eye relief position may change and
an eye box area which 1s an area capable of showing the user
screens of the display module 160 may change. The eye box
arca may be an area where the user may identily all the
screens displayed on display areas 221 and 222 by the
display module 160.

FIG. 10 1s a drawing 1000 illustrating screens displayed
on display areas 221 and 222 by a display (e.g., a display
module 160 of FIG. 3) of a wearable electronic device 101
according to an embodiment of the disclosure.

In an embodiment of the disclosure, screens of the wear-
able electronic device 101 may configure eye box areas (e.g.,
a first distance Al of FIG. 4) to correspond to when the user
1s wearing the wearable electronic device 101.

Referring to FIG. 10, a user 1010 may be spaced apart
from the wearable electronic device 101 1n a state where the
user 1010 1s not wearing the wearable electronic device 101
to 1dentily screens. When the user 1s spaced apart from the
wearable electronic device 101 1n the state where the user 1s
not wearing the wearable electronic device 101 to identify
the screens, eye box areas showing virtual screens may be
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reduced. When the distance between the wearable electronic
device 101 and the user increases and the eye box areas are
reduced, partial areas of the screens may be zoomed 1n to be
seen. When the partial areas of the screens displayed on the
display areas 221 and 222 are zoomed 1n to be seen, at least
a portion of content displayed on the screens may fail to be
visually seen to the user.

FIG. 11 1s a drawing 1100 1illustrating screens displayed
on display areas 221 and 222 by a display (e.g., a display
module 160 of FIG. 3) of a wearable electronic device 101
according to an embodiment of the disclosure.

Referring to FIG. 11, a user 1110 may verily screens at a
position tilted from the wearable electronic device 101 1n a
state where the user 1110 i1s not wearing the wearable
clectronic device 101.

In an embodiment of the disclosure, when the user 1den-
tifies the screens at the position tilted with respect to an outer
direction (e.g., a second direction D2 of FIG. 2), eye box
areas may lean to one corner of the display areas 221 and
222. Furthermore, partial arcas ol the screens may be
zoomed 1n to be seen. Thus, the screens zoomed 1n on the
corner portions to which the eye box areas lean may be seen.
When the screens zoomed 1n on the corner portions to which
the eye box areas lean are seen, at least a portion of content
displayed on the screens may fail to be visually seen to the
user. For example, at least a portion 1n a corner opposite to
the comer to which the eye box areas lean in content
included 1n the screens displayed on display areas 221 and
222 may {fail to be visually seen to the user.

FIG. 12 1s a drawing 1200 illustrating a method for
calculating a distance between a wearable electronic device
101 and a user 1210 and a position of a user according to an
embodiment of the disclosure.

Referring to FIG. 12, the user 1210 may be located 1n a
second direction D2 which 1s an outer direction of the
wearable electronic device 101. A processor (e.g., a proces-
sor 120 of FIG. 1) of the wearable electronic device 101 may
calculate a distance between the wearable electronic device
101 and the user 1210 using first cameras 311 and 312 and
a third camera 330. The processor 120 may calculate a
position of the user 1210 located 1n the second direction D2
using the first cameras 311 and 312 and the third camera 330.

In an embodiment of the disclosure, the processor 120
may measure a fourth distance A4 which 1s a distance of the
user 1210 in the second direction D2 from the wearable
clectronic device 101 using the third camera 330. The
processor 120 may measure a fifth distance AS and a sixth
distance A6 which are distances of the user 1210 from both
ends of the wearable electronic device 101 using the first
cameras 311 and 312. The processor 120 may calculate a
seventh distance A7 and an eighth distance A8, which are
distances where the user 1210 sees display areas 221 and
222 of glasses 211 and 212, using the measured fourth
distance A4, fifth distance AS, and sixth distance A6. The
processor 120 may identity a distance between the wearable
clectronic device 101 and the user 1210 using a depth
camera and a gesture camera.

In an embodiment of the disclosure, the processor 120
may calculate angles where the user 1210 sees the display
areas 221 and 222 of the glasses 211 and 212, using the
measured fourth distance A4, fifth distance AS, and sixth
distance A6. The processor 120 may calculate a position of
the user 1210 based on the angles where the user 1210 sees
the display areas 221 and 222 of the glasses 211 and 212.
The position of the user 1210 may include information about
whether the face of the user 1210 is located at any of an
upper portion, a lower portion, a left side, or a right side with
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respect to the wearable electronic device 101. The processor
120 may identify whether the user 1210 gazes at the screens
displayed on the display areas 221 and 222 of the glasses 211

and 212 1n any direction based on the calculated position of
the user 1210.

FIG. 13 1s a drawing 1300 illustrating screens displayed
on display areas 221 and 222 by a display (e.g., a display
module 160 of FIG. 3) of a wearable electronic device 101

according to an embodiment of the disclosure.

Referring to FIG. 13, a processor 120 may change output
arcas of the screens depending on a calculated distance
between the wearable electronic device 101 and a user 1310.
The processor 120 may compare sizes ol display areas 221
and 222 based on the distance between the wearable elec-
tronic device 101 and the user 1310 as shown 1n Table 1 to
change sizes of the output areas of the screens.

TABLE 1

Sizes of output areas of

screens compared with sizes
of display areas 221 and 222

Distance between

wearable electronic
device 101 and user 1310

20 cm
40 cm
60 cm
80 cm

90%
80%
70%
60%

In an embodiment of the disclosure, the processor 120
may be configured to display the screens based on the
c_langed output areas. The processor 120 may calculate a
change 1n sizes of eye box areas capable of showing the
screens depending on the distance of the user 1310. The
processor 120 may change the output areas of the screens to
correspond to the changed eye box areas. As the distance
between the wearable electronic device 101 and the user
1310 increases, when the eye box areas are reduced and
when the screens are zoomed 1n to be seen, the processor 120
may change the output areas of the screens to be substan-
tially the same as the eye box areas. The processor 120 may
prevent the user 1310 from seeing screens cut at edges of the
display areas 221 and 222. The processor 120 may change
the output areas of the screens such that the user 1310
identifies intact screens.

In an embodiment of the disclosure, the processor 120
may be configured to adjust a size of content displayed on

the screens depending on the distance between the wearable
clectronic device 101 and the user 1310. As the distance
between the wearable electronic device 101 and the user
1310 increases, the processor 120 may reduce the size of the
content displayed on the screens to correspond to a phe-
nomenon 1n which the eye box areas of the user are reduced
and when the screens are zoomed 1n to be seen. Thus, the
processor 120 could reduce a phenomenon i which content
1s cut at edges of the display areas 221 and 222 as the screens
are zoomed 1n to be seen, such that the user 1310 may easily
identify the content displayed on the screens.

In an embodiment of the disclosure, the processor 120
may change brightnesses of the screens depending on the
distance between the wearable electronic device 101 and a
user 1310. The processor 120 may change brightnesses of
the screens compared with brightnesses of the screens when
the user 1310 1s wearing the wearable electronic device 101
based on the distance between the wearable electronic

device 101 and the user 1310.
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TABLE 2

Brightnesses of screens compared
with brightnesses of screens
when user 1310 1s wearing wearable
electronic device 101

Distance between
wearable electronic
device 101 and user

20 cm
40 cm
60 cm
80 cm

110%
120%
130%
140%

In an embodiment of the disclosure, the processor 120
may be configured to display the screens based on the
changed brightnesses. When the distance between the wear-
able electronic device 101 and the user 1310 increases,
brightnesses of the screens shown to the user 1310 may
decrease. The processor 120 may increase the brightnesses
of the screens with regard to a decrease in brightness
detected by the user 1310. Thus, the processor 120 could
reduce a phenomenon 1n which the brightness of the screens
the user 1310 sees reduce. The processor 120 may adjust the
brightnesses of the screens such that the user 1310 1dentifies
intact screens.

In an embodiment of the disclosure, the processor 120
may change output arcas ol the screens based on the
calculated position of the user 1310. The processor 120 may
change the output areas of the screens such that the screens
are viewed 1n the center without leaning when viewing the
screens at the calculated position of the user 1310.

In an embodiment of the disclosure, the processor 120
may change brightnesses of the screens based on the calcu-
lated position of the user 1310. The more distant the
calculated position of the user 1310 departs from the front of
a second direction (e.g., a second direction D2 of FIG. 2) of
the wearable electronic device 101, the brighter the proces-
sor 120 may make the screens. The processor 120 may adjust
the brightnesses of the screens such that 1t 1s easy for the user
1310 to identify the screens at a tilted angle.

FIG. 14 1s a drawing 1400 illustrating screens displayed
on display areas 221 and 222 by a wearable electronic device
101, when a user 1s not wearing a wearable electronic device
101, according to an embodiment of the disclosure.

In an embodiment of the disclosure, a processor (e.g., the
processor 120 of FIG. 3) of the wearable electronic device

101 may detect that the user 1s not wearing the wearable
clectronic device 101 using a first sensor (e.g., a {irst sensor
341 of FIG. 3).

Referring to FIG. 14, when the user 1s not wearing the
wearable electronic device 101, the processor 120 may
control a display (e.g., a display module 160 of FIG. 3) to
output screens including a message (e.g., Hello. How are
you?) 1identifying where the user 1s.

In an embodiment of the disclosure, when the position of
the user 1s not 1dentified, the processor 120 may respectively
output screens in a first direction D1 which 1s an inner
direction and a second direction (e.g., a second direction D2
of FIG. 2) which 1s an outer direction. The processor 120
may output a screen of a first display area 221 between
display areas 221 and 222 1n the first direction D1 and may
output a screen of the second display area 222 1n the second
direction D2. Thus, the user may 1dentily the screens 1n a
direction where the user 1s currently located between the first
direction D1 or the second direction D2. For example, the
screens displayed on the first display area 221 and the
second display area 222 of FIG. 14 may correspond to a
operation of respectively displaying the screens in the mner

10

15

20

25

30

35

40

45

50

55

60

65

26

direction (e.g., the first direction D1 of FIG. 2) and the outer
direction (e.g., the second direction D2 of FIG. 2) 1n
operation 710 of FIG. 7.

FIG. 15 1s a drawing illustrating a system 1500 including,
a wearable electronic device 101 and a case 1510 according
to an embodiment of the disclosure.

Referring to FIG. 15, the wearable electronic device 101
may be recerved in the case 1510. When the user 1s not
wearing the wearable electronic device 101, the wearable
clectronic device 101 may be recerved 1n the case 1510. The
case 1510 may include a cover 1511, a recerving part 1520,
and charging circuitry 1530.

In an embodiment of the disclosure, when the wearable
clectronic device 101 1s received 1n the case 1510, 1t may
identify that the wearable electronic device 101 1s received
in the case 1510 via a charging terminal (not shown) or
communication circuitry (e.g., communication circuitry 370
of FIG. 3). When received 1n the case 1510, the wearable
clectronic device 101 may determine whether a user 1s
located within a specified distance by means of a camera
module (e.g., a camera module 180 of FIG. 3). For example,
the specified distance may be an area where the user may
identily screens displayed on display areas 221 and 222 by
a display module 160, which may be set by the user.

In an embodiment of the disclosure, the cover 1511 may
be formed on one surface of the case 1510. The cover 1511
may have a lid structure capable of being opened and closed.
The cover 1511 may protect the received wearable electronic
device 101 from external foreign substances and/or an
external impact. When the cover 1511 of the case 1510 1s
opened, the user may i1dentify screens displayed by the
wearable electronic device 101 1n a state where the wearable
clectronic device 101 1s received in the case 1510. For
example, the user may 1dentily the screens displayed by the
wearable electronic device 101 while charging the wearable
clectronic device 101 by means of the case 1510.

In an embodiment of the disclosure, the receiving part
1520 may receive the wearable electronic device 101. The
receiving part 1520 may include a space capable of keeping
the wearable electronic device 101 and a support member.

In an embodiment of the disclosure, the charging circuitry
1530 may charge the wearable electronic device 101
received 1n the receiving part 1520. The charging circuitry
1530 may be disposed on a lower portion of the receiving
part 1520. For example, the charging circuitry 1530 may
supply power to a battery (e.g., a battery 189 of FIG. 1) of
the wearable electronic device 101 via an interface (e.g., an
interface 177 of FIG. 1) included in the wearable electronic
device 101 or may wirelessly supply power to the wearable
clectronic device 101 through a wireless charging coil (not
shown).

FIG. 16 1s a drawing 1600 illustrating a system 13500
including a wearable electronic device 101 and a case 1510
according to an embodiment of the disclosure.

Referring to FIG. 16, the wearable electronic device 101
may include first communication circuitry 1610 (e.g., com-
munication circuitry 370 of FI1G. 3). The wearable electronic
device 101 may be received 1n a recerving part 1520 of the
case 1510. The wearable electronic device 101 may be
charged by charging circuitry 1530 of the case 1510.

In an embodiment of the disclosure, the case 1510 may
include second commumnication circuitry 1620. The second
device 1620 may transmit and receirve various signals and
data with the first communication circuitry 1610. For
example, the second commumnication circuitry 1620 may
receive information associated with screens displayed by the
wearable electronic device 101 from the first communication
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circuitry 1610. For another example, the second communi-
cation circuitry 1620 may transmit information associated
with charging (e.g., battery remaining capacity of the case
1510 and/or whether the case 1510 i1s being charged by
means of an external power source) to the first communi-
cation circuitry 1610.

In an embodiment of the disclosure, the case 1510 may
include a controller 1630. The controller 1630 may control
operations of the charging circuitry 1530 and the second
communication circuitry 1620. For example, the controller
1630 may identify that the wearable electronic device 101 1s
located 1n the recerving part 1520 of the case 1510 by means
of the charging circuitry 1530. When the wearable electronic
device 101 1s located in the receiving part 1520, the con-
troller 1630 may enable the second communication circuitry
1620 and may control the second communication circuitry
1620 to receive mformation associated with the displayed
screens from the wearable electronic device 101.

FIG. 17 1s a drawing 1700 1llustrating a case 1510 in
which a wearable electronic device 101 1s received accord-
ing to an embodiment of the disclosure.

Referring to FIG. 17, the case 1510 may include a lens
module 1710. The lens module 1710 may be disposed on at
least partial surface of the case 1510. When the wearable
clectronic device 101 1s recerved 1n the recerving part 1520,
the lens module 1710 may show screens displayed on
display areas (e.g., display areas 221 and 222 of FIG. 3) by
a display (e.g., a display module 160 of FIG. 3).

In an embodiment of the disclosure, when the wearable
clectronic device 101 1s located 1n the case 1510 and the
cover 1511 1s closed, the case 1510 may hide the wearable
clectronic device 101. When the lens module 1710 1s dis-
posed on at least a partial surface of the case 1510, the user
could 1dentify screens displayed on the display areas 221
and 222 by the display module 160 even when the wearable
clectronic device 101 1s located 1n the case 1510 and the case
1510 1s closed.

In an embodiment of the disclosure, the lens module 1710
may be disposed on at least partial surface of the cover 1511.
The cover 1511 may be opened and closed. When the cover
1511 1s opened, the user could 1dentify screens displayed on
the display areas 221 and 222 directly. When the cover 1511
1s closed, the user could 1dentily the screens displayed on the
display areas 221 and 222 through the lens module 1710.

In an embodiment of the disclosure, the case 1510 may
include a sensor (e.g., a hall sensor) (not shown) capable of
sensing that the cover 1511 1s opened and closed. In an
embodiment of the disclosure, when the wearable electronic
device 101 1s located 1n the receiving part 1520 of the case
1510 and the cover 1511 1s closed, the case 1510 may
request and receive information associated with the dis-
played screens from the wearable electronic device 101 via
communication circuitry (e.g., second communication cir-
cuitry 1620 of FIG. 16). The case 1510 may display screens
based on mformation received from the wearable electronic
device 101 by means of the lens module 1710. In another
embodiment of the disclosure, when the wearable electronic
device 101 i1s located 1n the receiving part 1520 of the case
1510 and the cover 1511 1s opened, the case 1510 may
request the wearable electronic device 101 to display the
screens, via the communication circuitry (e.g., the second
communication circuitry 1620 of FIG. 16). The wearable
clectronic device 101 may display the screens on the display
module 160 based on the screen display request from the
case 1510.

FIG. 18 1s a drawing 1800 1llustrating identifying screens
displayed on display areas (e.g., display areas 221 and 222)
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by a display (e.g., a display module 160 of FIG. 3) of a
wearable electronic device 101 1n a state where a wearable
clectronic device 101 1s received 1n a case 1510 according to

an embodiment of the disclosure.

Retferring to FIG. 18, the display module 160 of the
wearable electronic device 101 may display a screen on the
display area 221 of a first glass 211 of the wearable elec-
tronic device 101. A user 1810 may see the first glass 211 of
the wearable electronic device 101 by means of a lens
module 1710 of the case 1510. A screen may be located on
a virtual 1image position 1820 by a line of sight of the user
1810.

In an embodiment of the disclosure, the lens module 1710
may 1ncrease a size of an eye box area when seeing 1t 1n a
second direction D2 which 1s an outer direction. The lens
module 1710 may zoom 1n on a screen displayed at the
virtual image position 1820. When the lens module 1710 has
a fixed magnification, 1t may enlarge the physical size of the
screen displayed at the virtual image position 1820. The lens
module 1710 may be including a convex lens capable of

zooming 1n on screens displayed on the display areas 221
and 222.

In an embodiment of the disclosure, the lens module 1710
may change an angle of refraction which i1s toward the
virtual image position 1820 from the user 1810 to identily a
screen formed 1n an eye box area at a long distance. By
zooming in the screen displayed on the display area 221, the
lens module 1710 could reduce a phenomenon 1n which at
least a portion of the screen 1s not seen. Thus, the user could
casily 1dentify the screen from the outside of the case 1510
by the lens module 1710.

In an embodiment of the disclosure, a refractive index of
the lens module 1710 may be set according to a size of the
screen located at the virtual image position 1820. The lens
module 1710 may be including a member, a refractive index
of which may be changed. For example, the lens module
1710 may be including a member, a refractive index of
which may be changed, for example, a liquid lens, to adjust
eye box areas. Thus, the lens module 1710 could reduce a
phenomenon 1n which the screen displayed on the display
area 221 1s not seen.

In an embodiment of the disclosure, a refractive index of
the lens module 1710 may be set according to a position of
the user. Information associated with the position of the user
may be obtained by cameras (e.g., cameras 2121 and 2122
of FIG. 21) provided in the case 1510.

FIG. 19 1s a drawing 1illustrating lens modules 1711 and
1712 (e.g., a lens module 1710 of FIG. 17 and/or FIG. 18)
of a case 1510 and a wearable electronic device 101 accord-
ing to an embodiment of the disclosure.

Referring to FIG. 19, when the wearable electronic device
101 1s received 1n a recerving part 1520, the lens modules
1711 and 1712 may be arranged at positions corresponding,
to display areas (e.g., display areas 221 and 222 of FIG. 3).
The lens module 1710 may be disposed at a position
corresponding to positions of screens displayed on display
arcas 221 and 222 by a display (e.g., a display module 160
of FIG. 3). For example, when the wearable electronic
device 101 i1s recerved 1n the receiving part 1520, the lens
module 1710 may be located substantially parallel to and

overlapped with the display areas (e.g., the display areas 221
and 222 of FIG. 3).

FIG. 20 1s a drawing 2000 illustrating a case 13510
including lens modules 1711 and 1712 (e.g., a lens module

1710 of FIG. 17 and/or FIG. 18) according to an embodi-
ment of the disclosure.
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Referring to FIG. 20, the case 1510 may further include
a shielding member 2010 for selectively covering or opening
the lens module 1710. For example, the lens modules 1711
and 1712 may be plural (e.g., 2) 1n number to correspond to
glasses (e.g., glasses 211 and 212 of FIG. 2) of the wearable
clectronic device (e.g., the wearable electronic device 101 of
FIG. 2). The shielding member 2010 may be an opaque
member disposed on an inner surface of the lens modules
1711 and 1712. For example, the shielding member 2010
may be including one shielding member to include the lens
modules 1711 and 1712 as shown in FIG. 20 or may be
including a plurality of shielding members to correspond
respectively to the lens modules 1711 and 1712 as shown 1n
FIG. 21. The shielding member 2010 may automatically
and/or manually hide inner surfaces of the lens modules
1711 and 1712. When hiding the inner surface of the lens
module 1710, the shielding member 2010 may hide screens
displayed by the wearable electronic device (e.g., the wear-
able electronic device 101 of FIG. 2). The shielding member
2010 may be automatically and/or manually folded to be
spaced apart from the inner surfaces of the lens modules
1711 and 1712 and be located on an inner surface of the case
1510 except for a surface where the lens modules 1711 and
1712 are arranged. When the shielding member 2010 1s
folded to be located on the mnner surface of the case 1510
except for the surface where the lens modules 1711 and 1712
are arranged, a user may identily screens displayed by the
wearable electronic device (e.g., the wearable electronic
device 101 of FIG. 2) by means of the lens modules 1711
and 1712.

In an embodiment of the disclosure, second communica-
tion circuitry (e.g., second communication circuitry 1620 of
FIG. 16) may receive an activation signal, while a display
(e.g., a display module 160 of FIG. 3) displays screens on
the display areas 221 and 222, from first communication
circuitry (e.g., first communication circuitry 1610 of FIG.
16). When the second communication circuitry 1620
receives the activation signal, a controller (e.g., a controller
1630 of FIG. 16) of the case 1510 may determine that the
display module 160 displays the screens on the display areas
221 and 222.

In an embodiment of the disclosure, the shielding member
2010 may selectively cover or open the lens modules 1711
and 1712 based on the activation signal. When the second
communication circuitry 1620 receives the activation signal,
the controller 1630 may control the shielding member 2010
to open the lens modules 1711 and 1712. When the second
communication circuitry 1620 does not receive the activa-
tion signal, the controller 1630 may control the shielding
member 2010 to cover the lens modules 1711 and 1712.
When the shielding member 2010 opens the lens modules
1711 and 1712 while rece1ving the activation signal, the user
could 1dentity the screens displayed on the display areas 221
and 222 by the lens modules 1711 and 1712. When the
shielding member 2010 covers the lens modules 1711 and
1712 while receiving the activation signal, the wearable
clectronic device (e.g., the wearable electronic device 101 of
FIG. 19) which 1s 1 an 1nactive state may be kept 1n a state
where 1t 1s not seen from the outside of the case 1510.

FIG. 21 1s a drawing 2100 illustrating a case 1510
including lens modules 1711 and 1712 and cameras 2121
and 2122 according to an embodiment of the disclosure.

Referring to FIG. 21, the case 1510 may further include
the shuelding members 2111 and 2112 and the cameras 2121
and 2122. The cameras 2121 and 2122 may be arranged on
an outer surface of the case 1510. The cameras 2121 and
2122 may be arranged to face a second direction D2. The
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cameras 2121 and 2122 may detect a distance of an object
disposed 1n the second direction D2. For example, when a
user 1s 1n the second direction D2, the cameras 2121 and
2122 may detect a distance between the case 1510 and the
user.

In an embodiment of the disclosure, the cameras 2121 and
2122 may deliver information associated with the distance
between the case 1510 and the user to a controller (e.g., a
controller 1630 of FIG. 16) of the case 1510. The controller
1630 may deliver the information associated with the dis-
tance between the case 1510 and the user to a wearable
clectronic device (e.g., a wearable electronic device 101 of
FIG. 2) using second communication circuitry (e.g., second
communication circuitry 1620 of FIG. 16).

In an embodiment of the disclosure, the wearable elec-
tronic device 101 may control a size of content of screens
displayed on display areas (e.g., display areas 221 and 222
of FIG. 2) using the information associated with the distance
between the case 1510 and the user. A processor (e.g., a
processor 120 of FIG. 1) of the wearable electronic device
101 may reduce a size of content of the screens displayed on
the display areas 221 and 222 to prevent a phenomenon
where the user does not see at least a portion of the screens
because eye box areas are reduced when the case 1510 and
the user are away from each other. The screens displayed on
the display areas 221 and 222 may be zoomed 1n by the lens
modules 1711 and 1712 of the case 1510. The processor 120
may set a size of content of the screens with regard to a ratio
where the content of the screens displayed on the display
areas 221 and 222 i1s zoomed 1n by the lens modules 1711
and 1712.

A wearable electronic device (e.g., a wearable electronic
device 101 of FIG. 2) according to various embodiments
may include a housing (e.g., a housing 200 of FIG. 2)
including a first housing portion (e.g., a first housing portion
210 of FIG. 2), a second housing portion (e.g., a second
housing portion 220 of FIG. 2), and a third housing portion
(e.g., a thuird housing portion 230 of FIG. 2), glasses (e.g.,
glasses 211 and 212 of FIG. 2) surrounded by the second
housing portion 220, a display (e.g., a display module 160 of
FIG. 2) for displaying screens in an inner direction (e.g., a
first direction D1 of FIG. 2) and an outer direction (e.g., a
second direction D2 of FIG. 2) on display areas (e.g., display
areas 221 and 222 of FIG. 2) of the glasses 211 and 212, a
sensor module (e.g., a sensor module 176 of FIG. 3) includ-
ing a first sensor (e.g., a first sensor 341 of FIG. 3) for
identifying whether a user 1s wearing the wearable electronic
device 101, a second sensor (e.g., a second sensor 342 of
FIG. 3) for determining a direction where the wearable
clectronic device 101 is placed, and a third sensor (e.g., a
third sensor 343 of FIG. 3) for determining whether the first
housing portion 210 and/or the third housing portion 230
are/1s folded, a camera module (e.g., a camera module 180
of FIG. 3) including first cameras (e.g., first cameras 311 and
312 of FIG. 3) for tracking a hand gesture of the user and
recognizing a space, second cameras (e.g., second cameras
321 and 322 of FIG. 3) for tracking pupils of the user, and
a third camera (e.g., a third camera 330 of FIG. 3) for
capturing the outside, and a processor (e.g., a processor 120
of FIG. 3) connected with the display module 160, the sensor
module 176, and the camera module 180. The processor 120

may be configured to control the screens displayed on the
display areas 221 and 222 by the display module 160 based

on whether the wearable electronic device 101 i1s worn, the

direction where the wearable electronic device 101 1s placed,
whether the first housing portion 210 and/or the third
housing portion 230 are/1s folded, and a position of the user.
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In an embodiment of the disclosure, the processor 120
may be configured to control the display module 160 to
display the screens on the display areas 221 and 222 based
on a first direction D1 which 1s an inner direction D1 of the
wearable electronic device 101, when the user 1s wearing the
wearable electronic device 101, and display the screens on
the display areas 221 and 222 based on a second direction
D2 which 1s an outer direction D2 of the wearable electronic
device 101, when the user 1s not wearing the wearable
electronic device 101.

In an embodiment of the disclosure, the processor 120
may be configured to control the display module 160 to
reverse and display the screens when displaying the screens
on the display areas 221 and 222 based on the second
direction D2.

In an embodiment of the disclosure, the processor 120
may be configured to determine the direction where the
wearable electronic device 101 1s placed with respect to the
ground parallel to a landscape orientation and control the
display module 160 to mvert and display the screens, when
the wearable electronic device 101 1s in an mverted second
state as compared with a first state which 1s a state where the
wearable electronic device 101 1s placed in the same direc-
tion as a state where the user 1s wearing the wearable
electronic device 101.

In an embodiment of the disclosure, the processor 120
may be configured to calculate a distance between the
wearable electronic device 101 and the user, change output
arcas and/or brightnesses of the screens based on the cal-
culated distance, and control the display module 160 to
display the screens based on the changed output areas and/or
brightnesses.

In an embodiment of the disclosure, the processor 120
may be configured to calculate eye box areas of the screens
corresponding to the calculated distance and view dead areas
except for the eye box areas and control the display module
160 to change the output areas to the eye box areas.

In an embodiment of the disclosure, the processor 120
may be configured to adjust a size of content displayed on
the screens depending on the calculated distance.

In an embodiment of the disclosure, the glasses 211 and
212 may include a first glass (e.g., a first glass 211 of FIG.
2) and a second glass (e.g., a second glass 212), and the
processor 120 may be configured to control the display
module 160 to display a first screen displayed on the first
glass 211 between the screens based on the first direction
D1, when the position of the user i1s not identified, and
display a second display displayed on the second glass 212
between the screens based on the second direction D2.

A method for controlling screens displayed on display
areas 221 and 222 by a display module 160 of a wearable
clectronic device 101 according to various embodiments
may include 1dentitying (operation 610 of FIG. 6) whether
a user 1s wearing the wearable electronic device 101 using
a first sensor 341, determining (operation 620 of FIG. 6) a
direction where the wearable electronic device 101 1s placed
using a second sensor 342, when the user 1s not wearing the
wearable electronic device 101, determining (operation 630
of FIG. 6) whether a first housing portion 210 and/or a third
housing portion 230 of the wearable electronic device 101
are/1s folded using a third sensor 343, determining (e.g.,
operation 640 of FIG. 6) a position of the user using {first
cameras 311 and 312 and second cameras 321 and 322, and
controlling (e.g., operation 650 of FIG. 6) the screens
displayed on the display areas 221 and 222 by the display
module 160 based on whether the wearable electronic device
101 1s worn, the direction where the wearable electronic
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device 101 1s placed, whether the first housing portion 210
and/or the third housing portion 230 are/is folded, and the
position of the user.

In an embodiment of the disclosure, the controlling (op-
cration 650) of the screens displayed on the display areas
221 and 222 by the display module 160 may include
displaying (e.g., operation 703 of FIG. 7), by the display
module 160, the screens based on a first direction D1 which
1s an mner direction D1 of the wearable electronic device
101, when the user 1s wearing the wearable electronic device
101, and displaying (operation 708 of FIG. 7) the screens
based on a second direction D2 which 1s an outer direction
of the wearable electronic device 101, when the user 1s not
wearing the wearable electronic device 101.

In an embodiment of the disclosure, the determining
(operation 640) of the position of the user may include
calculating a distance between the wearable electronic
device 101 and the user while 1dentiiying the position of the
user and changing (e.g., operation 707 of FIG. 7) output
areas and/or brightnesses of the screens based on the cal-
culated distance.

In an embodiment of the disclosure, the controlling (op-
cration 650) of the screens displayed on the display areas
221 and 222 by the display module 160 may include
displaying the screens based on the second direction D2
based on the changed output areas.

In an embodiment of the disclosure, the determining
(operation 630) of whether the first housing portion 210
and/or the third housing portion 230 are/is folded may
include 1dentifying (e.g., operation 709 of FIG. 7) whether
the user 1s located 1n the second direction D2 of the wearable
clectronic device 101, when the first housing portion 210
and the third housing portion 230 are unfolded.

In an embodiment of the disclosure, the 1dentitying (op-
eration 709) of whether the user i1s located 1n the second
direction D2 of the wearable electronic device 101 may
include calculating a distance between the wearable elec-
tronic device 101 and the user, when the user 1s located 1n
the second direction D2 of the wearable electronic device
101, and changing (operation 707) output areas and/or
brightnesses of the screens based on the calculated distance.

In an embodiment of the disclosure, the 1dentifying (op-
eration 709) of whether the user 1s located in the second
direction D2 of the wearable electronic device 101 may
include displaying (operation 708) the screens based on the
second direction D2 based on the changed output areas,
when the user 1s located in the second direction D2 of the
wearable electronic device 101 and respectively displaying
(e.g., operation 710 of FIG. 7) the screens based on the first
direction D1 and the second direction D2, when the user 1s
not located in front of the wearable electronic device 101.

A wearable electronic device 101 of a system (e.g., a
system 1500 of FIG. 15) including the wearable electronic
device 101 and a case (e.g., a case 1510 of FIG. 15)
according to various embodiments may include a housing
200, glasses 211 and 212 including display areas 221 and
222, a display module 160 for displaying screens on the
display areas 221 and 222, a camera module 180, first
communication circuitry (e.g., first communication circuitry
1610 of FIG. 16), and a processor 120. The case 1510 may
include a recerving part (e.g., a recerving part 1520 of FIG.
15) for recerving the wearable electronic device 101, a lens
module (e.g., a lens module 1710 of FIG. 17) disposed on at
least a partial surface of the case 1510, second communi-
cation circuitry (e.g., second communication circuitry 1620
of FIG. 16) for transmitting and receiving a signal with the
first commumnication circuitry 1610, and charging circuitry
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(e.g., charging circuitry 1530 of FIG. 15) for charging the
wearable electronic device 101. The lens module 1710 may
show the screens, when the wearable electronic device 101
1s received 1n the receiving part 1520.

In an embodiment of the disclosure, the case 1510 may
turther include a cover (e.g., a cover 1511 of FIG. 15)
capable of being opened and closed. The lens module 1710
may be disposed on at least a portion of the cover 1511.

In an embodiment of the disclosure, the lens module 1710
may be disposed at a position corresponding to the display
areas 221 and 222, when the wearable electronic device 101
1s recerved 1n the receiving part 1520.

In an embodiment of the disclosure, the lens module 1710
may zoom 1n on screens displayed toward an outer direction
D2 of the glasses 211 and 212 on the display module 160.

In an embodiment of the disclosure, the case 1510 may
turther iclude a shielding member (e.g., a shuelding mem-
ber 2010 of FIG. 20) for selectively covering or opening the
lens module 1710.

In an embodiment of the disclosure, the shielding member
2010 may selectively cover or open the lens module 1710
based on an activation signal received from the first com-
munication circuitry 1610 by the second communication
circuitry 1620 while the display module 160 displays the
screens.

The electronic device according to various embodiments
may be one of various types of electronic devices. The
clectronic devices may include, for example, a portable
communication device (e.g., a smartphone), a computer
device, a portable multimedia device, a portable medical
device, a camera, a wearable device, or a home appliance.
According to an embodiment of the disclosure, the elec-
tronic devices are not limited to those described above.

It should be appreciated that various embodiments of the
disclosure and the terms used therein are not intended to
limit the technological features set forth herein to particular
embodiments and include various changes, equivalents, or
replacements for a corresponding embodiment. With regard
to the description of the drawings, similar reference numer-
als may be used to refer to similar or related elements. It 1s
to be understood that a singular form of a noun correspond-
ing to an item may include one or more of the things, unless
the relevant context clearly indicates otherwise. As used

herein, each of such phrases as “A or B,” “at least one of A
and B,” “at least one of A or B,” “A, B, or C,” “at least one
of A, B, and C,” and “at least one of A, B, or C,” may include
any one of, or all possible combinations of the items
enumerated together 1n a corresponding one of the phrases.
As used herein, such terms as “1st” and “2nd,” or “first” and
“second” may be used to simply distinguish a corresponding
component from another, and does not limit the components
in other aspect (e.g., importance or order). It 1s to be
understood that 1f an element (e.g., a first element) 1s
referred to, with or without the term “operatively” or “com-
municatively”, as “coupled with,” “coupled to,” “connected
with,” or “connected to” another element (e.g., a second
clement), 1t means that the element may be coupled with the
other element directly (e.g., wiredly), wirelessly, or via a
third element.

As used 1n connection with various embodiments of the
disclosure, the term “module” may include a unit 1mple-
mented in hardware, software, or firmware, and may inter-
changeably be used with other terms, for example, “logic,”
“logic block,” “part,” or “circuitry”. A module may be a
single integral component, or a minimum unit or part
thereol, adapted to perform one or more functions. For
example, according to an embodiment of the disclosure, the
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module may be implemented in a form of an application-
specific mtegrated circuit (ASIC).

Various embodiments as set forth herein may be 1mple-
mented as software (e.g., the program 140) including one or
more nstructions that are stored in a storage medium (e.g.,
an mternal memory 136 or an external memory 138) that 1s
readable by a machine (e.g., the electronic device 101). For
example, a processor (e.g., the processor 120) of the
machine (e.g., the electronic device 101) may invoke at least
one of the one or more instructions stored in the storage
medium, and execute 1t, with or without using one or more
other components under the control of the processor. This
allows the machine to be operated to perform at least one
function according to the at least one instruction invoked.
The one or more instructions may include a code generated
by a complier or a code executable by an interpreter. The
machine-readable storage medium may be provided in the
form of a non-transitory storage medium. Wherein, the term
“non-transitory” simply means that the storage medium 1s a
tangible device, and does not include a signal (e.g., an
clectromagnetic wave), but this term does not differentiate
between where data 1s semi-permanently stored 1n the stor-
age medium and where the data 1s temporarily stored in the
storage medium.

According to an embodiment of the disclosure, a method
according to various embodiments of the disclosure may be
included and provided in a computer program product. The
computer program product may be traded as a product
between a seller and a buyer. The computer program product
may be distributed 1n the form of a machine-readable storage
medium (e.g., compact disc read only memory (CD-ROM)),
or be distributed (e.g., downloaded or uploaded) online via
an application store (e.g., PlayStore™), or between two user
devices (e.g., smart phones) directly. IT distributed online, at
least part of the computer program product may be tempo-
rarily generated or at least temporarily stored i the
machine-readable storage medium, such as memory of the
manufacturer’s server, a server ol the application store, or a
relay server.

According to various embodiments of the disclosure, each
component (e.g., a module or a program) of the above-
described components may 1nclude a single entity or mul-
tiple enfities, and some of the multiple entities may be
separately disposed in different components. According to
various embodiments of the disclosure, one or more of the
above-described components may be omitted, or one or
more other components may be added. Alternatively or
additionally, a plurality of components (e.g., modules or
programs) may be integrated into a single component. In
such a case, according to various embodiments of the
disclosure, the integrated component may still perform one
or more functions of each of the plurality of components 1n
the same or similar manner as they are performed by a
corresponding one of the plurality of components before the
integration. According to various embodiments of the dis-
closure, operations performed by the module, the program,
or another component may be carried out sequentially, 1n
parallel, repeatedly, or heuristically, or one or more of the
operations may be executed in a different order or omitted,
or one or more other operations may be added.

While the disclosure has been shown and described with
reference to various embodiments thereof, it will be under-
stood by those skilled 1n the art that various changes in form
and details may be made therein without departing from the
spirit and scope of the disclosure as defined by the appended
claims and their equivalents.
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The 1nvention claimed 1s:

1. A wearable electronic device comprising: a housing
including a first housing portion, a second housing portion,
and a third housing portion; glasses surrounded by the
second housing portion; a display configured to display
screens 1n an mner direction and an outer direction on
display areas of the glasses; a sensor module including a first
sensor configured to 1dentily whether a user 1s wearing the
wearable electronic device, a second sensor configured to
determine a direction where the wearable electronic device
1s placed, and a third sensor configured to determine whether
the first housing portion or the third housing portion 1s
folded; a camera module including first cameras configured
to track a hand gesture of the user and recognize a space,
second cameras configured to track pupils of the user, and a
third camera configured to capture the outside; and a pro-
cessor connected with the display, the sensor module, and
the camera module, wherein the processor 1s configured to:
control the screens displayed on the display areas by the
display based on whether the wearable electronic device 1s
worn, the direction where the wearable electronic device 1s
placed, whether the first housing portion or the third housing,
portion 1s folded, and a position of the user.

2. The wearable electronic device of claim 1, wherein the
processor 1s further configured to: control the display to
display the screens on the display areas based on a first
direction which 1s an 1nner direction of the wearable elec-
tronic device, when the user 1s wearing the wearable elec-
tronic device, and display the screens on the display areas
based on a second direction which 1s an outer direction of the
wearable electronic device, when the user 1s not wearing the
wearable electronic device.

3. The wearable electronic device of claim 2, wherein the
processor 1s further configured to: control the display to
reverse and display the screens when displaying the screens
on the display areas based on the second direction.

4. The wearable electronic device of claim 2, wherein the
glasses include a first glass and a second glass, and wherein
the processor 1s further configured to: control the display to
display a first screen displayed on the first glass between the
screens based on the first direction, when the position of the
user 1s not 1dentified, and display a second display displayed
on the second glass between the screens based on the second
direction.

5. The wearable electronic device of claim 1, wherein the
processor 1s further configured to: calculate a distance
between the wearable electronic device and the user, change
output areas or brightnesses of the screens based on the
calculated distance; and control the display to display the
screens based on the changed output areas or brightnesses.

6. The wearable electronic device of claim 5, wherein the
processor 1s further configured to: calculate eye box areas of
the screens corresponding to the calculated distance and
view dead areas except for the eye box areas, and control the
display to change the output areas to the eye box areas.

7. The wearable electronic device of claim 5, wherein the
processor 1s further configured to: adjust a size of content
displayed on the screens depending on the calculated dis-
tance.
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8. A method for controlling screens displayed on display
areas by a display of a wearable electronic device, the
method comprising: 1dentitying whether a user 1s wearing
the wearable electronic device using a first sensor; deter-
mining a direction where the wearable electronic device 1s
placed using a second sensor, when the wearable electronic
device 1s not worn; determining whether a first housing
portion or a third housing portion of the wearable electronic
device 1s folded using a third sensor; determining a position
of the user using first cameras and second cameras; and
controlling the screens displayed on the display areas by the
display based on whether the wearable electronic device 1s
worn, the direction where the wearable electronic device 1s
placed, whether the first housing portion or the third housing
portion 1s folded, and the position of the user.

9. The method of claim 8, wherein the controlling of the
screens displayed on the display areas by the display
includes: displaying, by the display, the screens based on a
first direction which 1s an inner direction of the wearable
clectronic device, when the user 1s wearing the wearable
clectronic device; and displaying the screens based on a
second direction which 1s an outer direction of the wearable
clectronic device, when the user 1s not wearing the wearable
clectronic device.

10. The method of claim 9, wherein the determining of the
position of the user includes: calculating a distance between
the wearable electronic device and the user while 1dentifying
the position of the user; and changing output areas or
brightnesses of the screens based on the calculated distance.

11. The method of claim 10, wherein the controlling of the
screens displayed on the display areas by the display
includes: displaying the screens based on the second direc-
tion based on the changed output areas.

12. The method of claim 9, wherein the determining of
whether the first housing portion or the third housing portion
1s folded includes: identifying whether the user 1s located 1n
the second direction of the wearable electronic device, when
the first housing portion and the third housing portion are
unfolded.

13. The method of claim 12, wherein the identifying of
whether the user 1s located 1n the second direction of the
wearable electronic device includes: calculating a distance
between the wearable electronic device and the user, when
the user 1s located 1n the second direction of the wearable
clectronic device; and changing output areas or brightnesses
of the screens based on the calculated distance.

14. The method of claim 13, wherein the identifying of
whether the user 1s located 1n the second direction of the
wearable electronic device includes: displaying the screens
based on the second direction based on the changed output
areas, when the user 1s located in the second direction of the
wearable electronic device; and respectively displaying the

screens based on the first direction and the second direction,
when the user 1s not located in front of the wearable
electronic device.
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