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ANATOMICAL LANDMARK DETECTION
AND IDENTIFICATION FROM DIGITAL
RADIOGRAPHY IMAGES CONTAINING

SEVERE SKELETAL DEFORMATIONS

PRIORITY CLAIM

This U.S. patent application claims priority under 335
U.S.C. § 119 to: India Application No. 202021021473, filed

on May 21, 2020. The entire contents of the aforementioned
application are incorporated herein by reference.

TECHNICAL FIELD

The disclosure herein generally relates to medical 1mag-
ing techniques, and, more particularly, to anatomical land-
mark detection and identification from digital radiography
images containing severe skeletal deformations.

BACKGROUND

Digital Radiography (DR) 1s a method of radiograph
where digital sensors are used instead of traditional photo-
graphic film to output DR 1mages. These DR 1mages can be
stored and digitally processed to enhance the readability. As
a result, the inaccurate dosage 1n incident beam manifests 1n
the form of noise and artifacts (or artefacts and may be
interchangeably used herein) rather than dark or bright
images as 1n the case of films. Higher dose produces high
quality images but at the higher health risks for the patient.
Accurate detection of anatomical landmark 1s a key step in
medical 1image analysis and surgical planning. Anatomical
landmarks are biologically meaningtul locations of an
organism, that have high inter-subject consistency. These
include external landmarks, as well as internal landmarks on
data acquired through modalities such as ultrasound, X-Ray,
Computed tomography (CT), Magnetic resonance imaging
(MRI), etc. Landmark detection on DR 1mages 1s challeng-
ing since the local information around the landmarks may be
very less due to the projection of three-dimensional human
body 1nto a two-dimensional image. Also, presence ol any
artifacts makes 1t even a harder problem. Most common
artifacts observed 1n radiography 1s motion artifacts. During
the data acquisition process motion eflects induced by
respiration, cardiac motion and patient restlessness produce
artifacts that manifest as blurring, doubling and distortion 1n
the reconstructed 1mages which may lead to 1naccurate
diagnosis. Though care 1s taken to minimize such artifacts,
there are certain conditions under which it 1s not possible to
avold motion. In any case, a repeat of the 1imaging process
puts the patient at higher risk.

Another artifact observed 1s the exposure factor due to
technical 1ssues which provides over or underexposed
images. It 1s very diflicult to detect landmarks 1n either of
these cases, even to an expert. Traditionally, anatomical
landmarks are identified manually by an expert during
treatment planning. This process 1s exhaustive, time con-
suming and subjective, leading to observer errors.

Apart from the dificulties 1n detecting landmarks due to
imaging artefacts, another scenario where the detection
becomes very hard i1s in the presence of deformations/
abnormalities 1n the patient. In some extreme cases, the
landmarks might be entirely missing because of underlying
pathological conditions. Most of the existing methods are
designed to detect the landmarks under the assumption of
normal cases. And 1n many cases, they derive the informa-
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tion from standard atlas models for detection. However,
these models cannot be adapted directly for abnormal cases.

SUMMARY

Embodiments of the present disclosure present techno-
logical improvements as solutions to one or more of the
above-mentioned technical problems recognized by the
inventors in conventional systems. For example, in one
aspect, there 1s provided a processor implemented method
for detecting anatomical landmarks 1n abnormal subjects.
The method comprises: obtaining, via one or more hardware
processors, one or more digital radiography (DR) images of
an abnormal subject, wherein the one or more DR images
comprise one or more deformed structures of the abnormal
subject, and wherein the one or more deformed structures
are representative of one or more abnormalities observed 1n
the abnormal subject; filtering, using a first tramned neural
network executed by the one or more hardware processors,
one or more artifacts from the obtained one or more DR
images to obtain a pre-processed DR 1mage comprising the
one or more deformed structures of the abnormal subject;
generating, using a second trained neural network, a heat
map based on the pre-processed DR 1mage, wherein the heat
map comprises one or more locations of corresponding one
or more probable anatomical landmarks identified in the
pre-processed DR 1mage; generating, by a trained classifier
executed by the one or more hardware processors, a first
probability score for each of the one or more patches
indicative of the one or more locations of the corresponding
one or more probable anatomical landmarks; performing a
first comparison of the first probability score of each of the
one or more patches with a pre-defined threshold; and
selecting, based on the first comparison, a subset of probable
anatomical landmarks serving as a set of detected anatomi-
cal landmarks.

In one embodiment, each detected anatomical landmark
from the set of detected anatomical landmarks has the first
probability score higher than the pre-defined threshold.

In an embodiment, when the first probability score of
remaining subset of probable anatomical landmarks from the
one or more probable anatomical landmarks 1s less than the
pre-defined threshold, the method comprises: fine-tuning the
remaining subset of probable anatomical landmarks from the
one or more probable anatomical landmarks, using an ana-
tomical atlas comprised 1n a memory to obtaimn a set of
fine-tuned probable anatomical landmarks; or i1dentifying
the remaining subset of probable anatomical landmarks from
the one or more probable anatomical landmarks as one or
more missing anatomical landmarks.

In an embodiment, the method further comprises gener-
ating, by the trained classifier, a second probability score for
the set of fine-tuned probable anatomical landmarks; per-
forming a second comparison of the second probability
score ol each fine-tuned probable anatomical landmark from
the set of fine-tuned probable anatomical landmarks with the
pre-defined threshold; and selecting, based on the second
comparison, a subset ol probable anatomical landmarks
serving as another set of detected anatomical landmarks.

In an embodiment, the method further comprises 1denti-
tying remaining fine-tuned probable anatomical landmarks
from the set of fine-tuned probable anatomical landmarks as
one or more missing anatomical landmarks, wherein each of
the one or more 1dentified missing anatomical landmarks has
the second probability score less than the pre-defined thresh-

old.
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In an embodiment, the step of filtering one or more
artifacts from the obtained one or more DR 1mages to obtain
a pre-processed DR 1mage comprises: applying, by the first
trained neural network, (1) the domain knowledge and (11)
motion details of the abnormal subject on the obtained one
or more DR 1mages, wherein the motion details during an
exposure are captured through at least one of (1) one or more
sensors attached to the abnormal subject and (11) an external
image capturing device; estimating a noise level in the
obtained one or more DR images; applying one or more
network weights of the first tramned neural network to the
obtained one or more DR 1mages based on the estimated
noise level; and obtaining the pre-processed DR 1mage that
1s (1) free from one or more errors 1n the one or more artifacts
and (1) free from under exposure, (111) free from over
exposure, or (1v) combinations thereof.

In an embodiment, the method further comprises deter-
mimng one or more misaligned anatomical landmarks from
the one or more probable anatomical landmarks; realigning,
by using a three-dimensional (3D) based two-dimensional
(2D) deformable model, the one or more misaligned ana-
tomical landmarks to a desired position by using at least one
of an anatomical atlas and an associated domain knowledge
comprised 1n a memory, to obtain one or more realigned
anatomical landmarks; and identifying the one or more
realigned anatomical landmarks as at least one of a set of
accurate anatomical landmarks and a set of missing ana-
tomical landmarks.

In another aspect, there 1s provided a system for detecting,
anatomical landmarks 1n abnormal subjects. The system
comprises: a memory storing instructions; one or more
communication interfaces; and one or more hardware pro-
cessors coupled to the memory via the one or more com-
munication interfaces, wherein the one or more hardware
processors are configured by the instructions to: obtain one
or more digital radiography (DR) images of an abnormal
subject, wherein the one or more DR 1mages comprise one
or more deformed structures of the abnormal subject, and
wherein the one or more deformed structures are represen-
tative of one or more abnormalities observed 1n the abnor-
mal subject; filter, using a first tramned neural network
executed by the one or more hardware processors, one or
more artifacts from the obtained one or more DR images to
obtain a pre-processed DR 1mage comprising the one or
more deformed structures of the abnormal subject; generate,
using a second trained neural network, a heat map based on
the pre-processed DR 1mage, wherein the heat map com-
prises one or more locations of corresponding one or more
probable anatomical landmarks identified in the pre-pro-
cessed DR 1mage; generate, by a trained classifier executed
by the one or more hardware processors, a first probability
score for each of the one or more patches indicative of the
one or more locations of the corresponding one or more
probable anatomical landmarks; perform a first comparison
of the first probability score of each of the one or more
patches with a pre-defined threshold; and select, based on
the first comparison, a subset of probable anatomical land-
marks serving as a set of detected anatomical landmarks.

In one embodiment, each detected anatomical landmark
from the set of detected anatomical landmarks has the first
probability score higher than the pre-defined threshold.

In an embodiment, when the first probability score of
remaining subset of probable anatomical landmarks from the
one or more probable anatomical landmarks 1s less than the
pre-defined threshold, the one or more hardware processors
are Turther configured to: fine-tune the remaining subset of
probable anatomical landmarks from the one or more prob-
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4

able anatomical landmarks, using an anatomical atlas com-
prised in the memory to obtain a set of fine-tuned probable
anatomical landmarks; or 1dentity the remaining subset of
probable anatomical landmarks from the one or more prob-
able anatomical landmarks as one or more missing anatomi-
cal landmarks.

In an embodiment, the one or more hardware processors
are further configured to generate, via the trained classifier,
a second probability score for the set of fine-tuned probable
anatomical landmarks; perform a second comparison of the
second probability score of each fine-tuned probable ana-
tomical landmark from the set of fine-tuned probable ana-
tomical landmarks with the pre-defined threshold; and
select, based on the second comparison, a subset of probable
anatomical landmarks serving as another set of detected
anatomical landmarks.

In an embodiment, the one or more hardware processors
are further configured to 1dentily remaining fine-tuned prob-
able anatomical landmarks from the set of fine-tuned prob-
able anatomical landmarks as one or more missing anatomi-
cal landmarks, wherein each of the one or more 1dentified
missing anatomical landmarks has the second probability
score less than the pre-defined threshold.

In an embodiment, the one or more artifacts from the
obtained one or more DR 1mages are filtered to obtain the
pre-processed DR 1mage by: applying, by the first traine
neural network, (1) the domain knowledge and (11) motion
details of the abnormal subject on the obtained one or more
DR 1mages, wherein the motion details during an exposure
are captured through at least one of (1) one or more sensors
attached to the abnormal subject and (1) an external image
capturing device; estimating a noise level 1n the obtained
one or more DR images; applying one or more network
weights of the first trained neural network to the obtained
one or more DR 1mages based on the estimated noise level;
and obtaining the pre-processed DR 1mage that 1s (1) free
from one or more errors in the one or more artifacts and (11)
free from under exposure, (111) {ree from over exposure, or
(1v) combinations thereof.

In an embodiment, the one or more hardware processors
are Turther configured to determine one or more misaligned
anatomical landmarks from the one or more probable ana-
tomical landmarks; realign, by using a three-dimensional
(3D) based two-dimensional (2D) deformable model, the
one or more misaligned anatomical landmarks to a desired
position by using at least one of an anatomical atlas and an
associated domain knowledge comprised in the memory, to
obtain one or more realigned anatomical landmarks; and
identily the one or more realigned anatomical landmarks as
at least one of a set of accurate anatomical landmarks and a
set of missing anatomical landmarks.

In yet another embodiment, there 1s provided a computer
program product comprising a non-transitory computer
readable medium having a computer readable program
embodied therein, wherein the computer readable program,
when executed on a computing device, causes the comput-
ing device to detect anatomical landmarks in abnormal
subjects by: obtaining, via one or more hardware processors
of the computing device, one or more digital radiography
(DR) 1images of an abnormal subject, wherein the one or
more DR 1mages comprise one or more deformed structures
of the abnormal subject, and wherein the one or more
deformed structures are representative of one or more abnor-
malities observed in the abnormal subject; filtering, using a
first trained neural network executed by the one or more
hardware processors, one or more artifacts from the obtained
one or more DR 1mages to obtain a pre-processed DR 1mage
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comprising the one or more deformed structures of the
abnormal subject; generating, using a second trained neural
network executed the one or more hardware processors, a
heat map based on the pre-processed DR 1mage, wherein the
heat map comprises one or more locations of corresponding
one or more probable anatomical landmarks 1dentified 1n the
pre-processed DR 1mage; generating, by a trained classifier
executed by the one or more hardware processors, a {irst
probability score for each of the one or more patches
indicative of the one or more locations of the corresponding
one or more probable anatomical landmarks; performing a
first comparison of the first probability score of each of the
one or more patches with a pre-defined threshold; and
selecting, based on the first comparison, a subset of probable
anatomical landmarks serving as a set of detected anatomi-
cal landmarks.

In one embodiment, each detected anatomical landmark
from the set of detected anatomical landmarks has the first
probability score higher than the pre-defined threshold.

In an embodiment, when the first probability score of
remaining subset of probable anatomical landmarks from the
one or more probable anatomical landmarks 1s less than the
pre-defined threshold, the method comprises: fine-tuning the
remaining subset of probable anatomical landmarks from the
one or more probable anatomical landmarks, using an ana-
tomical atlas comprised 1n a memory to obtain a set of
fine-tuned probable anatomical landmarks; or identifying
the remaining subset of probable anatomical landmarks from
the one or more probable anatomical landmarks as one or
more missing anatomical landmarks.

In an embodiment, the computer readable program, when
executed on the computing device, further causes the com-
puting device to generate, by using the trained classifier, a
second probability score for the set of fine-tuned probable
anatomical landmarks; perform a second comparison of the
second probability score of each fine-tuned probable ana-
tomical landmark from the set of fine-tuned probable ana-
tomical landmarks with the pre-defined threshold; and
select, based on the second comparison, a subset of probable
anatomical landmarks serving as another set of detected
anatomical landmarks.

In an embodiment, the computer readable program, when
executed on the computing device, further causes the com-
puting device to identily remaining fine-tuned probable
anatomical landmarks from the set of fine-tuned probable
anatomical landmarks as one or more missing anatomical
landmarks, wherein each of the one or more i1dentified

missing anatomical landmarks has the second probability
score less than the pre-defined threshold.

In an embodiment, the one or more artifacts from the
obtained one or more DR 1 Images are filtered to obtain the
pre-processed DR 1mage comprises: applying, by the first
trained neural network, (1) the domain knowledge and (11)
motion details of the abnormal subject on the obtained one
or more DR images, wherein the motion details during an
exposure are captured through at least one of (1) one or more
sensors attached to the abnormal subject and (11) an external
image capturing device; estimating a noise level n the
obtained one or more DR images; applying one or more
network weights of the first tramned neural network to the
obtained one or more DR 1mages based on the estimated
noise level; and obtaining the pre-processed DR image that
1s (1) free from one or more errors 1n the one or more artifacts
and (1) free from under exposure, (111) free from over
exposure, or (1v) combinations thereof.

In an embodiment, one or more misaligned anatomical
landmarks are determined in the one or more probable
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6

anatomical landmarks wherein the one or more misaligned
anatomical landmarks are realigned from a current position

to a desired position by a three-dimensional (3D) based
two-dimensional (2D) deformable model by using at least
one of an anatomical atlas and an associated domain knowl-
edge comprised in a memory, to obtain one or more
realigned anatomical landmarks. The one or more realigned
anatomical landmarks are identified as at least one of a set
of accurate anatomical landmarks and a set of missing
anatomical landmarks.

It 1s to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory only and are not restrictive of the
invention, as claimed.

BRIEF DESCRIPTION OF THE

DRAWINGS

i

The accompanying drawings, which are incorporated 1n
and constitute a part of this disclosure, 1llustrate exemplary
embodiments and, together with the description, serve to
explain the disclosed principles.

FIG. 1 depicts a system for anatomical landmark detec-
tion and identification from digital radiography images
containing severe skeletal deformations, 1n accordance with
an embodiment of the present disclosure.

FIG. 2 depicts an exemplary flow chart illustrating a
method for anatomical landmark detection and identification
from digital radiography images containing severe skeletal
deformations using the system of FIG. 1, in accordance with
an embodiment of the present disclosure.

FIG. 3 depicts a first filtering technique applied on the one
or more DR 1mages obtained as an mput by the system of
FIG. 1, in accordance with an embodiment of the present
disclosure.

FIG. 4 depicts a second filtering technique applied either
on an output of the first filtering technique or on the one or
more DR 1mages obtained as an input by the system of FIG.
1, 1n accordance with an embodiment of the present disclo-
sure.

FIGS. SA through 5C, illustrate a DR 1mage that depicts
before and after exposure correction, 1n accordance with an
embodiment of the present disclosure.

FIG. 6 A depicts a block diagram 1llustrating a method for
generating synthetic data comprising of 1images with arti-
facts, 1n accordance with an embodiment of the present
disclosure.

FIG. 6B depicts a representation of synthetic data gen-
eration from a computed tomography (CT) volume, 1n
accordance with an example embodiment of the present
disclosure.

FIG. 7A depicts heat map prediction by a trained neural
network of the system of FIG. 1, 1mn accordance with an
embodiment of the present disclosure.

FIG. 7B depicts an exemplary representation of one or
more probable landmarks identified by the trained neural
network from a generated heat map for a given mput DR
image, in accordance with an embodiment of the present
disclosure.

FIG. 8 depicts a representation of a subset of probable
anatomical landmarks serving as a set of detected anatomi-
cal landmarks, 1n accordance with an embodiment of the
present disclosure.

FIG. 9 depicts a block diagram illustrating a method for
accurate anatomical landmarks detection from a pre-pro-
cessed DR 1mage usmg the trained classifier implemented by
the system of FIG. 1, 1n accordance with an embodiment of
the present dlsclosure.
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FIG. 10 depicts a representation of a DR 1mage indicative
of a missing anatomical prediction, in accordance with an

embodiment of the present disclosure.

FIG. 11 A depicts a block diagram 1llustrating a method for
realigning one or more misaligned anatomical landmarks
identified from the one or more probable anatomical land-
marks and 1dentifying the one or more realigned anatomical
landmarks as at least one of a set of accurate anatomical
landmarks and a set of missing anatomical landmarks by the
system of FIG. 1, 1n accordance with an embodiment of the
present disclosure.

FIG. 11B depicts a pictorial representation of the realign-
ment method of FIG. 11 A being performed on an input DR
image having the one or more misaligned anatomical land-
marks 1dentified from the one or more probable anatomical
landmarks to obtain at least one of a set ol accurate ana-
tomical landmarks and a set of missing anatomical land-
marks, 1n accordance with an embodiment of the present
disclosure.

DETAILED DESCRIPTION

Exemplary embodiments are described with reference to
he accompanying drawings. In the figures, the left-most
1g1t(s) of a reference number 1dentifies the figure 1n which
he reference number first appears. Wherever convenient,
he same reference numbers are used throughout the draw-
ings to refer to the same or like parts. While examples and
teatures of disclosed principles are described herein, modi-
fications, adaptations, and other implementations are pos-
sible without departing from the spirit and scope of the
disclosed embodiments. It 1s intended that the following
detailed description be considered as exemplary only, with
the true scope and spirit being indicated by the following
claims.

2-D X-rays are the mainstay of skeletal imaging and
diagnosis and are obtained 1n at least two planes. The
rationale 1s that two or more views enable a clinician to
visualize three dimensionally from a 2-D 1mage to diagnose
as well as plan surgeries. The process of reading a skeletal
radiograph 1nvolves 1dentification of landmarks (also
referred as anatomical landmarks and interchangeably used
herein) and their relationship to each other before looking
for normal and abnormal, these landmarks are a valuable
source of imnformation to the disease condition and diagnosis.
For example, from position and visualization of the lesser
trochanter i1t can be inferred that at what position the limb 1s
lying. Landmarks also form basis of making angular and
linear measurements 1n the diagnostic as well as surgical
planning process.

Identification of such landmarks 1s a first step in surgical
planning and templating for surgery. Templating 1s a process
wherein a pre-existing implant 1s superimposed on the
radiograph to determine best fit and size and for this to be
done, certain landmarks need to be 1dentified as guiding the
template position to most closely replicate the native bone.
For example, 1n the acetabulum, teardrop marks an inferior-
most extent of the acetabulum and the place where the lower
edge of the implanted component must lie. The teardrop
becomes the guide to the depth of placing the component
also.

In scoliosis, the spine not only tilts laterally but also rotate
along a vertical axis and some anteroposterior deformity
may also exist (kyphoscoliosis). This makes identitying the
exact anatomy very diflicult on AP and lateral x-rays as well
as on 1mproperly executed Computed Tomography (CT)
scans. The surgeon required to put pedicle screws at desig-
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nated levels in many of these vertebrae must de-rotate and
correct the deformity. Identifying the landmarks in such
deformed conditions would help 1n pre-operatively under-
standing and planning screw trajectory, thus taking off much
of the eflort needed 1n surgery as well as enhancing safety
and accuracy. Radiographs can appear 1n different distorting
landmarks when the limb 1s deformed, for example, a fixed
flexion deformity of the hip or degenerative scoliosis of the
lumbar spine. These can also be obscured in arthritis and
destructive pathology as well as in congenital and develop-
mental conditions where they can be absent altogether. It 1s
therefore of utmost important that accurate anatomical land-
marks are detected to help with diagnostics and as well as
surgical planning process. Examples of Scoliosis and
Cephalometric discussed by the present disclosure as use
cases are way of one or more 1nstances of how the method
and system of the present disclosure can be used/imple-
mented 1n medical imaging and analysis for understanding a
deformed skeletal image and planning a surgical procedure,
and such examples shall not be construed as limiting the
scope of present disclosure. In other words, other instances
such as detecting a vertebral fracture and other bone frac-
tures, planning hip and knee replacements and trauma sur-
gery can also be realized 1n practice by system and method
of the present disclosure described herein. Therein both
diagnostic and therapeutic implications exist.

Referring now to the drawings, and more particularly to
FIGS. 1 through 11B, where similar reference characters
denote corresponding features consistently throughout the
figures, there are shown preferred embodiments and these
embodiments are described 1n the context of the following
exemplary system and/or method.

FIG. 1 depicts a system 100 for anatomical landmark
detection and 1dentification from digital radiography images
containing severe skeletal deformations, 1n accordance with
an embodiment of the present disclosure. In an embodiment,
the system 100 includes one or more hardware processors
104, communication 1nterface device(s) or input/output
(I/0) interface(s) 106 (also referred as interface(s)), and one
or more data storage devices or memory 102 operatively
coupled to the one or more hardware processors 104. The
one or more processors 104 may be one or more software
processing components and/or hardware processors. In an
embodiment, the hardware processors can be implemented
as One Or more miCroprocessors, microcomputers, micro-
controllers, digital signal processors, central processing
units, state machines, logic circuitries, and/or any devices
that manipulate signals based on operational instructions.
Among other capabilities, the processor(s) 1s/are configured
to fetch and execute computer-readable instructions stored
in the memory. In an embodiment, the system 100 can be
implemented 1 a variety of computing systems, such as
laptop computers, notebooks, hand-held devices, worksta-
tions, mainirame computers, servers, a network cloud and
the like.

The I/O mterface device(s) 106 can include a variety of
soltware and hardware iterfaces, for example, a web inter-
face, a graphical user interface, and the like and can facilitate
multiple communications within a wide variety of networks
N/W and protocol types, including wired networks, for
example, LAN, cable, etc., and wireless networks, such as
WLAN, cellular, or satellite. In an embodiment, the 1/O
interface device(s) can include one or more ports for con-
necting a number of devices to one another or to another
Server.

The memory 102 may include any computer-readable
medium known in the art including, for example, volatile
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memory, such as static random access memory (SRAM) and
dynamic random access memory (DRAM), and/or non-
volatile memory, such as read only memory (ROM), eras-
able programmable ROM, tlash memories, hard disks, opti-
cal disks, and magnetic tapes. In an embodiment, a database
108 1s comprised in the memory 102, wherein the database
108 comprises digital radiography (DR ) 1images of abnormal
subject(s), the DR 1mages containing severe skeletal defor-
mations.

The information stored in the database 108 may further
comprise details on pre-processed DR 1mages, for example,
details include information on filtering motion artifacts from
the DR 1mages, or {iltering noise present in the DR 1mages
and the like. The database 108 further comprises a pre-
generated deformable model that 1s trained on a set of DR
images to output simulated DR 1mage(s) for each condition
(e.g., severe deformation condition) associated with abnor-
mal subject(s). Furthermore, the database 108 comprises
information pertaining to candidate anatomical landmark(s)
(also referred as probable anatomical landmark(s) and may
be interchangeably used herein), wherein the candidate
anatomical landmark(s) (CALs) are fed to a trained classifier
that classifies the candidate anatomical landmark(s) (CALs)
as one ol an accurate anatomical landmark(s) AAL or a
missing anatomical landmark(s) (MAL). A score 1s associ-
ated with each of the candidate anatomical landmark,
wherein the score 1s stored 1n the database 102 for further
processing and analysis. The memory 102 further stores a
pre-defined threshold, wherein the pre-defined threshold 1s
used for comparison with the score of the candidate ana-
tomical landmark(s) (CALs) for classification thereof.

In an embodiment, one or more artificial intelligence
techniques, one or more classifiers, one or more machine
learning models, one or more neural network(s) and the like,
as known 1n the art are comprised in the memory 102 and
invoked as per the requirement to perform the methodolo-
gies described herein. In an embodiment, prior to invoking
one ol more of the one or more artificial intelligence
techniques, the one or more classifiers, the one or more
machine learning models, the one or more neural network(s)
these the one or more artificial intelligence techniques, the
one or more classifiers, the one or more machine learning
models, the one or more neural network(s) are trained using
training dataset (e.g., volume of DR images such as com-
puted topography 1images, pre-processed DR 1mages,
deformable models, candidate anatomical landmarks, accu-
rate anatomical landmarks, missing anatomical landmarks,
realigned anatomical landmarks, and the like). The memory
102 further comprises (or may further comprise) information
pertaining to input(s)/output(s) of each step performed by
the systems and methods of the present disclosure. In other
words, mput(s) fed at each step and output(s) generated at
cach step are comprised in the memory 102 and can be
utilized 1n further processing and analysis.

FIG. 2, with reference to FIG. 1, depicts an exemplary
flow chart 1llustrating a method for anatomical landmark
detection and identification from digital radiography 1images
containing severe skeletal deformations using the system
100 of FIG. 1, in accordance with an embodiment of the
present disclosure. In an embodiment, the system(s) 100
comprises one or more data storage devices or the memory
102 operatively coupled to the one or more hardware
processors 104 and 1s configured to store instructions for
execution of steps of the method by the one or more
processors 104. The steps of the method of the present
disclosure will now be explained with reference to compo-
nents of the system 100 of FIG. 1, the flow diagram as
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depicted mm FIG. 2 and diagrams of FIGS. 3-11B. In an
embodiment, at step 202 of the present disclosure, the one or
more hardware processors 104 obtain one or more digital
radiography (DR) 1mages of an abnormal subject. Each of
the one or more DR 1mages comprises one or more deformed
structures (or deformations) of the abnormal subject wherein
the one or more deformed structures are representative of
one or more abnormalities observed 1n the abnormal subject.
At step 204 of the present disclosure, the one or more
hardware processors 104 filter, using a first trained neural
network executed by the one or more hardware processors,
one or more artifacts from the obtained one or more DR
images to obtain a pre-processed DR 1mage comprising the
one or more deformed structures of the abnormal subject. In
an embodiment, the expression ‘pre-processed DR 1mage’
may also be referred as ‘enhanced DR 1mage’ and may be
interchangeably used herein.

In an embodiment, the pre-processed DR image 1s
obtained by applying a 2-stage filtering technique. For
instance, the first stage filtering technique comprises apply-
ing, by the first tramned neural network, (1) the domain
knowledge and (1) motion details of the abnormal subject on
the one or more DR 1mages to obtain the pre-processed DR
image. In an embodiment, the motion details during an
exposure are captured through at least one of (1) one or more
sensors attached to the abnormal subject and (11) an external
image capturing device such as a camera or a video recorder.
FIG. 3, with reference to FIGS. 1-2, depicts a first filtering
technique applied on the one or more DR 1mages obtained
as an mput by the system 100 of FIG. 1, 1n accordance with
an embodiment of the present disclosure. Motion artifacts
observed while imaging different body parts may be difler-
ent. Also, the artifacts observed depend on one or more
angles 1 which the body part 1s being imaged. Another
common cause of motion artefact 1s respiratory gating which
can be divided into several phases. For robustness, the
neural network of the system 100 as depicted in FIG. 3 1s
trained to handle different motions encountered. The motion
details during the exposure are captured through either
sensor attached to the abnormal subject/patient or through
external cameras. During testing, appropriate network
weights are chosen to obtain final 1image (e.g., pre-processed
DR 1mage).

The second stage filtering technique comprises estimating
a noise level i the obtained one or more DR 1mages and
applying one or more network weights of the first trained
neural network to the obtained one or more DR images
based on the estimated noise level to obtain the pre-pro-
cessed DR 1mage. FI1G. 4, with reference to FIGS. 1 through
3, depicts a second filtering technique applied either on an
output of the first filtering technique or on the one or more
DR 1mages obtained as an mput by the system 100 of FIG.
1, 1n accordance with an embodiment of the present disclo-
sure. For instance, 1f there 1s no requirement for motion
artifacts removal then such filtering technique (e.g., the first
filtering technique) may not be performed. Therefore, the
obtained DR 1mages can be directly fed to the system 100 for
applying the second filtering technique to obtain the pre-
processed DR 1mage (also referred as ‘denoised DR image’
and may be interchangeably used herein). The underex-
posed/overexposed DR 1mage may be corrupted by noise.
Noise 1s generally characterized as Poisson. However, char-
acterizing the noise exactly is diflicult. In such a scenario 1t
1s best to use a neural network (e.g., a trained neural network
such as a convolutional neural network (CNN), i one
example embodiment) since 1t can learn the noise model
from the data (DR 1mages) 1tself. Since 1t 1s diflicult to model
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the noise 1n this case, the trained neural network of FIG. 4
1s implemented by the system 100 to de-noise the images.
For robustness, the present disclosure implemented training
for different CNNSs to handle different noise levels. The first
filtering technique and the second filtering techmque may be
applied by the system 100 based on the requirement and
nature of the obtained DR 1mages as mput, so as to ensure
that post correction of the motion artifacts and exposures, 1
any, the pre-processed DR 1mage that 1s outputted 1s (1) free
from one or more errors in the one or more artifacts and (11)
free from under exposure, (111) {free from over exposure, or

(1v) combinations thereof.

FIGS. 5A through 5C, illustrate a DR 1mage that depicts
before and after exposure correction, 1n accordance with an
embodiment of the present disclosure. Images for processing
exposure correction are obtained from a publicly available
dataset. (e.g., refer to http://spineweb.digitalimaging-
group.ca/spineweb/index.php?’n=Main.Datasets and more
specifically to “Dataset 16: 609 spinal anterior-posterior
x-ray 1mages’). Though there are no figures depicting
removing of motion artefacts, 1t 1s to be understood by a
person having ordinary skill in the art or person skilled 1n the
art that outputs can be representatively provided but are
refrained herein for the sake of brevity.

At step 206 of the present disclosure, the one or more
hardware processors 104 generate, using a second trained
neural network executed the one or more hardware proces-
sors, a heat map based on the pre-processed DR image,
wherein the heat map comprises one or more locations of
corresponding one or more probable anatomical landmarks
from the pre-processed DR image. The second trained neural
network undergoes training via a large volume of DR 1mages
from which synthetic data can be generated. This synthetic
data comprises of DR 1mages and associated artefacts com-
prised 1 the DR images. As 1t can be realized that it 1s
difficult to get a lot of data with artifacts for training a
machine learning model such as a deep learming (DL)
model/a neural network model. As a result, present disclo-
sure has utilized large volume of CT volume data and
artifacts were added to this to simulate the needed x-ray
images with motion artifacts and exposure for training
purposes. FIG. 6 A, with reference to FIGS. 1 through 5C,
depicts a block diagram illustrating a method for generating
synthetic data comprising of images with artifacts, 1n accor-
dance with an embodiment of the present disclosure. More
specifically, the system 100 utilizes domain knowledge to
generate motion artefacts which goes as an input along with
CT mmages wheremn CT 1mage to (2D) x-ray projection 1s
performed and multiple frames corresponding to defined
motion(s) are generated. The multiple frames are then used
for generating the synthetic data comprising of 1mages with
artifacts. More specifically, in the present disclosure, aver-
age ol the multiple frames was taken for generating the
synthetic data comprising of 1mages with artifacts. It 1s to be
understood by a person having ordinary skill in the art or
person skilled 1n the art that any other operation may be
carried on the multiple frames corresponding to defined
motion(s) to generate the synthetic data. FIG. 6B, with
reference to FIGS. 1 through 6 A, depicts a representation of
synthetic data generation from a CT volume, 1n accordance
with an example embodiment of the present disclosure.

Once the synthetic data 1s generated, the system 100 uses
this data comprising x-ray (DR) images with artefacts for
training neural network(s). More specifically, the x-ray
images with artefacts serve as a training dataset, 1n one
example embodiment.
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The one or more patches/one or more locations of the
probable anatomical landmarks are depicted in a heat map
generated as an output by the trained neural network. FIG.
7A, with reference to FIGS. 1 through 6B, depicts heat map
prediction by the second trained neural network of the
system 100 of FIG. 1, 1n accordance with an embodiment of
the present disclosure. FIG. 7B, with reference to FIGS. 1
through 7A, depicts an exemplary representation of one or
more probable landmarks identified by the second trained
neural network from a generated heat map for a given input
DR 1mage, 1n accordance with an embodiment of the present
disclosure. Images processed as inputs are depicted 1n FIGS.
6 A through 7B by the system 100 to generate various outputs
are obtained from publicly available datasets (e.g., refer
https://www .kaggle.com/j1ahonggian/cephalometric-land-
marks).

Upon obtaining the one or more probable anatomical
landmarks, at step 208 of the present disclosure, the one or
more hardware processors 105 generate, by using a trained
classifier, a first probability score for each of the one or more
locations of the corresponding one or more probable ana-
tomical landmarks. In other words, the heat map includes the
one or more probable anatomical landmarks, wherein the
trained classifier assigns a score for each of the one or more
probable anatomical landmarks. Example of the trained
classifier may conclude but not limited to random forest
classifier, support vector machine and the like. At step 210
of the present disclosure, the one or more hardware proces-
sors 104 perform a first comparison of the first probability
score ol each of the one or more patches with a pre-defined
threshold. The threshold may also be empirically determined
depending upon (1) the one or more probable anatomical
landmarks 1dentified and/or (1) obtained DR images as
input, 1n one example embodiment. The threshold may also
be empirically determined based on the level of training of
the system 100 (e.g., including the training of neural net-
works comprised in the system 100), in another example
embodiment. At step 212 of the present disclosure, based on
the first comparison, the one or more hardware processors
104 select a subset of probable anatomical landmarks serv-
ing as a set of detected anatomical landmarks. In other
words, at least a subset of probable anatomical landmarks
from the one or more probable anatomical landmarks are
identified as accurate anatomical landmarks from the pre-
processed DR i1mage. FIG. 8, with reference to FIGS. 1
through 7B, depicts a representation of the subset of prob-
able anatomical landmarks serving as the set of detected
anatomical landmarks, 1n accordance with an embodiment
of the present disclosure. More specifically, black/grey dot
are the anatomical landmarks detected by the system 100
using the trained classifier, 1n one example embodiment. The
white dot depicting a set of anatomical landmarks are
landmarks annotated by a subject matter expert (e.g., a
medical professional).

FIG. 9, with reference to FIGS. 1 through 8, depicts a
block diagram 1illustrating a method for accurate anatomical
landmarks detection from the pre-processed DR 1image using
the trained classifier implemented by the system 100 of FIG.
1, 1n accordance with an embodiment of the present disclo-
sure. In an embodiment, each detected anatomical landmark
from the set of detected anatomical landmarks has the first
probability score higher than the pre-defined threshold. The
identification of probable anatomical landmarks as one of
the accurate anatomical landmark or the missing anatomical
landmark 1s/may be an 1iterative process.

The remaining probable anatomical landmarks having
score less than the pre-defined threshold are fine-tuned and
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these remaining fine-tune landmarks from the set of fine-
tuned probable anatomical landmarks further go for another
iteration of classification For instance, the trained classifier
generates a second probability score for the set of fine-tuned
probable anatomical landmarks and a second comparison 1s
performed between the second probability score of each
fine-tuned probable anatomical landmark from the set of
fine-tuned probable anatomical landmarks with the pre-
defined threshold. Based on the second comparison, a subset
of probable anatomical landmarks serving as another set of
detected anatomical landmarks are identified or these are
classified as missing anatomical landmarks. In other words,
the remaining fine-tuned probable anatomical landmarks
after which a score 1s assigned i determined that the score
1s st1ll less than the pre-defined threshold, then these remain-
ing fine-tuned probable anatomical landmarks from the set
of fine-tuned probable anatomical landmarks can be 1dent-
fied as the missing anatomical landmarks.

The above iterative process of anatomical landmarks
detection using the trained classifier can be better under-
stood by way of following example: For instance, say, there
are 10 probable anatomical landmarks for which a score 1s
generated by the trained classifier (e.g., the classifier i1s
comprised in the memory 102 of the system 100). Each of
the score of the 10 probable anatomical landmarks are
compared with the pre-defined threshold. Let the pre-defined
threshold be 0.9. Based on the comparison, say first 6
probable anatomical landmarks are 1dentified as the accurate
anatomical landmarks as their score 1s higher than the
pre-defined threshold. The remaining 4 probable anatomical
landmarks may not be selected since their score may be less
than the pre-defined threshold. Therefore, the remaining 4
probable anatomical landmarks may be further fine-tuned
(refining the position of these landmarks using the anatomi-
cal atlas comprised in the memory 102 to obtain a set of
fine-tuned probable anatomical landmarks, in one example
embodiment. The remaining 4 probable anatomical land-
marks may not be fine-tuned and be further classified as
missing anatomical landmarks, in another example embodi-
ment. In case the remaiming 4 probable anatomical land-
marks are fine-tuned, the fine-tuned probable anatomical
landmarks are once again fed to the trained classifier and a
score 1s generated for each of the fine-tuned probable
anatomical landmarks. This score 1s once again compared
with the pre-defined threshold and based on the comparison,
the remaining 4 probable anatomical landmarks or at least a
subset of the remaining 4 probable anatomical landmarks
may be 1dentified as one of accurate anatomical landmark or
a missing anatomical landmark. FIG. 10, with reference to
FIGS. 1 through 9, depicts a representation of a DR image
indicative of a missing anatomical prediction, 1n accordance
with an embodiment of the present disclosure.

If there are any anatomical landmarks from the one or
more probable anatomical landmarks that are misaligned or
remain undiscovered 1n step 206, then these misaligned are
corrected by a generated deformable model by utilizing the
(1) an anatomical atlas comprised in the memory 102, and
(1) an associated domain knowledge comprised in the
memory 102 to obtain one or more accurate anatomical
landmarks. In other words, the system 100 determines if any
of the one or more probable anatomical landmarks 1dentified
in step 206 are misaligned. Based on the determination, the
system 100 realigns the misaligned anatomical landmarks to
a desired position. To perform realigning of the misaligned
landmarks, a three-dimensional (3D) deformable model may
be generated using 3D CT voxel data wherein one or more
deformations are applied, and the generated 3D deformable
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model 1s then converted to a 2D image (also referred as
three-dimensional (3D) based two-dimensional (2D)
deformable model or 3D based 3D image). The 3D based 2D
deformable model may also be referred as ‘3D deformable
model projected onto 2D image’ and may be interchange-
ably used herein, 1n one example embodiment of the present
disclosure. The 3D based 2D deformable model/3D based
3D 1mage 1s compared with the input DR 1mage to determine
similarities and/or to check 1f these are identical. Based on
the comparison of the 3D based 2D deformable model with
the input DR 1mage, one or more atlas deformed landmarks
may be obtained as output. The one or more atlas deformed
anatomical landmarks are compared with the one or more
probable anatomical landmarks of step 206 by utilizing the
domain knowledge to determine if any of the probable
anatomical landmarks are misaligned. The misaligned ana-
tomical landmarks may be realigned from a current position
to a desired position. In an embodiment, there could be
scenarios where post refinement/realignment, the position of
misaligned anatomical landmarks (now realigned) may not
change, and such landmarks may be classified as a missing
landmark. For instance, there are 10 probable anatomical
landmarks of which 6 were declared as accurate anatomical
landmarks 1n step 212. The remainming 4 probable anatomical
landmarks were processed for realignment. The output of
realignment can either result in zero number of accurate
anatomical landmarks where all the 4 can be 1dentified as
missing anatomical landmark, 1n one example embodiment.
Alternatively, ‘X’ number of the remaiming 4 probable ana-
tomical landmark post realignment can be identified as an
accurate anatomical landmark(s), wherein ‘X’ may take a
value between 1 and 4, 1n another example embodiment.

FIG. 11A, with reference to FIG. 10, depicts a block
diagram 1illustrating a method for realigning one or more
misaligned anatomical landmarks 1dentified from the one or
more probable anatomical landmarks and 1dentifying the one
or more realigned anatomical landmarks as at least one of a
set of accurate anatomical landmarks and a set of missing
anatomical landmarks by the system 100 of FIG. 1, 1n
accordance with an embodiment of the present disclosure.
More specifically, FIG. 11A depicts a block diagram 1llus-
trating a method for determining one or more misaligned
anatomical landmarks 1n the one or more probable anatomi-
cal landmarks and realigning the determined one or more
misaligned anatomical landmarks to a desired position, in
accordance with an embodiment of the present disclosure.
The one or more misaligned anatomical landmarks are
realigned to a desired position by the pre-generated deform-
able model by utilizing at least one of an anatomical atlas
and an associated domain knowledge comprised in the
memory 102.

FIG. 11B depicts a pictorial representation of the realign-
ment method of FIG. 11 being performed on an mput DR
image having the one or more misaligned anatomical land-
marks 1dentified from the one or more probable anatomical
landmarks to obtain at least one of a set of accurate ana-
tomical landmarks and a set of missing anatomical land-
marks, 1n accordance with an embodiment of the present
disclosure.

It 1s to be understood by a person having ordinary skill 1n
the art or person skilled in the art that though the present
disclosure describes a system and method for anatomical
landmark detection and 1dentification from digital radiogra-
phy 1mages containing severe skeletal deformations, there
could be scenarios where the system 100 may receive an
input x-ray 1mage of a normal subject wherein no skeletal
deformations are observed. In such scenarios, the generated
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probable anatomical landmarks are registered and compared
with atlas image landmarks and domain knowledge for error
prediction and correction as applicable.

Embodiments of the present disclosure provide systems
and methods for detecting anatomical landmarks in chal-
lenging situations where there are artifacts. Detecting land-
mark accurately in a clear image by 1tsell 1s very compli-
cated and with the presence of anomalies such as motion
artifacts, exposure variations 1t becomes even more diflicult

and challenging. Method of the present disclosure enables
identification of accurate anatomical landmarks that increase
the accuracy of automatic detection and reduces the patient
of being further exposed by eliminating these artifacts from
the 1mages. The system of the present disclosure enables
detection of meaningful information rather than subject the
patient to another scan. The present disclosure can also be
implemented in certain disorders such as Parkinson’s and
anxiety disorders which makes 1t diflicult to keep the patient
steady. Other applications where the present disclosure and
its systems and methods can be implemented include, but are
not limited to, automated digital templating to identily right
implant s1zes 1n knee and hip surgeries, pre-surgery planning
to ensure key anatomical areas are not touched during
surgery and eliminates the need by expert to manually
identily landmarks from 1mages as the process 1s automated
with elimination of inter observer variations and errors. It 1s
to be understood by person having ordinary skill in the art
and/or person skilled 1n the art that examples of Cephalo-
metric (skull related figures) and Scoliosis (spine related
figures) shall not be construed as limiting the scope of the
present disclosure and the systems and methods of the
present disclosure can be implemented for detection of
accurate anatomical landmarks from any body parts of
subjects/human beings. Likewise, the realignment of mis-
aligned anatomical landmarks can be performed basis 1den-
tification of misaligned anatomical landmarks from the
probable anatomical landmarks.

The wrtten description describes the subject matter
herein to enable any person skilled 1n the art to make and use
the embodiments. The scope of the subject matter embodi-
ments 1s defined by the claims and may include other
modifications that occur to those skilled in the art. Such
other modifications are intended to be within the scope of the
claims 1 they have similar elements that do not difler from
the literal language of the claims or i1 they include equiva-
lent elements with insubstantial differences from the literal
language of the claims.

It 1s to be understood that the scope of the protection 1s
extended to such a program and in addition to a computer-
readable means having a message therein; such computer-
readable storage means contain program-code means for
implementation of one or more steps of the method, when
the program runs on a server or mobile device or any
suitable programmable device. The hardware device can be
any kind of device which can be programmed including e.g.
any kind of computer like a server or a personal computer,
or the like, or any combination thereof. The device may also
include means which could be e¢.g. hardware means like e.g.
an application-specific integrated circuit (ASIC), a field-
programmable gate array (FPGA), or a combination of
hardware and soitware means, ¢.g. an ASIC and an FPGA,
or at least one microprocessor and at least one memory with
soltware processing components located therein. Thus, the
means can include both hardware means and software
means. The method embodiments described herein could be
implemented 1n hardware and software. The device may also
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include software means. Alternatively, the embodiments
may be implemented on different hardware devices, e.g.
using a plurality of CPUs.

The embodiments herein can comprise hardware and
soltware elements. The embodiments that are implemented
in software include but are not limited to, firmware, resident
soltware, microcode, etc. The functions performed by vari-
ous components described herein may be implemented 1n
other components or combinations of other components. For
the purposes of this description, a computer-usable or com-
puter readable medium can be any apparatus that can
comprise, store, communicate, propagate, or transport the
program for use by or in connection with the instruction
execution system, apparatus, or device.

The 1llustrated steps are set out to explain the exemplary
embodiments shown, and 1t should be anticipated that ongo-
ing technological development will change the manner 1n
which particular functions are performed. These examples
are presented herein for purposes of illustration, and not
limitation. Further, the boundaries of the functional building
blocks have been arbitrarily defined herein for the conve-
nience of the description. Alternative boundaries can be
defined so long as the specified functions and relationships
thereol are appropriately performed. Alternatives (including,
equivalents, extensions, variations, deviations, etc., of those
described herein) will be apparent to persons skilled 1n the
relevant art(s) based on the teachings contained herein. Such
alternatives fall within the scope of the disclosed embodi-
ments. Also, the words “comprising,” “having,” “contain-
ing,” and “including,” and other similar forms are intended
to be equivalent 1n meaning and be open ended 1n that an
item or 1tems following any one of these words 1s not meant
to be an exhaustive listing of such item or items, or meant
to be limited to only the listed item or items. It must also be
noted that as used heremn and in the appended claims, the
singular forms ““a,” “an,” and “the” include plural references
unless the context clearly dictates otherwise.

Furthermore, one or more computer-readable storage
media may be utilized 1n implementing embodiments con-
sistent with the present disclosure. A computer-readable
storage medium refers to any type of physical memory on
which information or data readable by a processor may be
stored. Thus, a computer-readable storage medium may
store mstructions for execution by one or more processors,
including instructions for causing the processor(s) to per-
form steps or stages consistent with the embodiments
described heremn. The term “computer-readable medium™
should be understood to include tangible items and exclude
carrier waves and transient signals, 1.e., be non-transitory.
Examples include random access memory (RAM), read-
only memory (ROM), volatile memory, nonvolatile
memory, hard drives, CD ROMs, DVDs, flash drives, disks,
and any other known physical storage media.

It 1s mtended that the disclosure and examples be con-
sidered as exemplary only, with a true scope and spirit of
disclosed embodiments being indicated by the following
claims.

What 1s claimed 1s:

1. A processor implemented method for detecting ana-
tomical landmarks in abnormal subjects, the processor
implemented method comprising:

obtaining, via one or more hardware processors, one or

more digital radiography (DR) 1mages of an abnormal
subject, wherein the one or more DR 1mages comprise
one or more deformed structures of the abnormal
subject, and wherein the one or more deformed struc-
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tures are representative of one or more abnormalities
observed in the abnormal subject;
filtering, using a {irst trained neural network executed by
the one or more hardware processors, one or more
artifacts from the obtained one or more DR 1mages to
obtain a pre-processed DR 1mage comprising the one or
more deformed structures of the abnormal subject;
generating, using a second trained neural network
executed by the one or more hardware processors, a
heat map based on the pre-processed DR i1mage,
wherein the heat map comprises one or more locations
of corresponding one or more probable anatomical
landmarks in the pre-processed DR 1mage;
generating, by a trained classifier executed by the one or
more hardware processors, a first probability score for
cach of the one or more locations of the corresponding
one or more probable anatomical landmarks in the
pre-processed DR 1mage;
performing, via the one or more hardware processors, a
first comparison of the first probability score for each of
the one or more locations of the corresponding one or
more probable anatomical landmarks in the pre-pro-
cessed DR 1mage with a pre-defined threshold; and
selecting, via the one or more hardware processors, based
on the first comparison, a subset of the corresponding
one or more probable anatomical landmarks in the
pre-processed DR 1mage serving as a set of detected
anatomical landmarks.
2. The processor implemented method as claimed 1n claim
1, wherein each detected anatomical landmark from the set
of detected anatomical landmarks has the first probability
score higher than the pre-defined threshold.
3. The processor implemented method as claimed 1n claim
1, wherein for a remaining subset of probable anatomical
landmarks from the one or more probable anatomical land-
marks having the first probability score less than the pre-
defined threshold, the processor implemented method fur-
ther comprises:
fine-tuning the remaining subset of probable anatomical
landmarks from the one or more probable anatomical,
landmarks by using an anatomical atlas stored in a
memory to obtain a set of fine-tuned probable anatomi-
cal landmarks; or
identifying the remaining subset of probable anatomical
landmarks from the one or more probable anatomical
landmarks as one or more missing anatomical land-
marks.
4. The processor implemented method as claimed 1n claim
3, further comprising:
generating, by the trained classifier, a second probability
score for the set of fine-tuned probable anatomical
landmarks;
performing a second comparison of the second probability
score of each fine-tuned probable anatomical landmark
from the set of fine-tuned probable anatomical land-
marks with the pre-defined threshold; and
selecting, based on the second comparison, a subset of
probable anatomical landmarks serving as another set
of detected anatomical landmarks.
5. The processor implemented method as claimed 1n claim
4, further comprising: i1dentilying remaimng {ine-tuned
probable anatomical landmarks from the set of fine-tuned
probable anatomical landmarks as one or more missing
anatomical landmarks, wherein each of the one or more
identified missing anatomical landmarks has the second
probability score less than the pre-defined threshold.
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6. The processor implemented method as claimed 1n claim
1, wherein the step of filtering, using a first trained neural
network, one or more artifacts from the obtained one or
more DR i1mages to obtain a pre-processed DR 1mage
COmMprises:

(a) applying, by the first trained neural network, (1)
domain knowledge and (11) motion details of the abnor-
mal subject on the one or more DR 1mages to obtain the
pre-processed DR 1mage, wherein the motion details of
the abnormal subject during an exposure are captured
through at least one of (1) one or more sensors attached
to the abnormal subject and (1) an external image
capturing device; and

(b) estimating a noise level 1n the obtained one or more
DR 1mages, and applying one or more network weights
of the first trained neural network to the obtained one
or more DR 1mages based on the estimated noise level
to obtain the pre-processed DR 1mage.

7. The processor implemented method as claimed in claim

1, turther comprising:

determining one or more misaligned anatomical land-
marks from the one or more probable anatomical
landmarks;

realigning, by using a three-dimensional (3D) based two-
dimensional (2D) deformable model, the one or more
misaligned anatomical landmarks to a desired position
by using at least one of an anatomical atlas and an
associated domain knowledge stored 1n a memory, to
obtain one or more realigned anatomical landmarks;
and

identifying the one or more realigned anatomical land-
marks as a set of accurate anatomical landmarks or a set
of missing anatomical landmarks.

8. A system for detecting anatomical landmarks 1n abnor-

mal subjects, the system comprising:
a memory storing instructions;
one or more communication interfaces; and
one or more hardware processors coupled to the
memory via the one or more communication inter-
taces, wherein the one or more hardware processors
are configured by the instructions to:

obtain one or more digital radiography (DR ) images of
an abnormal subject, wherein the one or more DR
images comprise one or more deformed structures of
the abnormal subject, and wherein the one or more
deformed structures are representative ol one or
more abnormalities observed in the abnormal sub-
ject;

filter, using a first trained neural network executed by
the one or more hardware processors, one or more
artifacts from the obtained one or more DR 1mages
to obtain a pre-processed DR 1mage comprising the
one or more deformed structures of the abnormal
subject;

generate, using a second trained neural network
executed by the one or more hardware processors, a
heat map based on the pre-processed DR image,
wherein the heat map comprises one or more loca-
tions of corresponding one or more probable ana-
tomical landmarks in the pre-processed DR 1mage;

generate, by a trained classifier executed by the one or
more hardware processors, a first probability score
for each of the one or more locations of the corre-
sponding one or more probable anatomical land-
marks 1n the pre-processed DR 1mage;

perform a first comparison of the first probability score
for each of the one or more locations of the corre-
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sponding one or more probable anatomical land-
marks in the pre-processed DR 1mage with a pre-

defined threshold; and

select, based on the first comparison, a subset of the
corresponding one or more probable anatomical
landmarks in the pre-processed DR 1mage serving as

a set of detected anatomical landmarks.
9. The system as claimed in claim 8, wherein each
detected anatomical landmark from the set of detected

anatomical landmarks has the first probability score higher
than the pre-defined threshold.

10. The system as claimed in claim 8, wherein for a
remaining subset of probable anatomical landmarks from the
one or more probable anatomical landmarks having the first
probability score less than the pre-defined threshold, the one
or more hardware processors are further configured to:

fine-tune the remaining subset of probable anatomical

landmarks from the one or more probable anatomical
landmarks by using an anatomical atlas stored in the
memory to obtain a set of fine-tuned probable anatomi-
cal landmarks; or

identily the remaining subset of probable anatomical

landmarks from the one or more probable anatomical

landmarks as one or more missing anatomical land-
marks.

11. The system as claimed 1n claim 10, wherein the one or
more hardware processors are further configured to:

generate, by using the trained classifier, a second prob-

ability score for the set of fine-tuned probable anatomi-
cal landmarks;

perform a second comparison of the second probability

score of each fine-tuned probable anatomical landmark

from the set of fine-tuned probable anatomical land-
marks with the pre-defined threshold; and

select, based on the second comparison, a subset of

probable anatomical landmarks serving as another set

of detected anatomical landmarks.

12. The system as claimed in claim 11, wherein the one or
more hardware processors are further configured to: identify
remaining f{ine-tuned probable anatomical landmarks from
the set of fine-tuned probable anatomical landmarks as one
or more missing anatomical landmarks, wherein each of the
one or more 1dentified missing anatomical landmarks has the
second probability score less than the pre-defined threshold.

13. The system as claimed in claim 8, further comprising:

at least one of:

(1) one or more sensors attached to the abnormal
subject, and

(11) an external 1mage capturing device for capturing
motion details of the one or more abnormal subjects,
and wherein the one or more sensors or the external
image capturing device captures the motion details
of the abnormal subject during an exposure, and

wherein the one or more artifacts from the obtained one

or more DR images are filtered to obtain the pre-
processed DR 1mage by:

(a) applying, by the first trained neural network, (1)
domain knowledge and (11) the motion details of the
abnormal subject on the one or more DR 1mages to
obtain the pre-processed DR 1mage, and

(b) estimating a noise level 1n the obtained one or more
DR 1mages, and applying one or more network
weights of the first trained neural network to the
obtained one or more DR images based on the
estimated noise level to obtain the pre-processed DR
image.
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14. The system as claimed in claim 8, wherein the one or
more hardware processors are further configured to:
determine one or more misaligned anatomical landmarks
from the one or more probable anatomical landmarks;

realign, by using a three-dimensional (3D) based two-
dimensional (2D) deformable model, the one or more
misaligned anatomical landmarks to a desired position
by using at least one of an anatomical atlas and an
associated domain knowledge stored 1n the memory, to
obtain one or more realigned anatomical landmarks;
and

identity the one or more realigned anatomical landmarks

as a set ol accurate anatomical landmarks or a set of
missing anatomical landmarks.
15. A computer program product comprising a non-
transitory computer readable medium having a computer
readable program embodied therein, wherein the computer
readable program, when executed by one or more hardware
processors, causes the one or more hardware processors to
detect anatomical landmarks in abnormal subjects by:
obtaining, via one or more hardware processors, one or
more digital radiography (DR) 1mages of an abnormal
subject, wherein the one or more DR 1mages comprise
one or more deformed structures of the abnormal
subject, and wherein the one or more deformed struc-
tures are representative of one or more abnormalities
observed 1n the abnormal subject;
filtering, using a first trained neural network executed by
the one or more hardware processors, one or more
artifacts from the obtained one or more DR 1mages to
obtain a pre-processed DR 1image comprising the one or
more deformed structures of the abnormal subject;

generating, using a second trained neural network
executed by the one or more hardware processors, a
heat map based on the pre-processed DR i1mage,
wherein the heat map comprises one or more locations
of corresponding one or more probable anatomical
landmarks in the pre-processed DR 1mage;

generating, by a trained classifier executed by the one or
more hardware processors, a first probability score for
cach of the one or more locations of the corresponding
one or more probable anatomical landmarks;

performing, via the one or more hardware processors, a

first comparison of the first probability score of each of
the one or more locations with a pre-defined threshold;
and

selecting, via the one or more hardware processors, based

on the first comparison, a subset of the corresponding
one or more probable anatomical landmarks serving as
a set of detected anatomical landmarks.

16. The computer program product as claimed 1n claim
15, wherein each detected anatomical landmark from the set
of detected anatomical landmarks has the first probability
score higher than the pre-defined threshold.

17. The computer program product as claimed 1n claim
15, wherein for a remaining subset of probable anatomical
landmarks from the one or more probable anatomical land-
marks having the first probability score less than the pre-
defined threshold, the computer readable program when
executed by the one or more hardware processors further
causes:

fine-tuning the remaining subset ol probable anatomical

landmarks from the one or more probable anatomical
landmarks by using an anatomical atlas stored in a
memory to obtain a set of fine-tuned probable anatomi-
cal landmarks; or
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identifying the remaining subset of probable anatomical
landmarks from the one or more probable anatomical
landmarks as one or more missing anatomical land-
marks.

18. The computer program product as claimed 1n claim
17, wherein the computer readable program when executed
by the one or more hardware processors further causes:

generating, by the trained classifier, a second probability

score for the set of fine-tuned probable anatomical
landmarks;

performing a second comparison of the second probability

score of each fine-tuned probable anatomical landmark

from the set of fine-tuned probable anatomical land-
marks with the pre-defined threshold; and

10

selecting, based on the second comparison, a subset of 15

probable anatomical landmarks serving as another set
of detected anatomical landmarks.

19. The computer program product as claimed 1n claim
18, wherein the computer readable program when executed
by the one or more hardware processors further causes:
identifying remaining fine-tuned probable anatomical land-
marks from the set of fine-tuned probable anatomical land-

20

22

marks as one or more missing anatomical landmarks,
wherein each of the one or more 1dentified missing anatomi-
cal landmarks has the second probability score less than the
pre-defined threshold.

20. The computer program product as claimed 1n claim
15, wherein the computer readable program when executed
by the one or more hardware processors further causes:

determining one or more misaligned anatomical land-

marks from the one or more probable anatomical

landmarks:

realigning, by using a three-dimensional (3D) based
two-dimensional (2D) deformable model, the one or

more misaligned anatomical landmarks to a desired
position by using at least one of an anatomaical atlas
and an associated domain knowledge stored in a
memory, to obtain one or more realigned anatomical
landmarks; and

identifying the one or more realigned anatomical land-
marks as a set of accurate anatomical landmarks or
a set of missing anatomical landmarks.
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