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(57) ABSTRACT

This document describes a non-transitory computer readable
media programmed to enrich an entered record submitted to
be matched with a dataset record stored on a data storage
device. The enrichment 1s done by supplementing data 1n the
entered record with customer data from a dataset. The media
1s further programmed to search through a plurality of
dataset records in the dataset for the entered record. The
search 1s programmed to first determine 11 the entered record
unambiguously matches one of the dataset records or if the
entered record unambiguously does not match one of the
dataset records. I the entered record does not unambigu-
ously match one of the dataset records, score match char-
acteristics using a Fellegi-Sunter algorithm, save the score
as a highest score 11 the score 1s above the highest score less
a threshold, and save a location of one of the dataset records
as a matching record 11 the score 1s above a previous highest
score. Next, tune a Fellegi-Sunter algorithm parameter with
the data from the entered record and data from one of the
dataset records; and when the dataset records have been
checked, return the matching record.
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1

PROCESS FOR AUTOMATICALLY
MATCHING DATASETS

BACKGROUND

Prior Application

This 1s a priority application.
Technical Field

The present disclosure relates generally to computer algo-
rithms for matching records 1n a data set, specifically using,
data enrichment and triaging to optimize performance.

Description of the Related Art

There are many situations where a record needs to be
found 1n a different dataset. An address read from an
envelope needs to be matched to a postal database to
determine the proper routing channels. Or in a network, a
MAC address from a network packet needs to be found 1n a
database to determine the physical location of the device that
sent the message. In still another situation, a death record
needs to be located 1n the roles of registered voters. In each
case, the record may be formatted differently than in the
dataset. The data in the record may be slightly different than
the data 1n the dataset. Does the imperfect data match?

These questions also arise 1n the reconciliation of checks
with banking records, or with payments received to open
invoices or purchase orders to approved payments. There are
numerous situations where the matching of imperfect data 1s
required.

Current approaches to matching imperiect data are slow
and ineflicient, particularly with large datasets. The perfor-
mance 1ssue 1s particularly acute in scenarios where thou-
sands of matches are needed 1n a day or hour. An improve-
ment 1s needed. The apparatuses and methods described
below articulate an optimized solution to the matching of
imperiect data.

SUMMARY OF THE INVENTIONS

This document describes a non-transitory computer read-
able media programmed to enrich an entered record sub-
mitted to be matched with a dataset record stored on a data
storage device. The enrichment 1s done by supplementing
data 1n the entered record with customer data from a dataset.
The media 1s further programmed to search through a
plurality of dataset records in the dataset for the entered
record. The search 1s programmed to first determine 1f the
entered record unambiguously matches one of the dataset
records or 1f the entered record unambiguously does not
match one of the dataset records. If the entered record does
not unambiguously match one of the dataset records, score
match characteristics using a Fellegi-Sunter algorithm, save
the score as a highest score 1f the score 1s above the highest
score less a threshold, and save a location of one of the
dataset records as a matching record if the score 1s above a
previous highest score. Next, tune a Fellegi-Sunter algo-
rithm parameter with the data from the entered record and
data from one of the dataset records; and when the dataset
records have been checked, return the matching record.

The dataset record could be a payment record and the
media could be further programmed to enrich at least one
payment record by supplementing data in at least one
payment record with the customer data from the dataset. The
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dataset record could be an invoice record and the media
could be further programmed to enrich at least one mvoice
record by supplementing data in at least one mnvoice record
with the customer data from the dataset. The entered record
could be related to a payment or an mvoice. The threshold
could be zero. The Fellegi-Sunter algorithm parameter could
be a probability m that an amount field 1n the entered record
matches an amount field 1in the dataset record. The Fellegi-
Sunter algorithm parameter could be a probability n that a
customer address field in the entered record does not match
a customer address field 1n the dataset record.

A method 1s also described here. The method 1s made up
of the steps of (1) enriching, with a computer, an entered
record submitted to be matched with a dataset record on a
data storage device by supplementing data in the entered
record with customer data from a dataset, (2) searching
through a plurality of dataset records in the dataset for the
entered record, wherein the searching first determines if the
entered record unambiguously matches one of the dataset
records or if the entered record unambiguously does not
match one of the dataset records, (3) 1f the entered record
does not unambiguously match one of the dataset records,
(3a) scoring match characteristics using a Fellegi-Sunter
algorithm, (3b) saving the score as the highest score 11 the
score 1s above the highest score, less a threshold, and (3¢)
saving a location of the one of the dataset records as a
matching record 1if the score 1s above a previous highest
score. The method continues by (4) tuming a Fellegi-Sunter
algorithm parameter with the data from the entered record
and data from one of the dataset records, and (5) when the
dataset records have been checked, returning the matching
record.

The dataset record could be a payment record and the
method could also include (2a) enriching at least one pay-
ment record by supplementing data 1n at least one payment
record with the customer data from the dataset. The dataset
record could be an 1nvoice record and the method could also
include (2a) enriching at least one mvoice record by supple-
menting data 1n at least one 1nvoice record with the customer
data from the dataset. The entered record could be related to
a payment or an mnvoice. The threshold could be zero. The
Fellegi-Sunter algorithm parameter could be a probability m
that an amount field 1n the entered record matches an amount
field 1in the dataset record. The Fellegi-Sunter algorithm
parameter could be a probability n that a customer address
field 1n the entered record does not match a customer address
field 1n the dataset record.

BRIEF DESCRIPTION OF THE DRAWINGS

The annexed drawings, which are not necessarily to scale,
show various aspects of the inventions in which similar
reference numerals are used to indicate the same or similar
parts 1n the various views.

FIG. 1 1s one possible hardware implementation of the
present 1nventions.

FIG. 2 1s a flow chart of the steps to reconcile the record
with the dataset.

FIG. 3 1s a data flow view of the reconciliation process.

FIG. 4 1s a flow chart of the enrichment process.

FIG. 5 1s a flow chart of the triage matching process.

FIG. 6 1s a tflow chart of the best match process.

DETAILED DESCRIPTION

The present disclosure 1s now described 1n detail with
reference to the drawings. In the drawings, each element
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with a reference number 1s similar to other elements with the
same reference number independent of any letter designa-
tion following the reference number. In the text, a reference
number with a specific letter designation following the
reference number refers to the specific element with the
number and letter designation and a reference number
without a specific letter designation refers to all elements
with the same reference number independent of any letter
designation following the reference number in the drawings.

The present disclosure provides several embodiments for
matching records in a dataset where both the record and the
dataset are made up of imperiect data. Many data applica-
tions rely on multiple data sources, merging data sets 1s an
essential part of researchers’ workflow. Unfortunately, a
unique 1dentifier that unambiguously links records 1s often
unavailable, and data may contain missing and inaccurate
information. These problems are severe especially when
merging large-scale administrative records.

Starting with FIG. 1, a dataset 101 1s located on a data
storage device such as a disk drive, a RAID server, an optical
drive, a memory device, a solid-state drive, or a similar
device. The dataset 101 could be organized as a database, a
set of files, a spreadsheet, a data structure, or similar. The
dataset 101 includes a number of dataset records 131a-c,
132a-c, 133a-b, 134a-b. The dataset records 131a-c, 132a-c,
133a-b, 134a-b could be organized as a plurality of delimaiter
(comma, space, carriage return, etc) separated fields, fixed
sized fields, free format text capable of being parsed into
fields, or other data structures. These data records 131a-c,
132a-c, 133a-b, 134a-b contain the reference data that is
being compared against. The data records 131a-¢, 132a-c,
133a-b, 134a-b could be, but are not necessarily cleaned,
and could contain misspelled words, a mix of spelled out and
abbreviated words, nicknames and full names, missing
fields, information 1n the wrong field, and other anomalies
that prevent exact matches. The dataset 101 1s not neces-
sarily deduplicated.

In some embodiments, the dataset 101 contains a set of
outstanding invoices I, 131a-c representing all of the rece1v-
ables for a company. The payments P, 132a-c received by the
company are also stored in the dataset 101. The customer
records C, 133a-b for the company are also stored in the
dataset 101, as are the advice records A, 134a-b. Some of
these records are linked, perhaps using pointers 1n memory
for example. When an invoice 1, 131a-c 1s entered, 1t may be
linked to a customer account C, 133a-b. Payments P, 132a-c
may contain advice mformation A, 134a-b6. With the match
described herein, the payment P, 132a-¢ 1s linked with an
invoice I, 131a-c.

The dataset 101 interfaces with a computing device 102.
This intertace could be a direct bus connection, a local area
network connection, an optical link, a wireless communica-
tions 1nterface, or similar. The computing device 102
includes circuitry 112 such as a microprocessor and various
interface and power circuitry. The computing device 102
also includes a communications intertace 113 for interfacing
the computing device 102 to networks such as the internet,
local area networks, wireless networks, optical networks.
The communications interface 113 could be a component of
the interface with the dataset 101. In some embodiments, the
computing device 102 also includes a display 114 (such as
an LED screen, a CRT monitor, a LED monitor, an LCD or
laser projector, etc.) and/or an input device 1135 (such as a
keyboard, mouse, touchscreen, touchpad, check reader,
license plate reader, credit card scanner, driver’s license
scanner, passport scanner, etc). The computing device 102
also 1ncludes or interfaces to computer readable media 116.
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The computing device includes memory 111 that connects to
the circuitry 112, the communications interface 113, and
perhaps to the display 114, the computer readable media
116, and the input device 115. The memory 111 could
include the computer readable media 116.

The memory 111 contains the entered record 121 (a
payment P or an mvoice 1) that 1s being searched for to
match. It also includes the matched, scored records 122a-c
that hold the match score, potential matched records 124a-c,
and record (payment P or invoice 1) 1n the dataset 101 for the
records that appear to be a match. Further, the memory 111
includes the field weights 123 that are tuned parameters for
calculating the score, such as m and u discussed below).

FIG. 2 1s a flowchart of the algorithm for determining a
match between a payment and an invoice that begins 201
with the entering of the record 121 (either a payment or an
invoice) to find a match. Next, the record 1s enriched with
existing data 202. The stored payments and invoices are also
enriched. The enrichment 1s described 1n FIG. 4.

Once the data 1s enriched, the data 1s triaged to see 1f a

quick, unambiguous match between payment and nvoice
can be found 203. This process 1s outlined 1n detail 1n FIG.
5.

If the triage result 204 1s unambiguous then proceed to
processing the feedback 206.

If the triage result 204 1s ambiguous, then additional
processing 1s needed to 1dentily the best match 205. The best
match 205 algorithm 1s shown in FIG. 6. Once the best
match 1s i1dentified, then feedback 206 1s provided.

The feedback 206 adjusts the parameters used in the best
match 205 algorithm. For instance, parameters u and m may
be adjusted to tune the Fellegi-Sunter algorithm. Other
parameters may be adjusted as well.

Once the feedback 206 algorithm has adjusted the param-
cters, the matching record could be returned 207 to the
calling routine, 11 a matching record is found. If a match 1s
not found, a null pointer may be returned 1n some embodi-
ments. In other embodiments, a second parameter 1s returned
indicating whether a match was found. In still other embodi-
ments, a score indicating the confidence of the match 1s
returned.

FIG. 3 shows a data flow through the system described
herein. The enrichment process 202 takes invoice iforma-
tion I, payment information P, advice information A, and
customer information C. The advice A 1s information about
the data, such as an unstructured email response to a
question about a payment. For example, a payment may
arrive without any information, and an accounts receivable
clerk may send an email asking about which invoice the
payment 1s related to. The returned email may be one
example of advice A.

The enrichment process 202 matches mformation from
advice A and customers C with payments P or with invoices
I to form enriched payments P A,C or enriched invoices
I,C,A. This combination 1s then sent through the find, or
triage match 203 to see 1f a quick match can be made
between the enriched payments P A,C and an enriched
invoice 1,C,A (or any invoice I). The triage match 203 may
also be run to match an enriched invoice I,C,A to a stored
payment P (or an enriched payment PA,C).

There are three possible results of the triage match 202:
the match could be unambiguous, with the ivoice 1 (or
enhanced mvoice 1,C,A) clearly matching the enriched pay-
ment PA,C) 301, or there could be an unambiguous mis-
match 302, or the match could be ambiguous 303, with a
plurality of match candidates.
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When there 1s an unambiguous match 301, then the
enriched invoice I,C, A (or the invoice 1tself I) 1s linked to the
enriched payment P,A,C (or the payment P). The process 1s
complete, the match 1s made. Once matched, the feedback
engine 206 1s run to update the parameters used i the
scoring and fuzzy matching.

When there 1s an unambiguous mismatch 302, then no
link 1s made. The process 1s complete, the match 1s not made.
No 1nvoices I are found that match the payment P (or no
payment P 1s found to match the mvoice I). The feedback
engine 206 1s run to update the parameters used in the
scoring and fuzzy matching.

When the match 1s ambiguous 303, then each of the
potential match candidate invoices LA; I,C,A; I,C are scored
316 against the match with the payment P, A,C. Then the
automatic match process 318 determines which match
scored the highest, and the match between the invoice I and
the payment P, and the link between the mvoice I and the
payment P 1s established. The feedback engine 206 1s run to
update the parameters used 1n the scoring and fuzzy match-

ing.

FIG. 4 shows the details of the enrichment process 202.
This process begins by enhancing the information 402 1n the
entered record 121, In one embodiment, the entered record
has payment information P. If there 1s missing customer
information in the entered record 121, then the customer
information C 1s looked up 1n the customer records 133a-b
in the dataset 101. Any missing contact information from the

customer record 133a-b 1s copied 1nto (enriched) 402 the
entered record 121. Any other missing information 1s filled
in 11 1t 15 easily accessible. In some embodiments, a search
1s done by customer name to find the customer record
133a-b. In other embodiments, the customer number 1s used
as an index to find the customer record 133a-b.

If there 1s additional missing information in the entered
record 121, then the advice information A 1s looked up 1n the
customer records 133a-b 1n the dataset 101. Any missing
information from the advice record 134a-b 1s copied into
(enriched) 403 the entered record 121. Any other missing
information 1s filled 1n 11 1t 1s easily accessible. The advice
record 134a-b could be found with a search or a lookup.

The enrichment process 202 then continues looking at
every invoice 1n the dataset 404. Each invoice 131a-c 1s
analyzed to see 1t 1t 1s missing customer information C. If so,
then the invoice 131a-c 1n the dataset 101 1s enriched 4035 by
filling 1n missing data from customer data 133a-b. In some
embodiments, this enrichment 1s done by linking the 1nvoice
131a-¢ with the customer record 133a-6. Each invoice
131a-c 1s also analyzed to see 1f 1t 15 missing other infor-
mation. If so, then the invoice 131a-¢ 1n the dataset 101 1s
enriched 406 by filling 1n missing data from advice data
134a-b. In some embodiments, this enrichment 1s done by
linking the invoice 131a-c¢ with the advice record 134a-5.

See Table 1 for an example of the parameters for an
enrichment. The Property i1s the field of the invoice record
131a-c, the identifier 1s the type of field, the disqualily 1s
used by the triage match 203 to determine if the match of the
field needs to be absolute or 1t it 1s optional. The unique

check says whether the field 1s unique. And the ambiguous
field determines 1f the match 1s unambiguous 1f the field
matches.
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TABLE 1
Unambig-
Disqualify Unique 1ous
identifier  check (for check (for
if NO automatic automatic
Field Identifier MATCH  match) matching)
TransactionReference Transaction false false false
CustomerReference Counter- true false false
Party
CustomerName Counter- true false false
Party
InvoiceNumber Invoilce true false true
CustomerName Counter- true false false
Party
TransactionDate Date false false false
Amount Amount true true false

In some embodiments, the payment records 132a-c are
also enriched similarly.

Once all of the invoices 132a-c¢ have been enriched, the
process ends and returns to the calling routine 411.

In some embodiments, the enrichment 202 process con-
tinuously watches (as a background process) for new advice
A and customers C and tries to link new information with
payments P or invoices I in the system. Once a link 1s
established between the new advice A or the new customer
C, the properties 1n the mvoices 1 or payments P are
associated with the new advice A or new customer C
populated automatically.

FIG. 5 shows the details of the triage match process 203.
A payment record 121 1s passed to the triage match process
203, with the goal to find a matching invoice I. This process
also could be used to find payments P if the passed parameter
121 1s an invoice. This process begins by mnitializing the
variables for the search 502. The MatchFlag i1s set to
Unambiguous and the MatchingRecordList 1s set to null.

For each mvoice 131a-c 1n the dataset 101, the incoming,
record 121 1s checked against the next invoice 131a-c. This
triage match 504 1s a simple comparison of the data in the
two records. If it matches completely (in some embodi-
ments, the match 1s not complete, but requires a match of
certain fields, or alternatively, a match of a certain number
of fields), then there 1s a complete match 511. If none of the
information matches (1in some embodiments, the mismatch
1s not complete, but requires a mismatch of certain fields, or
alternatively, a mismatch of a certain number of fields), then
there 1s no match 521. If some of the information matches,
then there 1s a possible match 505. In some embodiments,
the possible match 305 1s determined 1f there 1s neither a
match 511 nor a not a match 521, then a possible match 505
1s determined for all other cases.

If there 1s no match 521, the loop checks the next 503
invoice 1n the dataset 101.

If there 1s a possible match 505, then the mvoice 13 la-c
from the dataset 101 1s added 506 to the list of possible
matches 124a-c. The MatchFlag 1s set to ambiguous. And
then the mvoice 131a-c 1n the list 1s checked 503.

If there 1s a match 511, then the MatchFlag 1s set to

unambiguous 512, as we found the matching invoice I, and
the imvoice 132a-c 1s copied to the head of the linked list of
potentially matched records 124a. This copying 1s done to
clear the list of matches and replace 1t with the one matched
record 124a. The loop checking all records 1n the list 1s
terminated, and the routine returns 513 the Match Flag and
the list of potential matching records 124a.
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Once the entire list of invoices 131a-c 1s checked 503, the
MatchFlag and the list of potential matching records 124a-c
are returned 513.

Looking to FIG. 6, the detailed process of 1dentifying the
best match 205 1s shown. The best match process 205 takes
the entered record 121 and a list of potential matches 124a-c
as parameters and attempts to find the best match by scoring
each match using the Fellegi-Sunter algorithm. The Fellegi-
Sunter algorithm 1s described in “A Theory for Record

Linkage” by Ivan P. Fellegi and Alan B. Sunter (Journal of 10

the American Statistical Association, American Statistical
Association, December 1969, Vol. 64, No. 328, pp. 1183-
1210), incorporated herein by reference. The best scoring
record 122a-c 1s returned. In some embodiments, additional
matches within a threshold distance to the best score are also
returned.

The best match process 205 may start by clearing the
matching record list 602, initializing this list, and setting the
BestScore value to 0. Next, the list of potential matches
124a-c are processed one record by one 603, first scoring the
match between the potential match record with the entered
record 121. In some embodiments, the entered record 121 1s
a payment P, and the potential match list 124a-c 1s a list of
invoices L. In another embodiment, the entered record 121 1s
an 1nvoice I, and the potential match list 124a-c 1s a list of
payments P.

In one embodiment, the match 1s scored with the Fellegi-
Sunter algorithm 604. The score 1s compared with the
BestScore 605, and if the score 1s better than the BestScore,
then the BestScore 1s assigned the value of the score 606.
And the matching record from 124a-c 1s saved in the
matched scored record list 122a-c. The score 1s within a
threshold of the BestScore, then the matching record from
124a-c 1s saved 1n the matched scored record list 122a-c but
the BestScore 1s not changed. Then the next record in the
potential match list 124a-c¢ 1s checked. Once all of the
records 1n the potential match list 124a-c have been checked,
the matched scored record list 122a-c 1s returned to the
calling routine 611. In some embodiments, only the best
scoring record 1s returned, and no threshold analysis 1s
performed.

The best match process 1s called when there 1s a possible
match 303, 505. Some of the fields may match but others
may be missing or misspelled. The match 1s scored 216 to
see how close the record 131a, 1315, 131¢ 1n the dataset 101
matches incoming record 121.

The Fellegi-Sunter algorithm compares the similanty of
two records. This comparison 1s done on a field by field basis
(aka level by level), calculating the probability that the field
matches and a probability that the field does not match. The
probabilities are then summed to determine a match score.

Fellegi and Sunter algorithm considers the binary com-
parison vector

1 if X4 =xP
YE = :
0 otherwise

For an observed comparison vector vy, the space of all
comparison vectors, m(y) 1s defined to be the conditional
probability of observing ¥ | given that the record pair 1s a
true match: 1n formula m(y)=P((a, b) € M). Similarly, u(y)=
P((a, b) € U) denotes the conditional probability of observ-
ing Y_lgiven that the record pair 1s a true non-match.
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There are two kinds of possible misclassification errors:
false matches and false non-matches. The probability of
false matches 1s:

W=P(M*IM)=2u(Y)P(M*I7)
and the probability of a false non-match 1s:
A=P(U*IMY=Em(V)P(U*ly)

The Fellegi-Sunter scoring uses the Bayes theorem to
calculate a probability that the records match. For instance,
the probability that we have found a true match, given that
we observed this particular level (e.g. probability of true
match given that emails matched exactly), 1s calculated.
Observed patterns can be used to generate a probability of 1f
a new record comparison 1s a true match or not.

For the purpose of mitializing the scoring algorithm, we
define the types of matches for a level (Enfity name 1n this
example):

TABLE 2
Type of Entity name Entity name
match (1invoice) (payment)
Dafferent Emerald Bank Ruby Inc
Similar Emerald Bank Emerald Inc
Exact Emerald Bank Emerald Bank

These different fields are referred to as levels. A user can
use as many levels as they want and can define. The
algorithm discovers which rules (levels) are most important
for distinguishing between possible matches and non-
matches. Rule (level) importance 1s quantified by the m/u
ratio, where a higher m/u ratio means that rule 1s more
important for determining 1f a comparison 1s a true match.
The Bayes theorem 1s:

m;[;;*:ﬂ,

P(True Match | Level) =
(ﬂlﬂ e | ﬂVe) mgdzi:.l—l—l‘»f;d:k(l—ﬂ,)

Where v indicates the value of the comparison, the index
k designates the comparison column, and 1 designates the
observed comparison level. P(TrueMatch Level) 1s the esti-
mated prior probability that any comparison between a pair
of records 1s a match. For instance, it 1s the probability that
the cell at the column and level 1s a true match.

At the core of this estimation are the m and u probabailities
(m and u are part of the field weights 123). Here, m 1s the
fraction of true matches for a given level and u 1s the fraction
of non-matches for a given level. For instance, the m
probability for level 2 (where emails exactly match) 1s the
fraction of true matches having identical emails in both the
invoice and payment tables.

If the level 1s a high similarity comparison (e.g. Emails
match exactly), we expect a high m probability, because we
would expect true matches to almost always have the same
email (except for typos or missing entries). The u probabality
represents the chance that a non-match has a high similarity
level 1n that column. (e.g. two different people share the
same email by pure chance). We would expect First Name
to have a higher u probability than Social Security Number,
since there 1s more chance of two people sharing the same
first name than social security number.

In reality, we don’t have any knowledge of which records
are true matches when we start the matching process. This
means we don’t know m or u and can’t make any predic-
tions. So, we begin with an educated guess (e.g. m=0.9,
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u=0.2 for a level) and use the expectation maximization
algorithm (based on the feedback 206) to converge on values
of m and u which best fit the patterns in the data. It 1s also
possible to use domain knowledge to set 1initial values of m
and wu.

The expectation maximization algorithm begins by esti-
mating m, u (or manually choose these) for each column and
level. Next, 1t computes the probability that each record
comparison 1s a match/non-match (using Bayes Theorem).
Then, the expectation maximization algorithm uses these
probabilities to assign all the comparisons to predicted
match/non-match. Next, the algorithm uses these predicted
matches to calculate a new m, u. Finally, the algorithm
iterates until m and u converge. As a result, we have a model
which knows how each level of comparison influences the
probability of a record being a match or a non-match.

It should be appreciated that many of the elements dis-
cussed 1n this specification may be implemented in a hard-
ware circuit(s), a circuitry executing soltware code or
instructions which are encoded within computer readable
media accessible to the circuitry, or a combination of a
hardware circuit(s) and a circuitry or control block of an
integrated circuit executing machine readable code encoded
within a computer readable media. As such, the term circuit,
module, server, application, or other equivalent description
of an element as used throughout this specification 1s, unless
otherwise indicated, intended to encompass a hardware
circuit (whether discrete elements or an integrated circuit
block), a circuitry or control block executing code encoded
in a computer readable media, or a combination of a
hardware circuit(s) and a circuitry and/or control block
executing such code.

All ranges and ratio limits disclosed 1n the specification
and claims may be combined 1n any manner. Unless spe-
cifically stated otherwise, references to “a,” “an,” and/or
“the” may include one or more than one, and that reference
to an 1tem 1n the singular may also include the 1tem 1n the
plural.

Although the mventions have been shown and described
with respect to a certain embodiment or embodiments,
equivalent alterations and modifications will occur to others
skilled 1n the art upon the reading and understanding of this
specification and the annexed drawings. In particular regard
to the various functions performed by the above described
clements (components, assemblies, devices, compositions,
etc.), the terms (including a reference to a “means”) used to
describe such elements are intended to correspond, unless
otherwise indicated, to any element which performs the
specified function of the described element (i.e., that 1s
functionally equivalent), even though not structurally
equivalent to the disclosed structure which performs the
function 1n the herein illustrated exemplary embodiment or
embodiments of the mnventions. In addition, while a particu-
lar feature of the inventions may have been described above
with respect to only one or more of several illustrated
embodiments, such feature may be combined with one or
more other features of the other embodiments, as may be
desired and advantageous for any given or particular appli-
cation.

The invention claimed 1s:
1. A non-transitory computer readable media programmed
to:
enrich an entered record submitted to be matched with a
dataset record stored on a data storage device by
supplementing data in the entered record with customer
data from a dataset:
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search through a plurality of dataset records 1n the dataset
for the entered record, wherein the search 1s pro-
grammed to first determine 1f the entered record unam-
biguously matches one of the dataset records or 1t the
entered record unambiguously does not match the one
of the dataset records:

determine 11 the entered record does not unambiguously

match the one of the dataset records:

score match characteristics using a Fellegi-Sunter algo-

rithm;

save the score as a highest score 11 the score 1s above the

highest score less a threshold;
save a location of the one of the dataset records as a
matching record 1t the score 1s above a previous highest
SCOTe;

tune a Fellegi-Sunter algorithm parameter with the data
from the entered record and data from the one of the
dataset records; and

when the dataset records have been checked, return the

matching record.

2. The non-transitory computer readable media of claim 1
wherein the dataset record 1s a payment record.

3. The non-transitory computer readable media of claim 2
turther programmed to enrich at least one payment record by
supplementing data in the at least one payment record with
the customer data from the dataset.

4. The non-transitory computer readable media of claim 1
wherein the dataset record 1s an 1nvoice record.

5. The non-transitory computer readable media of claim 4
further programmed to enrich at least one invoice record by
supplementing data 1n the at least one mmvoice record with
the customer data from the dataset.

6. The non-transitory computer readable media of claim 1
wherein the entered record is related to a payment.

7. The non-transitory computer readable media of claim 1
wherein the entered record is related to an nvoice.

8. The non-transitory computer readable media of claim 1
wherein the threshold 1s zero.

9. The non-transitory computer readable media of claim 1
wherein the Fellegi-Sunter algorithm parameter 1s a prob-
ability m that an amount field 1n the entered record matches
an amount field 1n the dataset record.

10. The non-transitory computer readable media of claim
1 wherein the Fellegi-Sunter algorithm parameter 1s a prob-
ability n that a customer address field 1n the entered record
does not match a customer address field in the dataset
record.

11. A method comprising;:

enriching, with a computer, an entered record submitted to

be matched with a dataset record on a data storage
device by supplementing data in the entered record
with customer data from a dataset;

searching through a plurality of dataset records in the

dataset for the entered record, wherein the searching
first determines i1f the entered record unambiguously
matches one of the dataset records or 1f the entered
record unambiguously does not match the one of the
dataset records;

determining 11 the entered record does not unambiguously

match the one of the dataset records:

scoring match characteristics using a Fellegi-Sunter algo-

rithm;

saving the score as a highest score if the score 1s above the

highest score, less a threshold;

saving a location of the one of the dataset records as a

matching record if the score 1s above a previous highest
SCOTe;
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tuning a Fellegi-Sunter algorithm parameter with the data
from the entered record and data from the one of the
dataset records; and

when the dataset records have been checked, returning the

matching record.

12. The method of claim 11 wherein the dataset record 1s
a payment record.

13. The method of claim 12 further comprising enriching
at least one payment record by supplementing data in the at
least one payment record with the customer data from the
dataset.

14. The method of claim 11 wherein the dataset record 1s
an mvoice record.

15. The method of claim 14 further comprising enriching
at least one 1voice record by supplementing data in the at
least one 1mnvoice record with the customer data from the
dataset.

16. The method of claim 11 wherein the entered record 1s
related to a payment.

17. The method of claim 11 wherein the entered record 1s
related to an mnvoice.

18. The method of claim 11 wherein the threshold 1s zero.

19. The method of claim 11 wherein the Fellegi-Sunter
algorithm parameter 1s a probability m that an amount field
in the entered record matches an amount field 1n the dataset
record.

20. The method of claim 11 wherein the Fellegi-Sunter
algorithm parameter 1s a probability n that a customer
address field in the entered record does not match a customer
address field in the dataset record.
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