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SYSTEM AND METHOD FOR TAG BASED
RESOURCE LIMITS OR QUOTAS IN A
CLOUD INFRASTRUCTURE ENVIRONMENT

CLAIM OF PRIORITY AND CROSS
REFERENCE TO RELATED APPLICATIONS

This application claims the benefit of prionty to U.S.
Provisional Patent Application ftitled “SYSTEM AND
METHOD FOR TAG BASED RESOURCE LIMITS OR
QUOTAS IN A CLOUD INFRASTRUCTURE ENVIRON:-
MENT”, Application No. 62/884,931, filed Aug. 9, 2019;
and U.S. Provisional Patent Apphcatlon titled “SYSTEM
AND METHOD FOR TAG BASED RE JQL EST CONTEXT
IN A CLOUD INFRASTRUCTURE ENVIRONMENT”,
Application No. 62/884,933, filed Aug. 9, 2019; and 1s
related to U.S. Patent Application titled “SYSTEM AND
METHOD FOR TAG BASED REQUEST CONTEXT IN A
CLOUD INFRASTRUCTURE ENVIRONMENT”, Appli-
cation No. 16,986,160, filed Aug. 5, 2020; each of which

applications are herein incorporated by reference.

COPYRIGHT NOTICE

A portion of the disclosure of this patent document
contains material which 1s subject to copyright protection.
The copyright owner has no objection to the facsimile
reproduction by anyone of the patent document or the patent
disclosure, as 1t appears 1n the Patent and Trademark Oflice
patent file or records, but otherwise reserves all copyright
rights whatsoever.

TECHNICAL FIELD

Embodiments described herein are generally related to
cloud infrastructure environments, such as Infrastructure as

a Service (IaaS), and are particularly related to systems and

methods for providing systems and methods for providing
resource constraints within such cloud infrastructure envi-

ronments.

BACKGROUND

Cloud nfrastructure environments can comprise sets of
complementary cloud services that enable users and clients
(throughout the specification, the terms “clients™ and *““cus-
tomers” can be used interchangeably) to build and run a

wide range of applications and services 1n a highly available
hosted environment.

Year to year, more and more businesses and organizations
are migrating mission critical applications and systems to a
cloud infrastructure environment. There are various reasons
for this shift. For example, many businesses are moving to
the cloud 1n order to reduce the cost and complexity of
operating, maintaining, and building out on-premise inira-
structure. As well, cloud infrastructure also allows for a
more rapid information technology (IT) delivery mecha-
nism. Some businesses and organizations additionally see
the cloud infrastructure environment as a means to gain a leg
up on competition by adapting to a nimbler system.

Within IaaS (Infrastructure as a Service) models, a cloud
provider can provide, host, and manage inirastructure com-
ponents that would, in traditional settings, be on-premise at
cach customer’s/client’s location. Such components tradi-
tionally provided on-premise can include hardware, for
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example, data warehouses and data centers, servers, storage,
networking hardware, as well as software, such as virtual-
1zation software.

IaaS providers can, in addition to providing hardware and
software that would traditionally be on-premise, also pro-
vide services to their clients and customers. As an example,
clients and customers can be allowed to tailor their IaaS
subscription to fit their needs, which then i turn allows for
detailed and broken-down billing and imvoicing. IaaS can
also support features such as load balancing, redundancy,
replication and recovery. Because such services are offered
and supported by the IaaS provider (and not the customer),
this leaves clients and customers to be more focused on
improving their business by pushing more into automation
and orchestration for their services.

Cloud 1infrastructures enable users and clients to seam-
lessly run traditional enterprise applications along with
cloud-native apps, all on the same platform, reducing opera-
tional overhead and enabling direct connectivity between
both types of workloads.

SUMMARY

Described herein are systems and methods for providing
tag based resource limits or quotas in a cloud infrastructure
environment. Systems and methods described herein support
tag based resource limits/quotas in a cloud infrastructure
environment. A fine grained approach can provide resource
limits based on tags spanning multiple containers. Tags are
a mechanism which are mainly used 1n the resource gover-
nance, and cloud providers also use them for cost gover-
nance. Systems and methods can create a mechanism to
control costs at a group level through tags. Systems and
methods provide compartment quotas for a cloud infrastruc-
ture environment.

Cloud administrators have the ability to restrict resource
usage 1n existing clouds, but only at a high level and without
a view ol particular users, particular resources and resource
types, or of resources at levels of container hierarchical
structures. In accordance with an embodiment resources are
associated with tags so that their usage can be controlled,
tracked and/or otherwise handled at the resource level as
may be necessary or desirable. Providing resource quotas
and/or limits allows adminmistrators and others to restrict a
user’s resource usage to the approprniate level allowing
fine-tuned cost control.

In accordance with an embodiment, customers can be
assigned service level limits defined by the cloud infrastruc-
ture environment at account creation time. These service
level limits restrict the total number of resources a customer
can create across the entire tenancy (e.g., across multiple
regions with multiple compartments, and spanmng multiple
containers). Tenancy and compartment administrators can
utilize tag based resource quotas to set resource-specific
limits. Without such limits based on tags that are associated
with the resources, a user that 1s authorized to launch
instances can consume all available capacity in the entire
tenancy. Tag based resource limits solve this problem and,
unlike service limits, are set and customized by the clients

and customers via, €.g., a console, SDK, or API. Tag based
resource limits can be applied on top of the service limits
and inherited through the nested compartment hierarchy.
This allows compartment administrators to limit resource
consumption and set boundaries around acceptable resource

USC.

BRIEF DESCRIPTION OF THE

DRAWINGS

FIG. 1 1illustrates a system for providing a cloud inira-
structure environment, 1n accordance with an embodiment.
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FIG. 2 illustrates a system for providing cloud infrastruc-
ture regions within a cloud infrastructure environment, in
accordance with an embodiment.

FIG. 3 shows a cloud infrastructure environment system
illustrating relationships between compartments, compart-
ment policies, sub-compartments, and sub-compartment
policies for policy management and control spanning cloud
infrastructure regions, in accordance with an embodiment.

FIG. 4 shows a cloud nfrastructure environment 400
illustrating relationships between compartments, compart-
ment policies, sub-compartments, and sub-compartment
policies when compartments are moved.

FIG. 5 shows a cloud nfrastructure environment 500
illustrating implication of policies when moving compart-
ments.

FIG. 6 shows a pair of defined tags, 1n accordance with an
example embodiment.

FI1G. 7 shows an architecture of a system enforcing quotas
or limits on resources 1n a cloud infrastructure environment
based tags including for example resource tags and resource
request context tags, in accordance with example embodi-
ments.

FIG. 8 shows a system using request context tags and/or

resource tags for limiting usage such as of provisioning of
resources 1n a cloud infrastructure environment.

FIG. 9 1s a functional schematic of a system providing
resource request context tag based limits/quotas 1n a cloud
infrastructure environment 1n accordance with an embodi-
ment.

FIG. 10 1s a flow diagram showing a method for limiting
or 1mposing quotas on provisioning resources in a cloud
infrastructure environment based on request contexts 1n
accordance with an example embodiment.

FIG. 11 1s a functional schematic of a system providing
tag based resource limits/quotas in a cloud infrastructure
environment 1n accordance with an embodiment.

FIG. 12 1s a flow diagram showing a method for limiting,
Or 1mposing quotas on provisioning resources in a cloud
inirastructure environment based on resource tags 1 accor-
dance with an example embodiment.

DETAILED DESCRIPTION

As described above, cloud infrastructure environments
can comprise sets of complementary cloud services that
enable users and clients to build and run a wide range of
applications and services in a highly available hosted envi-
ronment.

FI1G. 1 shows a system for providing a cloud infrastructure
environment, in accordance with an embodiment.

In accordance with an embodiment, a cloud infrastructure
environment 100, which can be run on a number of hardware
and software resources 112, can comprise a console interface
102 and an API 104. In addition, the cloud infrastructure
environment 100 can support a number of governance
services 110, an i1denftity and access management (IAM)
service 120, and a provisioning service 130. The cloud
inirastructure environment 100 can also support a number of
resources 140, e.g., 1n layers, such as a computer resource
layer 150, a network resource layer 160, and a storage
resource layer 170. The cloud infrastructure environment
100 can also support a number of tags associated with each
of the resources including for example resource tags 140a
associated with the resources 140 in general, computer
resource tags 150a associated with the computer resources
150, network resource tags 160a associated with the net-
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4

work resources 160, and storage resource tags 170a associ-
ated with the storage resources 170.

In accordance with an embodiment, a client device, such
as a computing device 10 having device hardware (proces-
sor, memory . . . etc.) 12, can communicate with the cloud
infrastructure environment via a network, such as a wide
area network (WAN), a local area network (LAN), or the
internet, for example. The client device can comprise an
administrator application 14, which can comprise a user
interface 16.

In accordance with an embodiment, within the cloud
infrastructure environment, tenancy can be supported. On
registration and deployment, a tenancy can be created for
cach client/customer, which can comprise a secure and
1solated partition within the cloud infrastructure 1n which the
client can create, organize, and administer their cloud
resources.

In accordance with an embodiment, the console interface
102 and the API 104 can provide clients with access to, and
control over respective portions of the could infrastructure
environment. In accordance with an embodiment, the con-
sole 1nterface can comprise an intuitive, graphical interface
that lets clients create and manage resources, instances,
cloud networks, and storage volumes, as well as manage
users associated with the client, and set permissions within
the client scope. As well, the API 104 can compromise, for
example, a REST API that utilizes HI'TPS (hypertext trans-
fer protocol secure).

In accordance with an embodiment, one example of a
console interface or API can be a configuration management
tool (e.g., Ansible). The configuration management tool can
be used for cloud infrastructure provisioning, orchestration,
and configuration management. Configuration management
tools can allow clients to automate configuring and provi-
sioning of the cloud infrastructure, deploying and updating
soltware assets, and orchestrating complex operational pro-
Cesses.

In accordance with an embodiment, the governance ser-
vices 110 of the cloud infrastructure environment provides
clients tools to help clients enable simple resource gover-
nance, manage costs, and control access to the cloud inira-
structure. As an example, the governance services provide
for tagging which can allow for clients to apply tags to their
resources for informational or operational reasons. Defined
tags can be controlled to avoid incorrect tags from being
applied to resources. Tags can also provide a flexible tar-
geting mechanism for administrative scripts. As well, the
governance services can allow for managed budgets, and
track actual and forecasted spend all from one place. This
allows clients to stay on top of usage with a cost analysis
dashboard, and filter by compartments and tags to analyze
spending by departments, teams, and projects. Such data can
as well be exported for detailed resource utilization report-
ing and integration with an existing cloud management and
business intelligence tools. The governance services can
also log events that can later be retrieved, stored, and
analyzed for security, compliance, and resource optimiza-
tion across the cloud infrastructure entitlements and com-
partments.

In accordance with an example embodiment, the gover-
nance services provide for tagging allowing the clients,
administrators and the like to apply tags to their resources
for informational or operational reasons as the resources are
being instantiated. In accordance with a further example
embodiment, the governance services also provide the tag-
ging allowing the clients and others to apply tags to their
resources for informational or operational reasons after the
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resources have been instantiated, thereby allowing for ret-
roactive enforcement of resource quotas or limits 1n systems
using the tags.

In accordance with an embodiment, the identity and
access management (IAM) service 120 can create a user
profile for each client/customer/user 1n the IAM service with
associated with user credential (e.g., username and pass-
word). Clients can be granted administrator privileges in the
cloud mfrastructure as well via the IAM service.

In accordance with an embodiment, the identity and
access management service can be mtegrated with the cloud
infrastructure environment. Upon a client registering. The
IAM service can create a separate user credential in an
identity service, which can then allow for single sign on to
the cloud infrastructure service as well as access to addi-
tional cloud services.

In accordance with an embodiment, the provisionming
service 130 can provision, for example, a tenancy within
cloud infrastructure service, such as within the resources
140. The provisioning service can be accessed and con-
trolled through, for example, the console iterface or via one
or more APIs, such as API 104. The provisioning service can
allow for clients to provision and manage compute hosts,
which can be referred to as instances. Clients can launch
instances as needed to meet compute and application
requirements. After a client launches an instance, the pro-
visioned 1nstance can be accessed from, for example, a client
device. The provisioning service can also provide for restart-
ing an instance, attaching and detaching volumes from an
instance, and terminating an instance.

In accordance with an embodiment, resources 140 pro-
vided by an cloud infrastructure environment can be broken
down 1nto a plurality of layers, such as a compute resources
layer 150, a network resources layer 160, and a storage
resource layer 170.

In accordance with an embodiment, the compute
resources layer 150 can comprise a number of resources,
such as, for example, bare metal nstances 1352, virtual
machines 1354, edge services 156, and containers 138. The
compute resources layer can be used to, for example,
provision and manage bare metal compute instances, pro-
vision instances as needed to deploy and run applications,
Just as 1n an on-premises data center. The cloud infrastruc-
ture environment 100 in accordance with the example
embodiment supports a number of tags 140a associated with
cach of the resources including for example computer
resource tags 150a associated with the computer resources
150 including for example, the bare metal instances 152, the
virtual machines 154, the edge services 156, and the con-
tainers 158.

In accordance with an embodiment, the cloud infrastruc-
ture environment can provide control of one or more physi-
cal host (*bare metal”) machines within the compute
resources layer. Bare metal compute instances run directly
on bare metal servers without a hypervisor. When a bare
metal compute 1nstance 1s provisioned, the client can main-
tain sole control of the physical CPU, memory, and network
interface card (NIC). The bare metal compute instance can
be configured and utilize the full capabilities of each physi-
cal machine as 11 it were hardware running 1n an on-premise
own data center. As such, bare metal compute instances are
generally not shared between tenants.

In accordance with an embodiment, bare metal compute
instances can provide, via the associated physical hardware
as opposed to a software-based virtual environment, a high
level of security and performance.
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In accordance with an embodiment, the cloud infrastruc-
ture environment can provide control of a number of virtual
machines within the compute resources layer. A virtual
machine compute host can be launched, for example, from
an 1mage that can determine the virtual machines operation
system as well as other software. The types and quantities of
resources available to a virtual machine instance can be
determined, for example, based upon the image that the
virtual machine was launched from.

In accordance with an embodiment, a virtual machine
(VM) compute mstance can comprise an independent com-
puting environment that runs on top of physical bare metal
hardware. The virtualization makes 1t possible to run mul-
tiple VMs that are i1solated from each other. VMs can be
used, for example, for running applications that do not
require the performance and resources (CPU, memory, net-
work bandwidth, storage) of an entire physical machine.

In some embodiments, virtual machine 1nstances can run
on the same hardware as a bare metal instance, which can
provide leverage over using the same cloud-optimized hard-
ware, lirmware, software stack, and networking infrastruc-
ture.

In accordance with an embodiment, the cloud infrastruc-
ture environment can provide a number of graphical pro-
cessing unit (GPU) compute istances within the compute
resources layer. Accelerated computing requires consis-
tently-fast infrastructure across every service. With GPU
instances, clients can process and analyze massive data sets
more eiliciently, making them usetul for complex machine
learning (ML), artificial intelligence (Al) algorithms, and
many industrial HPC applications. GPU compute instances
can be provisioned as either virtualized compute nstances
(where multiple GPU compute instances share the same bare
metal hardware), or as bare metal instances which provide
dedicate hardware for each GPU compute instance.

In accordance with an embodiment, the cloud infrastruc-
ture environment can provide a number of containerized
compute instances within the compute resources layer. A
standalone container engine service can be used to build and
launch containerized applications to the cloud. The con-
tainer service can be used, for example, to build, deploy, and
manage cloud-native applications. The container service can
specily the compute resources that the containerized appli-
cations require, and the container engine can then provision,
via the provisioming service, the required compute resources
for use within the cloud infrastructure environment (e.g., 1n
the context of a tenancy).

In accordance with an embodiment, one such container
service engine that can be used 1s Kubernetes, an open-
source system for automating deployment, scaling, and
management of containerized applications across clusters of
hosts. Such container services can group the containers that
make up an application 1nto logical units for easy manage-
ment and discovery.

In accordance with an embodiment, the network resources
layer 160 can comprise a number of resources, such as, for
example, virtual cloud networks (VCNs) 162, load balancers
164, edge services 166, and connection services 168. The
cloud infrastructure environment 100 1n accordance with the
example embodiment supports a number of tags associated
with each of the resources including for example resource
tags 140a associated with the resources 140 in general, and
network resource tags 160a associated with the virtual cloud
networks (VCNs) 162, the load balancers 164, the edge
services 166, and the connection services 168.

In accordance with an embodiment, the cloud infrastruc-
ture environment can provide a number of virtual cloud
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networks 162 at the networking resources layer. A virtual
cloud network can comprise a virtual version of a traditional
network including subnets, route tables, and gateways on
which client instances can run. A cloud network resides
within a single region but includes all the region’s avail-
ability domains. Each subnet defined in the cloud network
can either be 1n a single availability domain or span all the
availability domains 1n the region (recommended). At least
one cloud network can be configured before launching
instances. In certain embodiments, VCNs can be configured
via an internet gateway to handle public traffic, a VPN
connection, or a fast connect service to securely extend
on-premises network.

In accordance with an embodiment, the cloud infrastruc-
ture environment can provide a number of load balancers
164 at the networking resources layer. A load balancing
service can provide automated traflic distribution from one
entry point to multiple servers reachable from a virtual cloud
network (VCN). Various load balances can provide a public
or private IP address, and provisioned bandwidth.

In accordance with an embodiment, a load balancer can
improved resource utilization, scaling, and help ensure high
availability. Multiple load balancing policies can be config-
ured, and application-specific health checks can be provided
to ensure that the load balancer directs trathic only to healthy
instances. The load balancer can reduce maintenance win-
dow by draimning traflic from an unhealthy application server
before 1t 1s removed from service for maintenance.

In accordance with an embodiment, a load balancing
service enables creation of a public or private load balancer
in conjunction with a VCN. A public load balancer has a
public IP address that i1s accessible from the internet. A
private load balancer has an IP address from the hosting
subnet, which 1s visible only within the VCN. Multiple
listeners can be configured for an IP address to load balance
transport diflerent layers of traflic (e.g., Layer 4 and Layer
7 (TCP and HTTP) traflic). Both public and private load
balancers can route data traflic to any backend server that 1s
reachable from the VCN.

In accordance with an embodiment, a public load balancer
can accept traflic from the internet, a public load balance can
be created that 1s assigned a public address, which serves as
the entry point for incoming traflic.

In accordance with an embodiment, a public load balancer
1s regional 1n scope. If a region includes multiple availability
domains, a public load balancer can have, for example, a
regional subnet, or two availability domain-specific (AD-
specific) subnets, each in a separate availability domain.
With a regional subnet, the load balancer can creates a
primary load balancer and a standby load balancer, each in
a different availability domain, to ensure accessibility even
during an availability domain outage. If a load balance 1s
created in multiple AD-specific subnets, one subnet can host
the primary load balancer and the other hosts a standby load
balancer. If the primary load balancer fails, the public IP
address can switch to the secondary load balancer. The
service treats the two load balancers as equivalent.

In accordance with an embodiment, 1f a region includes
only one availability domain, the service requires just one
subnet, either regional or AD-specific, to host both the
primary and standby load balancers. The primary and
standby load balancers can each have a private IP address
from the host subnet, 1n addition to the assigned tloating
public IP address. If there 1s an availability domain outage,
the load balancer has no failover.

In accordance with an embodiment, private load balances
can also be provided so as to 1solate the load balancer from
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the internet and simplify security posture. The load balancer
service can assign a private address to the load balancer that
serves as the entry point for incoming traflic.

In accordance with an embodiment, a private load bal-
ancer can be created by a service to service only one subnet
to host both the primary and standby load balancers. The
load balancer can be regional or AD-specific, depending on
the scope of the host subnet. The load balancer 1s accessible
only from within the VCN that contains the host subnet, or
as further restricted by security rules.

In accordance with an embodiment, the assigned floating
private IP address 1s local to the host subnet. The primary
and standby load balancers each require an extra private 1P
address from the host subnet.

In accordance with an embodiment, 1f there 1s an avail-
ability domain outage, a private load balancer created in a
regional subnet within a multi-AD region provides failover
capability. A private load balancer created in an AD-specific
subnet, or 1n a regional subnet within a single availability
domain region, has no failover capability 1n response to an
availability domain outage.

In accordance with an embodiment, the cloud infrastruc-
ture environment can provide a number of edge services 166
at the networking resources layer. In general, edge services
comprise a number of services that allow clients to manage,
secure, and maintain domains and endpoints. These include,
for example, DNS (domain name system), DDoS (distrib-
uted denial of service) protection, and email delivery. These
services enable clients to optimize performance, thwart
cyberattacks, and scale communication.

In accordance with an embodiment, the cloud infrastruc-
ture environment can provide a number of connection ser-
vices 168 at the networking resources layer. Such connec-
tion services can provide an easy way to create a dedicated,
private connection between a client data center or existing,
network and the cloud infrastructure environment. The con-
nection service can provide high bandwidth, and a reliable
and consistent network.

In accordance with an embodiment, the storage resources
layer 170 can comprise a number of resources, such as, for
example, block volumes 172, file storage 174, object storage
176, and local storage 178. The cloud infrastructure envi-
ronment 100 in accordance with the example embodiment
supports a number of tags associated with each of the
resources including for example resource tags 140a associ-
ated with the resources 140 1n general, and storage resource

tags 170a associated with the block volumes 172, the file
storage 174, the object storage 176, and the local storage
178.

In accordance with an embodiment, block volumes 172
provide high-performance network storage capacity that
supports a broad range of I/O mtensive workloads. Clients
can use block volumes to expand the storage capacity of
compute instances, to provide durable and persistent data
storage that can be migrated across compute instances, and
to host large databases.

In accordance with an embodiment, file storage 174
allows clients to create a scalable, distributed, enterprise-
grade network file system. File storage supports semantics,
snapshots capabilities, and data at-rest encryption.

In accordance with an embodiment, object storage pro-
vides high throughput storage for unstructured data. Object
storage service enables near limitless storage capacity for
large amounts of analytic data, or rich content like 1images
and videos. Block volumes can be backed up to object
storage for added durability.
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In accordance with an embodiment, local storage 178 can
provide, for example, high speed and reliable storage in the
form of solid state drives for I/O intensive applications.
These can be provided, for example, within bare metal
instances. Local storage provides high storage performance
for VM’s and bare metal compute instances. Some examples
include relational databases, data warchousing, big data,
analytics, Al and HPC application.

FI1G. 2 1llustrates a system for providing cloud infrastruc-
ture regions within a cloud infrastructure environment, in
accordance with an embodiment.

In accordance with an embodiment, instances of the cloud
infrastructure environment described above 1n FIG. 1 can be
hosted 1n different regions, called cloud infrastructure
regions 220. These can be accessed, as described above, via
a console, SDK, or APIs, by customer networks 200 via a
network, such as the internet 210. Each cloud infrastructure
region can comprise management services 222, compute
services 224, storage services 226, edge serves 228, network
services 230, and physical infrastructure 232.

In accordance with an embodiment, a cloud infrastructure
can be hosted 1n regions and availability domains. A region
can be a localized geographic areca, and an availability
domain can be one or more data centers located within a
region. A region 1s composed of one or more availability
domains. Most cloud infrastructure resources can be either
region-specific, such as a virtual cloud network, or avail-
ability domain-specific, such as a compute instance. Traflic
between availability domains and between regions 1s
encrypted.

In accordance with an embodiment, availability domains
are 1solated from each other, fault tolerant, and very unlikely
to fail stmultaneously. Because availability domains do not
share infrastructure such as power or cooling, or the internal
availability domain network, a failure at one availability
domain within a region 1s unlikely to impact the availability
of the others within the same region.

In accordance with an embodiment, availability domains
within the same region can be connected to each other by a
low latency, high bandwidth network, which can provide
high-availability connectivity to the internet and on-prem-
1ses, and to build replicated systems 1n multiple availability
domains for both high-availability and disaster recovery.

In accordance with an embodiment, regions are indepen-
dent of other regions and can be separated geographically
(e.g., across countries or continents). This then leads to the
deployment of an application within a region where the
application would most likely be utilized the most fre-
quently.

In accordance with an embodiment, however, applications
can also be deployed 1n different regions for various reasons.
This can 1nclude, for example, risk mitigation when events,
such as weather systems, take a region offline. In addition,
applications can be deployed in other regions for strategic
reasons, such as tax domains or other business or social
criteria.

In accordance with an embodiment, there are several
services that are available across regions. These include, for
example, management services 222, compute services 224,
storage services 226, edge services 228, and network ser-
vices 230.

In accordance with an embodiment, compartments allow
clients to organize and control access to cloud resources. A
compartment 1s a collection of related resources (such as
instances, virtual cloud networks, block volumes) that can
be accessed only by certain groups that have been given
permission by an administrator. For example, one compart-
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ment could contain all the servers and storage volumes that
make up the production of a company’s Human Resources
(HR) system by way of example, and other compartments
could each be separately dedicated to a company’s legal,
marketing, accounting, operations, and Information Tech-
nology (IT) systems by way of further example. In an
example, only users with permission to that compartment
can manage and/or access those servers and volumes. In a
further example, the compartments could contain all the
servers and storage volumes that make up the production of
collections of a company’s Human Resources (HR) system,
and legal, marketing, accounting, operations, and Informa-
tion Technology (IT) systems. In an example, only users
with permission to portions of those resources can manage
and/or access those portions on the servers and volumes.

The compartments of the example embodiments comprise
one or more logical group and are not necessarily a physical
memory container, although they could be physical memory
containers if desired or necessary. When working within a
console, a compartment can act as a filter for what 1s allowed
to be viewed. Compartments are a primary building block
that can be used for cloud resources, and they can be used
to organize and 1solate resources to make 1t easier to manage
and secure access to those resources.

In accordance with an embodiment, compartments can
have several layers. For example, a tenancy can be consid-
ered a root compartment that holds all of a client’s cloud
resources. Additional compartments can be created within
that root compartment (tenancy) and corresponding policies
can be created to control access to the resources 1n each
compartment. When clients create a cloud resource such as
compute, storage, VCN, IP Address and/or DNS 1nstances,
block volume, or cloud network, such resources can be
directed to a specific compartment or compartments. Com-
partments can span regions.

Fault Domains

In accordance with an embodiment, a fault domain can
comprise a grouping of hardware and infrastructure within
an availability domain. Each availability domain can com-
prise three fault domains. Fault domains allow instances to
be distributed so that they are not on the same physical
hardware within a single availability domain. A hardware
failure or Compute hardware maintenance that aflects one
fault domain does not aflect instances in other fault domains.

In accordance with an embodiment, placement of
resources, such as compute, bare metal DB system, or virtual
machine DB system 1nstances, can optionally specity a fault
domain or a new instance at launch time. The resources can
additionally change fault domains after placement by ter-
minating the resource at the current fault domain and
launching a new instance of the resource at another fault
domain.

In accordance with an embodiment, fault domains can be
utilized for a number of reasons, such as protecting against
unexpected hardware failures and protecting against planned
outages due to maintenance.

Availability

In accordance with an embodiment, service availability
can be provided. Regions within cloud infrastructure envi-
ronments can provide core inirastructure services and

resources, including the following:
Compute: Compute (Bare Metal & VM, DenselO & Stan-

dard), Container Engine for Kubernetes, Registry
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Storage: Block Volume, File Storage, Object Storage,
Archive Storage

Networking: Virtual Cloud Network, Load Balancing, Fast-
Connect

Database: Database, Exadata Cloud Service, Autonomous
Data Warehouse, Autonomous Transaction

Processing

Edge: DNS

Platform: Identity and Access Management, Tagging, Audit

In accordance with an embodiment, the above services
and resources can be generally available, while other ser-
vices and resources can additionally be available as well
(e.g., based upon regional demand or customer request). As
an example, new cloud services can be made available 1n
regions as quickly based on a varniety of considerations
including regional customer demand, ability to achieve
regulatory compliance where applicable, resource availabil-
ity, and other factors. Because of low latency interconnect
backbone, customers can use cloud services 1n other geo-
graphic regions with eflective results when they are not
available 1n their home region, provided that data residency
requirements do not prevent them from doing so.

In accordance with an embodiment, resource availability
can be considered in the context of global availability,
regional availability, single region availability, and domain
availability. Generally speaking, IAM resources are globally
available, DB systems, instances, and volumes are specific
to a viability domain. Most other resources are regional.

In accordance with an embodiment, examples of globally
available resources can include API signing keys, compart-
ments, dynamic groups, federation resources, groups, poli-
cies, tag namespaces, tag keys, and users.

In accordance with an embodiment, examples of region-
ally available resources can include, alarms, applications,
buckets (although buckets are regional resources, they can
be accessed from any location when the correct region-
specific Object Storage URL for the API calls 1s used),
clusters, cloud events-rules, customer-premises equipment
(CPE), DHCP options sets, dynamic routing gateways
(DRGs), encryption keys, functions, images, internet gate-
ways, jobs, key vaults, load balancers, local peering gate-
ways (LPGs), metrics, NAT gateways, network security
groups, node pools, ons-subscriptions, ons-topics, reposito-
ries, reserved public Ips, route tables, security lists, service
gateways, stacks, subnets (when a subnet 1s created, 1t can be
declared to be a regional or specific to an availability
domain), virtual cloud networks (VCNs), and volume back-
ups (volume backups can be restored as new volumes to any
availability domain within the same region 1n which they are
stored).

In accordance with an embodiment, examples of avail-
ability domain-specific resources can mnclude DB Systems,
ephemeral public Ips, instances (1instances can be attached to
volumes 1n the same availability domain), subnets (when a
subnet 1s created, it can be declared to be a regional or
specific to an availability domain), and volumes (volumes
can be attached to an instance 1 a same availability
domain).

Compartments

In accordance with an embodiment, administrators can
manage compartments within a cloud infrastructure envi-
ronment.

In accordance with an embodiment, tags can be applied to
resources within a compartment. Tags can be used to, for
example, organize resources according a schema, such as a
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business needs schema. Tags can be applied to resources at
the time of creation of a resource, or a tag can be updated on
an existing resource. The tags associated with each of the
resources may include for example resource tags 140aq (FIG.
1) associated with the resources 140 1n general, computer
resource tags 150a associated with the computer resources
150, network resource tags 160a associated with the net-
work resources 160, and storage resource tags 170a associ-
ated with the storage resources 170.

In accordance with an embodiment, compartments are
important to the construction and organization of a cloud
infrastructure. Resources can be moved between compart-
ments, and resources can be displayed (e.g., via a user
interface) organized by compartment within a current
region. When working with and managing resources, a
compartment can first be selected.

In accordance with an embodiment, compartments are
tenancy-wide, and can span across regions. When a com-
partment 1s created, the compartment can be made available
within every region that a tenancy 1s subscribed to.

In accordance with an embodiment, compartments can be
deleted. In order for a compartment to be deleted, the
compartment can have all resources therein removed prior to
deletion.

In accordance with an embodiment, the action to delete a
compartment can be asynchronous and initiates a work
request. The state of the compartment changes to “Deleting”
while the work request 1s executing. If the work request fails,
the compartment 1s not deleted and it returns to the active
state.

In accordance with an embodiment, each compartment
created within the cloud infrastructure environment can have
certain properties. For example, each compartment can be
assigned a unique identifier (ID), and can additionally, and
optionally, be provided with a modifiable description, as
well as a name. In accordance with an embodiment, sub-
compartments (or subcompartments) can be defined 1 a
hierarchical manner under a base compartment.

In accordance with an embodiment, access and control
over compartments and subcompartments can be limited to
administrators or other users with suthcient credentials.
Credentials can be associated with diflering levels of com-
partment access. For example, an administrator can have
permission to view and access all compartments and work
with resources within any compartment of a tenancy, but a
user with more limited access will not have such a level of
access and control.

FIG. 3 shows a cloud infrastructure environment 300
illustrating relationships between compartments 360, com-
partment policies 365, sub-compartments 370, and sub-
compartment policies 375 for policy management and con-
trol spanming cloud infrastructure regions, in accordance
with an embodiment.

In accordance with an embodiment, as described above,
instances of the cloud infrastructure environment described
above 1n FIG. 1 can be hosted 1n diflerent regions, such as
cloud infrastructure regions 320, 330, 340, 350. These can
be accessed, as described above, via a console, SDK, or
APIs, by customer networks 301 via a network 302, such as
the internet.

In accordance with an embodiment, a customer network
301 can comprise, for example, a single computer, a network
ol customer computers, or other such networks.

In accordance with an embodiment, although not shown
in the Figure, each cloud infrastructure region can comprise
a number of services, each comprising a number of
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resources, such as management services, compute services,
storage services, edge serves, network services, and physical
infrastructure.

In accordance with an embodiment, a cloud infrastructure
can be hosted 1n regions and availability domains. A region
can be a localized geographic areca, and an availability
domain can be one or more data centers located within a
region. A region 1s composed of one or more availability
domains. Most cloud infrastructure resources can be either
region-specific, such as a virtual cloud network, or avail-
ability domain-specific, such as a compute mstance. Traflic
between availability domains and between regions 1s
encrypted.

In accordance with an embodiment, availability domains
are 1solated from each other, fault tolerant, and very unlikely
to fail simultaneously. Because availability domains do not
share infrastructure such as power or cooling, or the internal
availability domain network, a failure at one availability
domain within a region 1s unlikely to 1impact the availability
of the others within the same region.

In accordance with an embodiment, availability domains
within the same region can be connected to each other by a
low latency, high bandwidth network, which can provide
high-availability connectivity to the internet and on-prem-
1ses, and to build replicated systems in multiple availability
domains for both high-availability and disaster recovery.

In accordance with an embodiment, regions are indepen-
dent of other regions and can be separated geographically
(e.g., across countries or continents). This then leads to the
deployment of an application within a region where the
application would most likely be utilized the most fre-
quently.

In accordance with an embodiment, however, applications
can also be deployed 1n different regions for various reasons.
This can 1nclude, for example, risk mitigation when events,
such as weather systems, take a region offline. In addition,
applications can be deployed in other regions for strategic
reasons, such as tax domains or other business or social
criteria.

In accordance with an embodiment, there are several
services that are available across regions. These include, for
example, management services, compute services, storage
services, edge services, and network services.

In accordance with an embodiment, compartments allow
clients to organize and control access to cloud resources. A
compartment 1s a collection of related resources (such as
instances, virtual cloud networks, block volumes) that can
be accessed only by certain groups that have been given
permission by an administrator. A compartment can be
thought of as a logical group and not a physical container.
When working within a console, a compartment can act as
a filter for what 1s allowed to be viewed.

In accordance with an embodiment, compartments can
have several layers. For example, a tenancy 305 can be
considered a root compartment that holds all of a client’s
cloud resources. Compartments can be organized 1n a hier-
archical manner, such as compartment 360 being a level
below the tenancy compartment, with sub compartment 370
being an additional layer below the compartment 360. In
accordance with an embodiment, each compartment can be
associated with one or more compartment policies, such as
compartment policy 364, and sub compartment policy 375.
Tenant compartment policy 1s not shown 1n the Figure.

In accordance with an embodiment, during, upon, or after
creation of a compartment, or sub compartment, such as
compartment 360 and sub compartment 370, a policy, such
as compartment policy 3635 and sub compartment policy 375
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can be written/created for each compartment and sub com-
partment. Without a policy 1n place, access to the compart-
ments and/or sub compartments can be restricted to users
having permissions at the tenancy 305 level.

In accordance with an embodiment, upon creation of a
compartment within a compartment (i.e., a sub compart-
ment), the sub compartment inherits access permissions
from compartments higher up its hierarchy.

In accordance with an embodiment, upon creation of a
compartment or sub compartment policy, the policy can
comprise a specification indicating which compartment the
policy attaches to. Such a specification can contain controls
limiting access for subsequence control, modification, or
deletion of the policy. In some embodiments, the policies
can be attached to a tenancy, a parent compartment, or the
specific compartment to which the policy 1s directed.

In accordance with an embodiment, new resources can be
placed mto a compartment. This can be accomplished by
speciiying the targeted compartment upon creation of the
new resource (the compartment 1s one of the required pieces
of information to create a resource). This can be accom-
plished via a console 1nterface.

In accordance with an embodiment, existing resources
can also be moved to different compartments. Most
resources can be moved after they are created. There are a
few resources that you can’t move from one compartment to
another.

In accordance with an embodiment, some resources have
attached resource dependencies and some do not. Not all
attached dependencies behave the same way when the parent
resource moves.

In accordance with an embodiment, for some resources,
the attached dependencies move with the parent resource to
the new compartment. The parent resource moves immedi-
ately, but 1n some cases attached dependencies move asyn-
chronously and are not visible in the new compartment until
the move 1s complete.

In accordance with an embodiment, for other resources,
the attached resource dependencies do not move to the new
compartment. Such attached resources can be moved 1nde-
pendently.

In accordance with an embodiment, after a resource 1s
moved to a new compartment, the policies that govern the
new compartment apply immediately and affect access to the

resource. Depending on the structure of the compartment
organization, metering, billing, and alarms can also be
aflected.

In accordance with an embodiment, after creation, a
compartment can be moved to, e.g., a diflerent parent
compartment within a same tenancy. Upon moving a com-
partment, all of the compartment’s contents (including sub
compartments and resources) are moved along with the
compartment.

FIG. 4 illustrates a system for compartment migration
within a cloud infrastructure environment, 1n accordance
with an embodiment.

In accordance with an embodiment, as described above,
instances of the cloud infrastructure environment 400
described above 1n FIG. 1 can be hosted 1n diflerent regions.
Compartments, such as tenancy 405, compartment A 460
and compartment B 470, can be defined within the cloud
infrastructure environment, and these compartments can
span across regions. Such compartments can be accessed, as
described above, via a console, SDK, or APIs, by customer
networks 401 via a network 402, such as the internet.
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In accordance with an embodiment, a customer network
401 can comprise, for example, a single computer, a network
ol customer computers, or other such networks.

In accordance with an embodiment, compartments allow
clients to organize and control access to cloud resources. A
compartment 1s a collection of related resources (such as
instances, virtual cloud networks, block volumes) that can
be accessed only by certain groups that have been given
permission by an administrator. A compartment can be
thought of as a logical group and not a physical container.
When working within a console, a compartment can act as
a filter for what 1s allowed to be viewed.

In accordance with an embodiment, compartments can
have several layers. For example, a tenancy 405 can be
considered a root compartment that holds all of a client’s
cloud resources. Compartments can be organized in a hier-
archical manner, such as compartment A 460 and compart-
ment B 470 being a level below the tenancy compartment,
with sub compartment A 465 being defined below compart-
ment A, and sub compartment B 475 being defined below
compartment B. In accordance with an embodiment, each
compartment can be associated with one or more compart-
ment policies (not shown).

In accordance with an embodiment, compartments
defined within a tenancy, for example, can be moved by, for
example, re-defining a compartment or sub-compartment.

In accordance with an embodiment, in order to move a
compartment, a request with suflicient permissions can be
received. That 1s, a request from a user belonging to a group
that has, for example, a “manage all-resources” permissions
on the lowest shared parent compartment to the current
compartment and the destination compartment of the mov-
ing compartment.

That 1s, for example, a request to move sub-compartment
A 465 from compartment A 460 to compartment B 470 must
be recerved from a user with suflicient permissions. Because
the tenancy 405 1s the lowest shared parent compartment of
both the source compartment, compartment A 460, and the
destination compartment, compartment B 470, then the
request to move sub-compartment A, as shown 1n the Figure,
must be received from a user having “manage all-resources™
permissions within the tenancy 405 compartment.

In accordance with an embodiment, 1n another example,
if the request to move sub-compartment A 465 from com-
partment A to compartment B was received from a user
having “manage all-resources” permissions within compart-
ment A only, then the request may fail as the request from
the user cannot manage resources within the destination
compartment, namely compartment B.

In accordance with an embodiment, upon moving a com-
partment to a new parent compartment, the access policies
of the new parent take eflect and the policies of the previous
parent compartment no longer apply. In some cases, when
moving nested compartments with policies that specily the
hierarchy, the polices can be automatically updated to ensure
consistency.

In accordance with an embodiment, therefore, a compart-
ment policy of compartment A 460 which was previously
applied to sub-compartment A would no longer apply on
migration of the sub-compartment A to compartment B.
Then, a compartment policy of compartment B would apply
to sub-compartment A instead. This 1s explained more 1n the
description following Figure.

FIG. 5 shows a system for policy management and
enforcement during compartment migration within a cloud
infrastructure environment.
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In accordance with an embodiment, and more specifically,
FIG. § shows a compartment hierarchy 1n which a compart-
ment 1s moved, and the consequences for different policies.

In accordance with an embodiment, as described above,
instances ol the cloud infrastructure environment 500
described above 1n FIG. 1 can be hosted 1n diflerent regions.
Compartments, such as tenancy 505, compartment A 560
and compartment B 563, and compartment D 566 can be
defined within the cloud infrastructure environment, and

these compartments can span across regions. Such compart-
ments can be accessed, as described above, via a console,
SDK, or APIs, by customer networks 501 via a network 502,
such as the internet.

In accordance with an embodiment, a customer network
501 can comprise, for example, a single computer, a network
ol customer computers, or other such networks.

In accordance with an embodiment, compartments can
have several layers. For example, a tenancy 3505 can be
considered a root compartment that holds all of a client’s
cloud resources. Compartments can be organized 1n a hier-
archical manner, such as compartment A 560 being a level
below the tenancy. Compartments B 565 and compartment
D 566 are then orgamized as being yet another level below
compartment A 560, while sub-compartment C 570 1s shown
as being originally a level below compartment B. In accor-
dance with an embodiment, each compartment can be asso-
cliated with one or more compartment policies, such as
compartment B policy 382, compartment A policy 580, and
compartment D policy 383. Such policies can govern, for
example, user/client permissions for access to the compart-
ments, as well as permissions for access to and control of
resources within any given compartment. As described
above, compartment policies can add to each other (i.e.,
“stack’), such that a user accessing compartment B 565
would have their interactions with compartment B 565 being
governed by/limited by compartment B policy 582 1n addi-
tion to compartment A policy 580.

In accordance with an embodiment, for example, suppose
that compartment B policy 582 allows a group, group 1, to
manage the mstance-family 1n compartment A-B (the com-
partment hierarchy comprising compartment B being a sub
compartment of compartment A).

In accordance with an embodiment, suppose also that
compartment D policy 583 allows another group, group 2, to
manage the imstance family 1n compartment A-D (the com-
partment hierarchy comprising compartment D being a sub
compartment of compartment A).

In accordance with an embodiment, upon compartment C
being moved from compartment B to compartment D,
members of group 1 can no longer manage 1nstance families
in compartment C, while members of group 2 can now
manage instance families 1n compartment C.

In accordance with an embodiment, in certain situations,
upon moving a compartment, certain policies can be auto-
matically updated. Policies, for example, that specily the
compartment hierarchy down to the compartment being
moved can be automatically be updated when the policy 1s
attached to a shared ancestor of the current and target parent.

Referring back to FIG. 5, for example, 1n accordance with
an embodiment, suppose that compartment A policy allows
members of a group, group X, to manage buckets in com-
partment B:C. On moving compartment C to compartment
D, because of the shared ancestor (compartment A) between
compartments B and D, then the compartment A policy can
be automatically updated to allow members of group X to
manage buckets in compartment D:C.
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In accordance with an embodiment, polices attached to
tenancies can be likewise automatically updated upon a
compartment moving within the tenancy.

In accordance with an embodiment, however, not all
policies are automatically updated upon a compartment
moving. For example, in referring to FIG. 5, 1n the situation
where compartment C 1s moved from compartment B to
compartment D. Suppose that the compartment B policy
allows management of buckets in compartment C (prior to
moving). When compartment C 1s moved, then, compart-
ment B policy 1s not automatically updated. Instead, the
policy 1s no longer valid and can be removed (e.g., manually
or automatically).

Tag Based Resource Limits/Quotas

In accordance with an embodiment, cloud administrators
do not generally have the ability to restrict resource usage 1n
existing clouds. Granting a user permission to create
resources allows them to create any number of resources up
to a predefined account limit. Tag based resource limits or
quotas allow restrictions to be placed on the ability to create
or use resources within a compartment to the approprate
level allowing fine-tuned cost control.

In accordance with an embodiment, customers can be
assigned service level limits defined by the cloud inirastruc-
ture environment at account creation time. These service
level limits restrict the total number of resources a customer
can create across the entire tenancy (e.g., across multiple
regions with multiple compartments). Tenancy and compart-
ment administrators can utilize tag based resource limits or
quotas to set resource-specific hard limits. Without such
compartment limits on individual resources, a user that is
authorized to launch instances can consume all available
capacity 1n the entire tenancy. Tag based resource limits or
quotas solve this problem and, unlike service limits, are set
and customized by the clients and customers via, e.g., a
console, SDK, or API. Tag based resource limits or quotas
can be applied on top of the service limits and inherited
through the nested compartment hierarchy. This allows
cloud administrators to limit resource consumption and set
boundaries around acceptable resource use.

In accordance with an embodiment, tag based resource
limits or quotas give tenant and compartment administrators
better control over how resources are consumed 1n a cloud
inirastructure environment, enabling administrators to easily
allocate resources to users or to groups of users by means of,
for example, a console, SDK, or API. Compartment quotas
are a powerful toolset to manage client spending 1n within
tenancies.

In accordance with an embodiment, when a client has
resources (for example, mstances, VCNs, load balancers,
and block volumes) across multiple compartments in their
tenancy, it can become ditlicult to track resources used for
specific purposes, or to aggregate them, report on them, or
take bulk actions on them. Tagging allows clients to define
keys and values and associate them with resources. Tags can
be used to assist in organizing and listing resources. There
are, 1n general, two types of tags: free-form tags and defined
tags, although other types of tags are also possible in
accordance with the example embodiments.

In accordance with an embodiment, free-form tags can
consist of a key and a value. For example, “environment:
production” 1s an example of a free-form tag, where “envi-
ronment” 1s the key, and “production” 1s the value. Multiple
free-form tags can be applied to a single resource.

10

15

20

25

30

35

40

45

50

55

60

65

18

In accordance with an embodiment, defined tags provide
more features and control than free-form tags. Betfore clients
create a defined tag key, a tag namespace can be set up for
the defined tags. The namespace can be thought of as a
container for a set of tag keys. Defined tags support policy
to allow control over who can apply your defined tags. The
tag namespace 1s an entity to which clients can apply policy.

In accordance with an embodiment, to apply a defined tag
to a resource, a user can lirst select the tag namespace, then
the tag key within the namespace, and then the user can
assign the value. Administrators can control which groups of
users are allowed to use each namespace. In accordance with
an example embodiment, the tags may be applied to the
resources as they are created. In another embodiment, the
tags may be applied to resources after they are provisioned,
thereby allowing for retroactive enforcement of resource
quotas or limits in systems using the tags. In accordance
with an embodiment, the tags may be used to enable cost
governance and/or resource governance. In that way, the
tags may be used to track costs.

FIG. 6 shows two defined tags, in accordance with an
embodiment. Two tag namespaces are set up, namespace 1
600 and namespace 2 620 (e.g., namespace 1 can be “Opera-
tions” and namespace 2 can be “HumanResources™). The tag
keys 605, 610, 625, and 630, are defined 1n the namespaces.
Within each namespace, the tag keys can be unique, but a tag
key name can be repeated across namespaces. For example,
both namespaces can include a key named “Environment”.

In accordance with an embodiment, many cloud providers
offer service limits so as to protect from the capacity
shortages. However, many times, clients want to also set
limits so that they do not run themselves into resource
overages. One such approach i1s to specily the limits at a
group level. A group can contain a set of users, resources or
anything that users want to specily. The group level limits
are set by the administrators/users of a particular tenancy/
account.

In accordance with an embodiment, as an example, ten-
ancy administrators or group administrators can configure
limits at a group level to control their cloud costs. This gives
assurance to a customer/company that a particular group
does not exceed the usage limits that are set by the tenancy
or account administrators as cloud resources emit usage data
which gets converted to the dollar cost associated with the
resources(s) that are created within that group. In this sense,
the groups can be thought of as cost center groups since all
of the cloud costs for the resources(s) that are created by
members of that group are allocated to the customer/com-
pany as a single aggregated lump charge or aggregated
against a single group account, or the like.

In accordance with an embodiment, an 1ssue, however,
exists as there are very simple mechanisms for administra-
tors to control costs. As an example, administrators can
include or exclude a specific group from resource overages,
or they can exclude a specific user to create resources by
denying access. However, these are coarse grained mecha-
nisms, and customers do not generally have the ability to
specily fine grained mechanisms that gives them flexibility
and better control to manage their cloud resources.

In accordance with an embodiment, a fine grained
approach can provide resource limits based on tags, wherein
all of the resources that may be provisioned by one or more
members of a particular group 1s associated or 1s otherwise
provided with a cost center tag that 1s representative of the
group. Cost center tags of this nature provide a mechanism
for use 1n resource governance, and cloud providers also use
them for cost governance. Systems and methods can create
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a mechanism to control costs at a group level through tags.
As an example, users can specily a fine grained rule/policy
such as:

Set limits <resource type> to 10 in group A where
target.resource.tag="finance”

In accordance with an embodiment, tags can be associated
with a resource, and with the approach above, tags can
protect customers from resource overages at a group level.
In the example above, a user member of the will not be able
to create more than 10 instances of a <resource type> when
the tag value 1s “finance” 1 a group A. This approach of
limiting costs at a group level provides fine grained mecha-
nism to clients to better manage costs and resource usage.

In accordance with an embodiment, a system provides
resource request context tag based limits/quotas in a cloud
infrastructure environment. The system performs a method
for limiting or imposing quotas on provisioning resources 1n
a cloud infrastructure environment based on request con-
texts.

In accordance with an embodiment, a system provides tag
based resource limits/quotas 1n a cloud infrastructure envi-
ronment. The system performs a method for limiting or
imposing quotas on provisioning resources 1n a cloud infra-
structure environment based on resource tags.

In accordance with an embodiment, in a highly secured
environments, customers want to secure access to the
resources and their data. As an example, customers protect
their resources by classifying them as Highly Confidential,
Confidential, Restricted, Public etc., and grant access to
users based on their clearances per constraints. Users who
have access to the classified resources/data need to be
extremely careful 1n accessing data to ensure there 1s no
information leakage and to avoid mmadvertent modifications
to resources across data classifications within a shared
context. Embodiments herein provide an improved systems
and methods for that enable users to restrict access or modily
resources within a data classification boundary for a given
session/context even though the user may otherwise have
higher access.

In accordance with an embodiment, cloud architectures
can use role-based access control techniques by slotting
users within roles to restrict/allow access to specific security
boundaries. However, the techniques are coarse grained. The
accountability 1s on the user to be diligent and careful 1n
what they are accessing, modifying or executing.

In accordance with an embodiment, the presently dis-
closed systems and methods protects users from accessing
resources to perform certain operations when they don’t
intend to. One example 1s accessing other classifications of
data when the user has access to highly classified resources.
For example, suppose a user has a script that only needs to
access resources which are not classified by filtering out the
highly classified ones. Here, user/script has to know which
data/resource 1s classified and which 1s not.

In accordance with an embodiment, another example 1s
when a user 1s only interested 1n shutting down 1nfrastruc-
ture that 1s not business critical after close of business, but
wants to keep runming other resources that are business
critical. Here, user has to know exactly which instances to
turn off.

In accordance with an embodiment, the systems and
methods herein provide a solution to such 1ssues via tags that
are attached to the one or more requests for resources.
Requests from a script performs operations on the behalf of
the user e.g. shutting down the instance, read the details of
the resource, update the resource, access a classified
resource etc. A user sends these requests with one or more
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tags that are attached to the request context. When requests
perform actions on resources, these tags from the request
context can be inspected, and then access can either be
denied or granted to perform the operation that user wants to
perform, even if 1mtially user had access to perform that
operation. This avoids unintentional access to highly clas-
sified data or resources by doing an operation that user did
not intend for that specific resource(s). This can fall under
tag-based automation. It can cater to wide variety of use
cases, not just 1n the areas related to security.

In accordance with an embodiment, tags representative of
a resource request context can be used to create security
boundaries via tags when resources are accessed by sending
requests.

In accordance with an embodiment, when a user wants to
access a resource to perform a certain operation, the user can
generally make a call through a software development kit or
will make an API call directly. The user can pass one or more
tags which are added to the request which 1s sent to the
resource. While authorizing the user, the resource i1mple-
mentation can mspect tags associated with the request, if the
tag matches with the user tags, then the request 1s allowed,
otherwise the request 1s rejected/denied.

FIG. 7 shows an architecture tlow for a user launching an
instance in a system enforcing quotas or limits on resources
in a cloud infrastructure environment based tags including
for example resource tags and/or resource request context
tags, 1n accordance with example embodiments.

In accordance with an embodiment, at step 1, a user 701
requests to launch an instance in region 700, where the
request 1s associated with one or more tags (e.g., a free form
tag or a defined tag) that 1s defined within region 700. In an
example embodiment, the tag 1s representative of a context
ol a request from the user for a resource.

In accordance with an embodiment, at step 2, a load
balancer 720 forwards the request to an API, such as a public
proxy API 725.

In accordance with an embodiment, at step 3, the API
performs an authentication at the 1dentity data plane 735.

In accordance with an embodiment, at step 4, the request

to launch the instance can be forwarded to compute control
plane (CCP) 730. The CCP can then additionally authenti-
cate the request at the identity data plane at step 5.

In accordance with an embodiment, at step 6, the compute
control plane can fetch, from the limit service data plane 740
(alternatively, the fetch operation can be performed at a
resource control plane) all tag-based limits/quotas 750 asso-
ciated with the tag that 1s part of the request from user 701.
Such tag-based quotas can apply across, for example, an
entire tenancy and does not have to be compartment specific.

In accordance with an embodiment, at step 7, the compute
control plane can check to see 11 the requested usage would
violate any of the tag-based limits/quotas for any in 750. IT
the requested usage does not violate any compartment quota,
then the request can be processed to, for example, the
database 743. If the requested usage would violate any of the
tag-based limits/quotas along the compartment tree, then the
request can be dropped and a message can be sent to notify
the user.

In accordance with an embodiment, tag-based limits/
quotas are applied across, for example, an entire tenancy,
including all regions 1 which the tenancy 1s enabled.
compartments within the tenancy. When determining
whether the requested instance would violate any tag-based
limits/quotas, the CCP can ensure that the new request, for
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example via a service developers kit (SDK), doesn’t violate
any of the quotas. If the request would exceed a quota, CCP

can fail the request.

In accordance with an embodiment, the SDK of the CCP
can be present 1n every control plane of the cloud infra-
structure environment.

In accordance with an embodiment, the CCP can work 1n
conjunction with the limit service data plane to check a new
request against a tag-based limit/quota.

In accordance with an embodiment, when a client triggers
an operation to create a cloud resource, the request goes to
the resource control plane. The resource control plane asks
from a limits service to know 1f the resource can be sately
spun up considering the limits that are configured at a group
level. It the limits server returns a negative/Tailure response
to the resource control plane, then the resource 1s not
created.

Internally when limits service receives the request, it
checks the tag that 1s associated with the resource creation,
and looks up 1nto a store or a database or 1n the memory to
se¢ the current usage of the resource with that specific tag.
If the tag value exceeds the limits that are configured at a
group level, 1t sends a failure/negative response to the
resource control plane so that resource creation fails.

Using Tags for Resource Limits/Quotas

FIG. 8 shows a system using request context tags and/or
resource tags for limiting usage such as of provisioning of
resources 1n a cloud infrastructure environment.

In accordance with an embodiment, a client device 810
can submit a request 811 to the cloud nirastructure envi-
ronment, wherein the request 1s associated with a tag 812
such as for example, a tag representative of a context of the
request. The client device can submit the request to the cloud
infrastructure environment 800 (running on device hardware
801) via one of the interfaces, such as the console 802, API
804, or a SDK 806.

In accordance with an embodiment, the request can be
forwarded to the resources 840, which can comprise a
number of layers (as described above), such as compute
resources layer 850, comprising tagged resources 851-854,
a network resources layer 860, comprising tagged resources
861-864, and a storage resources layer 870, comprising
tagged resources 871-874.

In accordance with an embodiment, where the client
device enjoys a high security/prionty privilege (e.g., fraud
protection, or intelligence), the client device can utilize a
wide range of tags for the request. As an example, tags
associated with requests can be used to assist a user from
touching protected resources by mistake. For instance, sup-
pose every day certain compute resources can be shut down
after 6 pm to save costs. Such compute resources have a
low-secure tag. However, the same system also has other
compute resources that cannot be shut down (must be run
24/7). Such compute resources have a high-secure tag. In
order to shut down the low privilege compute resources, the
user, without having tagged requests, would have to go each
resource and select only those resources to be shut down, or
write a script to do so, so as to avoid shutting down the
highly privileged resources that need to run 24/7. This 1s
hard to maintain this as compute resources can be added and
removed every day.

In accordance with an embodiment, then, the user can
instead provide a tagged request to shut down the low
privilege resources. That 1s, the tag associated with the
request would share a low-secure tag with the compute
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resources that can be shut down at 6 pm. Then, the tagged
can go to all resources 1n the network, but it will bypass the
highly protected resources that do not have the tag that the
request has. In such a way, the tagged request to shut down
compute resources only shuts down those compute resources
where the low-secure tag matches, and the request bypassed
high-secure tagged compute resources.

In accordance with an embodiment, as another example,
suppose the client 810 wants to attach a highly secure
compute instance to a block volume. In such a situation, the
request to attach the highly secure compute mnstance can be
tagged with a high-secure tag. Then, by doing so, this can
ensure that the highly secure compute instance 1s not
attached to a block volume that has a lower secure tag, and
instead can the request can only attach the highly secure
compute 1mstance to a similarly tagged (highly secure) block
volume. In other words, the request will not attach the highly

secure compute to a low secure block volume (tag check will
tail).

Request Context Tag Based Limits/Quotas

FIG. 9 1s a functional schematic of a system 900 providing,
resource request tag based limits/quotas 1 a cloud inira-
structure environment 1n accordance with an embodiment.
In general, a client device 810 (FIG. 8) can submit requests
911 to the cloud infrastructure environment for provisioning
a new resource among a plurality of tagged resources 940.
The plurality of tagged resources 940 may be, for example,
any ol the tagged compute resources 851-854 of the com-
pute resources layer 830, the tagged network resources
861-864 of the network resources layer 860, and/or the
tagged storage resources 871-874 of the storage resources
layer 870.

In accordance with example embodiments, the resources
are 1tems that are provisioned in the cloud infrastructure
environment may be of various types that may include for
example, compute resource types, storage service resource
types, VCN service types, IP Address service types, DNS
service types, DDoS service protection types, and email
delivery service types, to name a few. The example embodi-
ments herein are not limited to these particular resource
types, and other types may be includes as well, wherein
turther resource type examples are noted by way of example
below.

Example Resource Types

Compute
Storage
VCN
IP Address
DNS

In accordance with an example embodiment, the
resources and services that are provisioned are tagable. In
the example embodiment, the requests for resources and the
resources are associated with one or more tags. In addition,
the resources may be grouped based on their tag values.
Essentially, in the example embodiment, the resource tags
associated with each provisioned resource, are key value
pairs that may be attached to or otherwise associated with
the provisioned resources 1n the cloud infrastructure envi-
ronment. The tag key value pairs may be used for many
purposes including for example various accounting pur-
poses. In an example, the resource key value pair tags
associated with the provisioned resources are used to group
the resources wheremn the groupings provided by the
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resource tags enable cost governance and/or resource gov-
ernance of everything of value 1n the cloud infrastructure

environment.

The resources provisioned in the cloud infrastructure
environment may be grouped in containers 942, 944, 946
based on the tag values assigned to each resource or based
on other criteria as may be necessary or desired. As an
example, a first container 942 may store compute and
storage resources that have been provisioned 1n the cloud
and associated with an Accounting group of the client user
701 (FIG. 7), the second container 944 may hold compute
resources that have been provisioned 1n the cloud and
associated with an Operations group of the client user 701,
and a third container 946 may hold compute resources that
have been provisioned in the cloud and associated with a
Human Resources group of the client user 701. The example
embodiments herein are not limited to these groups and
other groups may be used as well, wherein further example
groups are noted by way of example below.

Example Resource Groups

Operations
Human Resources
Finance
Accounting,

Legal

Marketing

In accordance with an example, the resource instances are
logically arranged 1nto the different containers 942, 944, 946
thereby providing separate cost centers, and each cost center
1s assigned a tag value, wherein the end user may be charged
for access to the various cost centers wherein the tags of the
cost centers are used for the cost governance and accounting.
Some customers may model multiple cost centers within
their end group price. There may be a separate tag for each
cost center, and the cloud may assign a limited set of
resources against each tag.

In an example embodiment, one or more policies 920
provide a mechanism for end users to protect themselves
from accessing more resources than 1s permitted 1n a stan-
dard contract for access, wherein substantial overages may
occur by the end user accessing more resources that are
permitted under standard contract terms of the standard
contract. For example, the customer may send a request for
resources that activate via the resource control plane 930 the
provisioning of multiple compute resources, such as for
example 100 compute resources, wherein the contract terms
only permit the provisioning of 90 computer resources for
the standard rate, and wherein any overages, 10 i the
example, incurs additional expense to the customer end user.

As noted above and 1n accordance with an embodiment,
a fine grained approach can provide resource limits based on
tags. Tags are a mechanism which are mainly used in the
resource governance, and cloud providers also use them for
cost governance. Systems and methods can create a mecha-
nism to control costs at a group level through tags. As an
example, users can specily a fine grained rule/policy such as:
Set limits <resource type> to 10 in group A where
target.resource.tag="finance”

In accordance with an embodiment, tags can be associated
with a resource and with a request for the resource or both,
and with the approach above, tags can protect customers
from resource overages at one or more selected levels such
as for example at a group level. In the example above, a user
will not be able to create more than 10 instances of a
<resource type> when the tag value 1s “finance” 1n a group
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A. This approach of limiting costs at a group level provides
fine grained mechanism to clients to better manage costs and
resource usage.

In accordance with an example embodiment, a first policy
922 protects customers from resource overages at the group
level for the resources grouped in the first container 942.
Similarly, a second policy 924 protects customers from
resource overages at the group level for the resources
grouped 1n the second container 944, and a third policy 926
protects customers from resource overages at the group level
for the resources grouped 1n the third container 946.

In accordance with an example, each of the resource
requests 911a-9114 includes fields having data representa-
tive of a type of the resource instance being requested
(Resource Type), data representative of a group of the
resource instance being requested (Resource Group), and
data representative of a context of the resource request
(Context Tag). In this regard, each of the resource requests
911a-911d include resource type fields 912a-9124 having
data representative of a type of the resource instance being
requested (Resource Type). In addition, each of the resource
requests 911a-911d include resource group fields 913a-9134
representative of a group of the resource instance being
requested (Resource Group). In further addition, each of the
resource requests 911a¢-911d include a request context field
9144-914d including request context data representative of
a context of the resource request (Context Tag).

In accordance with an example, the compute control plane
can fetch, from the limit service data plane 740 (FIG. 7)
(alternatively, the fetch operation can be performed at a
resource control plane 930) all tag-based limits/quotas 950
associated with the tag that i1s part of the request from user
701. Such tag-based quotas can apply across, for example,
an entire tenancy and does not have to be compartment
specific.

In accordance with an embodiment, the compute control
plane can check to see 11 the requested usage would violate
any of the tag-based limits/quotas for any quota or limit rules
in the memory 9350. If the requested usage does not violate
any compartment quota, then the request can be processed
to, for example, the database. If the requested usage would
violate any of the tag-based limits/quotas along the com-
partment tree, then the request can be dropped and a
message can be sent to notily the user.

In accordance with the example embodiment, tag-based
limits/quotas are applied to compartments within the ten-
ancy. In accordance with an example embodiment to be
described below, the tag-based limits/quotas are applied
across, for example, an entire tenancy, including all regions
in which the tenancy i1s enabled, essentially spanning mul-
tiple compartments. When determining whether the
requested istance would violate any tag-based limits/quo-
tas, the compute control plane can ensure that the new
request, for example via a service developers kit (SDK),
doesn’t violate any of the quotas. If the request would
exceed a quota, compute control plane can fail the request.

In accordance with an embodiment, the SDK of the
compute control plane can be present 1n every control plane
of the cloud mirastructure environment. In accordance with
an embodiment, the compute control plane can work 1n
conjunction with the limit service data plane to check a new
request against a tag-based limit/quota.

In accordance with an embodiment, tags can be associated
with a resource and with a request for the resource or both,
and with this approach, tags can protect resources from
inadvertent access and can also protect customer users from
inadvertent resource overages.
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In this regard, a system 900 1s provided using request
context tags 914a-914d for control of handling of resources
940 1n an associated cloud infrastructure environment. The
system may include one or more computers comprising one
or more microprocessors defining a tenancy 1n the associated
cloud infrastructure environment. In the example embodi-
ment, a memory device 940 operatively coupled with the
computer stores logic executable by the computer for pro-
viding the control of handling of resources in the tenancy.
The memory device may also store access control data 950
representative of a plurality of required credential gate levels
for permitting handling of the resources in the tenancy. A
request 911a-9114d to handle a first resource in the tenancy
may be received, wherein the request 911¢-911d includes
request context tag data 914a-914d representative of request
context information of the request. A first privilege level
classification associated with the requested first resource 1s
determined, and the request context information of the
request 1s compared against a first required credential gate
level of the plurality of required credential gate levels for
permitting handling of resources in the tenancy having the
first privilege level classification. In accordance with the
example embodiment, the request to handle the first resource
1s selectively granted based on the request context informa-
tion matching the first required credential gate level.

The request to handle the first resource may include a
request to provision the first resource in the tenancy. In
accordance with the example embodiment, the first resource
1s selectively provisioned in the tenancy based on the request
context information matching the first required credential
gate level.

In accordance with the example embodiment, the request
to provision the first resource 1n the tenancy may include a
request from a user of the system to provision a bare metal
compute instance in the tenancy for providing control to the
user ol one or more physical host machines within a com-
pute resource layer in the associated cloud infrastructure
environment. In this example, the request context tag data of
the request includes user context tag data 913a-913d repre-
sentative of user identification information of the user. The
access control data stored in the memory device comprises
user access control data representative of a plurality of user
required credential gate levels for permitting handling of the
resources 1n the tenancy, wherein the user identification
information of the user 1s compared against a first user
required credential gate level of the plurality of user required
credential gate levels for permitting handling of the
resources in the tenancy having the first privilege classifi-
cation. In the example, the bare metal compute instance 1s
selectively provisioned to the user in the tenancy based on
the user identification information of the user matching the
first user required credential gate level.

In accordance with the example embodiment, the request
to provision the first resource 1n the tenancy may include a
request to provision a plurality of resources in the tenancy
having the first privilege level classification. In this case, the
plurality of resources 1n the tenancy are selectively provi-
sioned based on the request context information matching
the first required credential gate level.

In accordance with the example embodiment, the request
context tag data of the request may 1nclude user context tag
data 913a-913d representative of user i1dentification infor-
mation of the user, and the request to handle the first
resource may 1include a request to handle all resources
provisioned in the tenancy and associated with a second
privilege level classification. The system 900 operates to
compare the user identification mmformation of the request

10

15

20

25

30

35

40

45

50

55

60

65

26

against a second required credential gate level of the plu-
rality of required credential gate levels for permitting han-
dling of resources 1n the tenancy having the second privilege
level classification. The system 900 selectively grants the
request to handle all of the resources provisioned in the
tenancy associated with the second privilege level classifi
cation based on the user 1dentification information matching
the second required credential gate level.

In accordance with the example embodiment, the tenancy
may include a plurality of compartments 942, 944, 946
storing the resources associated with the second privilege
level classification, wherein each compartment of the plu-
rality of compartments provides i1solation of a set of the
resources associated with the second privilege level classi-
fication within the compartment relative to one or more
other sets of the resources associated with the second
privilege level classification 1n the other compartments. The
system 900 selectively grants the request to handle all of the
resources provisioned in the tenancy associated with the
second privilege level classification spanning the plurality of
compartments and based on the user 1dentification informa-
tion matching the second required credential gate level.

The request context data of the request received by the
system to handle the first resource in the tenancy may
include one or more of resource type data 912q-912d
representative of a type ol the resource instance being
requested and/or resource group data 913a-913d represen-
tative of a group of the resource mstance being requested.

In accordance with an embodiment, when a client triggers
an operation to create a cloud resource, the request goes to
the resource control plane. The resource control plane asks
from a limits service to know 1f the resource can be safely
spun up considering the limits that are configured at a group
level. It the limits server returns a negative/Tailure response
to the resource control plane, then the resource 1s not
created.

Internally when limits service receives the request, it
checks the tag that 1s associated with the resource creation,
and looks up into a store or a database or 1n the memory to
see the current usage of the resource with that specific tag.
If the tag value exceeds the limits that are configured at a
group level, 1t sends a failure/negative response to the
resource control plane so that resource creation {fails.

For purposes of describing a functionality of the example
embodiments only an not for purposes of limiting same, the
first policy 922 may protect customers from resource over-
ages at the Finance group level for the resources grouped 1n
the first container 942 1n accordance with a fine grained
rule/policy such as:

Set limits <Compute> to 10 1n Container #1 (642) where
target.resource.tag="Finance”

In the particular example above, a user will not be able to
create more than 10 mnstances of a compute resource 1n the
Finance container 942. In this way, a request 9114 {for
provisioning a resource in the container 942 will be pro-
cessed by the policy 922 to determine whether the request
may be executed or otherwise performed without incurring
any overages.

Similarly, the second policy 924 may protect customers
from resource overages at the Operations group level for the
resources grouped 1n the second container 644 1n accordance
with a fine grained rule/policy such as:

Set limits <db storage> to 100 in Container #2 (644) where
target.resource.tag="Operations”

In the example above, a user will not be able to create
more than 100 mstances of a Storage resource in the
Operations container 644. In this way, a request 911c¢ for
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provisioning a resource in the container 944 will be pro-
cessed by the policy 924 to determine whether the request
may be executed or otherwise performed without incurring
any overages.

Also similarly, the third policy 926 may protect customers
from resource overages at the Human Resources group level
for the resources grouped in the third container 946 1n
accordance with a fine grained rule/policy such as:

Set limits <Compute> to 10 and <db storage> to 100 1n
Container #3 (646) where target. resource. tag="Human
Resources™

In the example above, a user will not be able to create
more than 10 mstances of a compute resource or more than
100 mnstances of a Storage resource in the Human Resources
container 946. In this way, requests 911a, 9115 for provi-
sioning resources in the container 946 will be processed by
the policy 926 to determine whether the request may be
executed or otherwise performed without incurring any
overages.

FIG. 10 1s a flow diagram showing a method 1000 for
limiting or 1imposing quotas on handling resources such as
for example on provisioming resources in a cloud infrastruc-
ture environment based on request contexts in accordance
with an example embodiment. With reference now to that
Figure, a request for provisioning a resource in the cloud
infrastructure environment 1s received in step 1010. The
request may be, for example the first request 911a described
above. The request may include, for example, request con-
text tag data 914qa representative of request context infor-
mation of the request.

The request 911a 1s 1nspected and a context of the request
for the requested resource 1s determined at step 1020. The
determined resource type may be, for example, a request for
provisioning a compute resource type or a request for
provisioning a storage resource type.

A privilege level classification associated with the
requested resource 1s determined at step 1030. In accordance
with the example embodiment, the resources may be stored
in association with indicia reflective of a privilege level
needed for accessing the resource. The privilege levels may

be stored 1n or as one or more privilege level tags such as
shown for example 1n FIG. 8 at 851-854, 861-864, 871-874

and 1n FIG. 1 at 140qa, 164, 170a for example. The deter-
mined resource group may be, for example, a request for
provisioning a resource grouped in the Human Resources
group for example.

An assignment may be made at step 1040 of the resource
request 911a to a particular container 1n accordance with the
determined group of the request. In the example, the
resource request 911a may be assigned for example to the
third container 946 in accordance with the example. The
policy corresponding to the assigned compartment may be
selectively applied to the resource request. In the example
illustrated, the third policy 926 may be selectively applied to
the resource request 911a. It 1t 1s determined 1n step 1040
that the provisioning of additional resources in accordance
with the contents of the resource request 911a would not
exceed the limits and/or quotas specified 1n the policy 926
assigned to the compartment 946, the instance requested 1n
the request 911a may be created in the compartment 946.

In step 1050, the request context information 914q of the
request 911a 1s compared against a {irst required credential
gate level of the plurality of required credential gate levels
for permitting handling of resources in the tenancy having
the first privilege level classification.

If 1s determined in step 1060 that the request context
information matches the first required credential gate level,
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the request to handle the first resource 1s granted 1n step 1070
and the resource may be handled such as for example, an

instance of the requested resource may be created, the
requested resource may be provisioned, the requested
resource may be terminated or otherwise de-provisioned, or
the like.

If 1s determined in step 1060 that the request context
information does not match the first required credential gate

level, the request to handle the first resource 1s dropped 1n
step 1080.

Resource Tag Based Limits/Quotas

FIG. 11 1s a functional schematic of a system 1100
providing tag based resource limits/quotas 1n a cloud inira-
structure environment 1n accordance with an embodiment.

In general, a client device 810 (FIG. 8) can submit
requests 1111 to the cloud infrastructure environment for
provisioning a new resource among a plurality of tagged
resources 1040. The plurality of tagged resources 1140 may
be, for example, any of the tagged compute resources
851-854 of the compute resources layer 850, the tagged
network resources 861-864 of the network resources layer
860, and/or the tagged storage resources 871-874 of the
storage resources layer 870.

In accordance with an example embodiment, the
resources and services that are provisioned are tagable. In
the example embodiment, the resources are associated with
one or more tags. In addition, the resources may be grouped
based on their tag values. Essentially, in the example
embodiment, the resource tags associated with each provi-
sioned resource, are key value pairs that may be attached to
or otherwise associated with the provisioned resources 1n the
cloud infrastructure environment. The tag key value pairs
may be used for many purposes including for example
various accounting purposes. In an example, the resource
key value pair tags associated with the provisioned resources
are used to group the resources wherein the groupings
provided by the resource tags enable cost governance and/or
resource governance of everything of value in the cloud
infrastructure environment.

The resources provisioned in the cloud infrastructure
environment may be grouped 1n containers 1142, 1144, 1146
based on the tag values assigned to each resource.

In accordance with an example, the resource mstances are
logically arranged into the different containers 1142, 1144,
1146 thereby providing separate cost centers, and each cost
center 1s assigned a tag value, wherein the end user may be
charged for access to the various cost centers wherein the
tags of the cost centers are used for the cost governance and
accounting. Some customers may model multiple cost cen-
ters within their end group price. There may be a separate tag,
for each cost center, and the cloud may assign a limited set
ol resources against each tag.

In an example embodiment, one or more policies 1120
provide a mechanism for end users to protect themselves
from accessing more resources than 1s permitted 1n a stan-
dard contract for access, wherein substantial overages may
occur by the end user accessing more resources that are
permitted under standard contract terms of the standard
contract. For example, the customer may send a request for
resources that activate via the resource control plane 1130
the provisioning of multiple compute resources, such as for
example 100 compute resources, wherein the contract terms
only permit the provisioning of 90 computer resources for
the standard rate, and wheremn any overages, 10 in the
example, incurs additional expense to the customer end user.
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As noted above and 1n accordance with an embodiment,
a fine grained approach can provide resource limits based on
tags and, in particular, on tags that are associated with the
resources. Tags that are associated with the resources pro-
vide a mechanism that may be used in the resource gover-
nance 110 (FIG. 1), and cloud providers may also use them
for cost governance. Systems and methods can create a
mechanism to control costs at a level including at the group
level through tags. As an example, users can specily a fine
grained rule/policy such as:

Set limits <resource type> to 10 in group A where
target.resource.tag="finance”

In accordance with an embodiment, tags can be associated
with a resource, and with the approach above, tags can
protect customers from resource overages at one or more
selected levels such as for example at a group level. In the
example above, a user will not be able to create more than
10 imstances of a <resource type> when the tag value is
“finance” 1n a group A. This approach of limiting costs at a
group level provides fine grained mechanism to clients to
better manage costs and resource usage.

In accordance with an example embodiment, a first policy
1120a protects customers from overages of resources that
are associated with a first tag and that may be grouped in any
of the contaimners 1142, 1144, 1146. Similarly, a second
policy 11205 protects customers from overages of resources
that are associated with a second tag and that may be
grouped 1n any of the containers 1142, 1144, 1146. Also
similarly, third and fourth policies 1120c, 11204 protect
customers from overages ol resources that are associated
with a third and fourth tags and that also may be grouped in
any of the containers 1142, 1144, 1146.

In accordance with an example, each of the resource
requests 1111a-11114 includes fields having data represen-
tative of a type of the resource instance being requested
(Resource Type), data representative of a group of the
resource instance being requested (Resource Group), data
representative ol a characteristic of the resource request
(Request Characteristic), and data representative of a con-
text of the resource request (Context Tag). In this regard,
cach of the resource requests 1111a-11114 include resource
type fields 1112q-11124 having data representative of a type
ol the resource 1nstance being requested (Resource Type). In
addition, each of the resource requests 1111a-11114 1nclude
resource group fields 1113a-11134 representative of a group
of the resource 1nstance being requested (Resource Group).
In further addition, each of the resource requests 1111a-
11114 include a request context field 1114a-11144 including
request context data representative of a context of the
resource request (Context Tag). In yet further addition, each
of the resource requests 1111aq-1111d include a request
characteristic field 1115aq-11154 including request charac-
teristic data representative of a characteristic of the resource
request (Characteristic Tag). The request characteristic field
1115a-11154d 1s shown and described separately for ease of
discussion, but 1t 1s to be understood that the request
characteristic may be derived from the resource type infor-
mation or from the resource group information or from any
other information forming the resource request.

In accordance with an example, the compute control plane
can fetch, from the limit service data plane 740 (FIG. 7)
(alternatively, the fetch operation can be performed at a
resource control plane 1130) all tag-based limits/quotas 1150
associated with the tag that i1s part of the request from user
701. Such tag-based quotas can apply across, for example,
an entire tenancy and does not have to be compartment
specific.
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In accordance with an embodiment, the compute control
plane can check to see it the requested usage would violate
any of the tag-based limits/quotas for any quota or limit rules
in the memory 1150. If the requested usage does not violate
any resource tag-based quota, then the request can be
processed to, for example, the database. If the requested
usage would violate any of the resource tag-based limits/
quotas along the compartment tree, then the request can be
dropped and a message can be sent to notity the user.

In accordance with the example embodiment, resource
tag-based limits/quotas are applied to compartments within
the tenancy. In accordance with an example embodiment to
be described below, the resource tag-based limits/quotas are
applied across, for example, an entire tenancy, including all
regions 1n which the tenancy 1s enabled, essentially spanning
multiple compartments. When determining whether the
requested 1nstance would violate any resource tag-based
limits/quotas, the compute control plane can ensure that the
new request, for example via a service developers kit (SDK),
doesn’t violate any of the quotas. If the request would
exceed a quota, compute control plane can fail the request.

In accordance with an embodiment, the SDK of the
compute control plane can be present in every control plane
of the cloud infrastructure environment. In accordance with
an embodiment, the compute control plane can work 1n
conjunction with the limit service data plane to check a new
request against a resource tag-based limit/quota.

In accordance with an embodiment, when a client triggers
an operation to create a cloud resource, the request goes to
the resource control plane. The resource control plane asks
from a limits service to know 1f the resource can be safely
spun up considering the limits that are configured at a
selected level such as for example at a group level. It the
limits server returns a negative/failure response to the
resource control plane, then the resource 1s not created, and
the request 1s dropped.

Internally when limits service receives the request, it
checks the tag that 1s associated with the resource creation,
and looks up into a store or a database or 1n the memory to
see the current usage of the resource with that specific tag.
The resources may be associated with more than one tag,
and the resources may be associated with a plurality of
different tags. If the tag value exceeds the limits that are
configured at the selected level such as at the group level for
example, 1t sends a failure/negative response to the resource
control plane so that resource creation fails.

In accordance with an embodiment, a memory device
1140 stores tag-based quota data 1150 representative of a
plurality of tag-based quotas of resource provisioning in the
tenancy 3035 (FIG. 3). A request 1111¢-1111d to provision a
resource 1n the tenancy 1s recerved. The request 1111a-1111d
may include request characteristic data 1115a4-11135d repre-
sentative ol a request characteristic of the request. In accor-
dance with an embodiment, a usage of resources in the
tenancy associated with a resource tag 150a, 160a, 170a
(FIG. 1) corresponding to the request characteristic of the
request 1s determined and compared against the plurality of
tag-based quotas and/or limits 1150. The request to provi-
s1on the resource 1s dropped based on the determined usage
exceeding one of the plurality of tag-based quotas.

In accordance with an example of the embodiment, the
tenancy 305 comprises a plurality of compartments 1142,
1144, 1146 storing the resources, wherein each compartment
of the plurality of compartments provides 1solation of a set
of the resources within the compartment relative to one or
more other sets of the resources 1n the other compartments.
The usage of the resources 1n the tenancy associated with the
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resource tag corresponding to the request characteristic of
the request 1s determined collectively across the plurality of
compartments, and the usage determined collectively across
the plurality of compartments 1s compared against the plu-
rality of tag-based quotas of the tenancy. The request 1111a-
1111d to provision the resource 1s dropped based on the
usage determined collectively across the plurality of com-
partments exceeding one of the plurality of tag-based quo-
tas.

In accordance with an example of the embodiment, the
tag-based quota data 1150 stored 1n the memory device 1140
1s representative of a plurality of tag-based quotas of
resource provisioning in the tenancy of a corresponding
plurality of resource types of the tenancy. In addition, the
request characteristic data 11154-11154 of the request 1111a-
1111d to provision the resource in the tenancy comprises
resource type data representative of a first resource type
1112a-1112d4d of the requested resource. In the example
embodiment, a usage of resources in the tenancy associated
with a resource tag corresponding to the first resource type
1112a 1s determined and compared against a first tag-based
quota 1120qa of resource provisioning in the tenancy of the
first resource type. The request 111la to provision the
resource of the first resource type 1112q 1s dropped based on
the determined usage of resources 1n the tenancy associated
with the resource tag corresponding to the first resource type
exceeding the first tag-based quota stored for example as a
policy 1120a of the resource provisioning in the tenancy of
the first resource type.

In accordance with an example of the embodiment, the
tag-based quota data 1150 stored 1n the memory device 1140
1s representative of a plurality of tag-based quotas of
resource provisioning in the tenancy allocated to a corre-
sponding plurality of user groups of the tenancy. The request
characteristic data 1115a¢-1115d of the request 1111a-11114d
to provision the resource in the tenancy comprises user
group data 11134-1113d representative of a user group
category assigned to a user of the system requesting the
resource. A usage of resources 1n the tenancy associated with
a resource tag corresponding to the user group category 1s
determined and compared against a first tag-based quota
11205 of resource provisioning 1n the tenancy allocated the
user group category. The request to provision the resource 1s
dropped based on the determined usage of resources 1n the
tenancy associated with the resource tag corresponding to
the user group category exceeding the first tag-based quota
of resource provisioning in the tenancy allocated to the user
group category.

In accordance with an example of the embodiment, the
tag-based quota data stored in the memory device 1s repre-
sentative of a tag-based quota of resource provisioning in the
tenancy of a plurality of resource types of the tenancy
allocated to a plurality of user groups of the tenancy. The
request characteristic data of the request to provision t
resource 1n the tenancy may include, for example,
resource type data representative of a first resource type of
the requested resource; and/or 11) user group data represen-
tative of a user group category assigned to a user of the
system requesting the resource. In the example, a usage of
resources 1n the tenancy associated with a resource tag
corresponding to the first resource type provisioned to the
first user group category 1s determined and compared against
a lirst tag-based quota of resource provisioning in the
tenancy of the first resource type allocated to the first user
group category. In addition, the request to provision the
resource 1s dropped based on the determined usage of
resources 1n the tenancy associated with the resource tag
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corresponding to the first resource type provisioned to the
first user group category exceeding the first tag-based quota
of the resource provisioning in the tenancy of the first
resource type allocated to the first user group category.

In accordance with an example of the embodiment, the
tag-based quota data 1150 stored 1n the memory device 1140
1s representative of a tag-based quota of resource provision-
ing in the tenancy of a plurality of resource types of the
tenancy allocated to a plurality of user groups of the tenancy.
A first request to track resource usage of the tenancy may be
received from the user 701, wherein the first request includes
request characteristic data 1115q-1115d representative of a
first user group category 1113a¢-11134 and a first resource
type 1112a-11124.

A first usage of resources in the tenancy associated with
a resource tag corresponding to the first resource type
provisioned by the first user group category i1s determined,
and resource usage tracking data 1s generated based on the
determined first usage of the resources 1n the tenancy of the
first resource type provisioned by the first user group.

In accordance with an example of the embodiment, the
request to provision the resource i1s dropped based on the
determined usage exceeding one of the plurality of tag-based
quotas. However, an override request to provision the
resource of the tenancy may be received from the user 701.
The resource 1s selectively provisioned 1n accordance with
an example of the embodiment based on the system receiv-
ing the override request. In addition, resource usage overage
data 1s generated based on the resource being selectively
provisioned 1n response to the system recerving the override
request.

FIG. 12 1s a flow diagram showing a method 1200 for
limiting or 1imposing quotas on provisioning resources in a
cloud infrastructure environment based on resource tags 1n
accordance with an example embodiment.

In accordance with the method 1200, a tenancy i1s pro-
vided and tag-based limit/quota data 1s stored 1n a memory
in step 1210. In its preferred form, the tenancy 1s provided
in an associated cloud infrastructure environment by a
computer including one or more processors and a memory
device operatively coupled with the computer. The memory
device stores tag based control logic that 1s executable by the
computer to provide a tag-based control of resource usage 1n
an associated cloud infrastructure environment. In the
example embodiment, the tag-based quota data stored 1n the
memory device 1s representative of a plurality of tag-based
quotas of resource provisiomng in the tenancy.

A request 1s received at step 1220 to provision a resource
in the tenancy. The request comprises request characteristic
data representative of a request characteristic of the request.

In step 1230, a resource type of the requested resource 1s
determined.

In step 1240 a usage of resources 1n the tenancy associated
with a resource tag corresponding to the request character-
istic of the request are determined by the one or more
processors executing the tag based control logic.

The request 1s assigned 1n step 1250 to one or more of the
compartments based on a group of the resource requested.

The one or more processors executing the tag based
control logic determine a usage of the resources associated
with the tag and the determined usage 1s compared, at step
1260, against the plurality of tag-based quotas.

The resource request 1s dropped 1n step 1290 by the one
or more processors executing the tag based control logic the
request to provision the resource based on the a determina-
tion, at step 1270, that the usage exceeding one of the
plurality of tag-based quotas.
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The instance of the requested resource 1s created 1n step
1280 by the one or more processors executing the tag based
control logic the request to provision the resource based on
a determination, at step 1270, that the usage does not exceed
the one of the plurality of tag-based quotas.

In accordance with an example of the embodiments, the
tenancy 1s provided by providing a plurality of compart-
ments storing the resources, wherein each compartment of
the plurality of compartments provides 1solation of a set of
the resources within the compartment relative to one or more
other sets of the resources 1n the other compartments. In
addition, determining the usage includes determining a
usage of the resources 1n the tenancy associated with the
resource tag corresponding to the request characteristic of
the request collectively across the plurality of compart-
ments, and the comparing comprises comparing the usage
determined collectively across the plurality of compartments
against the plurality of tag-based quotas of the tenancy. In
turther addition, the dropping the request comprises drop-
ping the request to provision the resource based on the usage
determined collectively across the plurality of compartments
exceeding one of the plurality of tag-based quotas.

In accordance with an example of the embodiments, the
storing the tag-based quota data comprises storing tag-based
quota data 1n the memory device representative of a plurality
ol tag-based quotas of resource provisioning in the tenancy
ol a corresponding plurality of resource types of the tenancy.
In addition, the recerving the request comprises receiving a
request comprising resource type data representative of a
first resource type of the requested resource, and the deter-
mimng comprises determining a usage ol resources in the
tenancy associated with a resource tag corresponding to the
first resource type 1s determined. In further addition, the
comparing comprises comparing the determined usage
against a {irst tag-based quota of resource provisioning in the
tenancy of the first resource type, and the dropping the
request comprises dropping the request based on the deter-
mined usage of resources 1n the tenancy associated with the
resource tag corresponding to the first resource type exceed-
ing the first tag-based quota of the resource provisioning in
the tenancy of the first resource type.

In accordance with an example of the embodiments, the
storing the tag-based quota data comprises storing tag-based
quota data in the memory device representative of a plurality
of tag-based quotas of resource provisioning in the tenancy
allocated to a corresponding plurality of user groups of the
tenancy, and the receiving the request comprises receiving a
request comprising resource type data representative of a
user group category assigned to a user of the system request-
ing the resource. In addition, the determining comprises
determining a usage of resources 1n the tenancy associated
with a resource tag corresponding to the user group category,
and the comparing comprises comparing the determined
usage against a first tag-based quota of resource provision-
ing in the tenancy allocated the user group category. In
turther addition, the dropping the request comprises drop-
ping the request based on the determined usage of resources
in the tenancy associated with the resource tag correspond-
ing to the user group category exceeding the first tag-based
quota of resource provisioning in the tenancy allocated to
the user group category.

In accordance with an example of the embodiments, the
storing the tag-based quota data comprises storing tag-based
quota data in the memory device representative of a tag-
based quota of resource provisioning 1n the tenancy of a
plurality of resource types of the tenancy allocated to a
plurality of user groups of the tenancy, and the receiving the
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request comprises receiving a request comprising resource
type data comprising: 1) resource type data representative of
a first resource type of the requested resource; and 1) user
group data representative of a user group category assigned
to a user of the system requesting the resource. In addition,
the determining comprises determining a usage of resources
in the tenancy associated with a resource tag corresponding
to the first resource type provisioned to the first user group
category, and the comparing comprises comparing the deter-
mined usage against a first tag-based quota of resource
provisioning in the tenancy of the first resource type allo-
cated to the first user group category. In further addition, the
dropping the request comprises dropping the request based
on the determined usage of resources in the tenancy asso-
cliated with the resource tag corresponding to the first
resource type provisioned to the first user group category
exceeding the first tag-based quota of the resource provi-
sioning 1n the tenancy of the first resource type allocated to
the first user group category.

In accordance with an example of the embodiments, the
storing tag-based quota data in the memory device repre-
sentative of a tag-based quota of resource provisioning in the
tenancy of a plurality of resource types of the tenancy
allocated to a plurality of user groups of the tenancy. The
method further includes receiving a first request to track
resource usage ol the tenancy, wherein the first request
comprises request characteristic data representative of a first
user group category and a first resource type. In addition, the
determining a first usage of resources in the tenancy asso-
ciated with a resource tag corresponding to the first resource
type provisioned by the first user group category, and
generating resource usage tracking data based on the deter-
mined {irst usage of the resources 1n the tenancy of the first
resource type provisioned by the first user group.

The method further includes receiving an override request
to provision the resource of the tenancy, selectively provi-
sioning the resource based on the system receiving the
override request, and generating resource usage overage
data based on the resource being selectively provisioned 1n
response to the system receiving the override request.

In accordance with various embodiments, the teachings
herein may be conveniently implemented using one or more
conventional general purpose or specialized computer, com-
puting device, machine, or microprocessor, including one or
more processors, memory and/or computer readable storage
media programmed according to the teachings of the present
disclosure. Appropriate soltware coding can readily be pre-
pared by skilled programmers based on the teachings of the
present disclosure, as will be apparent to those skilled 1n the
soltware art.

In some embodiments, the teachings herein can include a
computer program product which 1s a non-transitory com-
puter readable storage medium (media) having instructions
stored thereon/in which can be used to program a computer
to perform any of the processes of the present teachings.
Examples of such storage mediums can include, but are not
limited to, hard disk drives, hard disks, hard drives, fixed
disks, or other electromechanical data storage devices,
floppy disks, optical discs, DVD, CD-ROMs, microdrive,
and magneto-optical disks, ROMs, RAMs, EPROMs,
EEPROMs, DRAMs, VRAMSs, flash memory devices, mag-
netic or optical cards, nanosystems, or other types of storage
media or devices suitable for non-transitory storage of
instructions and/or data.

The foregoing description has been provided for the
purposes of i1llustration and description. It 1s not intended to
be exhaustive or to limit the scope of protection to the
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precise forms disclosed. Many modifications and variations
will be apparent to the practitioner skilled in the art. For
example, although several of the examples provided herein
illustrate use with enterprise software applications compo-
nents such as Oracle Fusion Applications; cloud environ-
ments such as Oracle Cloud Infrastructure; and cloud ser-
vices such as Oracle Fusion Analytics; in accordance with
vartous embodiments, the systems and methods described
herein can be used with other types of enterprise software
applications, cloud environments, cloud services, cloud
computing, or other computing environments.

The embodiments were chosen and described 1n order to
best explain the principles of the present teachings and their
practical application, thereby enabling others skilled in the
art to understand the various embodiments and with various
modifications that are suited to the particular use contem-
plated. It 1s intended that the scope be defined by the
following claims and their equivalents.

What 1s claimed 1s:

1. A system for tag based control of resource usage 1n an
associated cloud infrastructure environment, the system
comprising;

a computer comprising one or more miCroprocessors;

a tenancy defined 1n the associated cloud infrastructure

environment; and
a memory device operatively coupled with the computer,
the memory device storing logic executable by the
computer for providing the tag based control of
resource usage 1n the tenancy, the memory storing
tag-based quota data representative of a plurality of
usage quotas ol resource provisioning to users of the
tenancy,
wherein resources 1n the tenancy are provided 1n a plu-
rality of compartments, wherein each compartment
provides 1solation of a set of resources within the
compartment relative to one or more other 1solated sets
of resources 1n other compartments,
wherein a request to provision a first resource in the
tenancy 1s received from a user of the tenancy, the
request comprising request characteristic data repre-
sentative of a resource type of the requested first
resource and a user group category assigned to the user
requesting the first resource,
wherein usages of the sets of resources in the tenancy
spanmng the plurality of compartments and associated
with a resource tag corresponding to the resource type
of the characteristic data of the request are determined,

wherein the determined usages of the isolated sets of
resources are collectively compared against a group
usage quota of the plurality of usage quotas assigned to
the user requesting the first resource,

wherein the request received from the user of the tenancy

to provision the first resource 1s dropped based on the
determined usages of the isolated sets of resources
exceeding of the group usage quota.

2. The system according to claim 1, wherein:

the usage of the resources in the tenancy associated with

the resource tag corresponding to the request charac-
teristic of the request 1s determined collectively across
the plurality of compartments, and the usage deter-
mined collectively across the plurality of compartments
1s compared against the plurality of usage quotas of the
tenancy; and

the request to provision the first resource 1s dropped based

on the usage determined collectively across the plural-
ity ol compartments exceeding one of the plurality of
usage quotas.
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3. The system according to claim 1, wherein:

the tag-based quota data stored in the memory device 1s
representative of a plurality of usage quotas of resource
provisioning in the tenancy of a corresponding plurality
of resource types of the tenancy;

the request characteristic data of the request to provision
the first resource 1n the tenancy comprises resource
type data representative of a first resource type of the
requested resource;

a usage of resources in the tenancy associated with a
resource tag corresponding to the first resource type 1s
determined and compared against a first tag-based
quota of resource provisioning in the tenancy of the
first resource type; and

the request to provision the first resource of the first
resource type 1s dropped based on the determined usage
of resources 1n the tenancy associated with the resource
tag corresponding to the first resource type exceeding
the first tag-based quota of the resource provisioning in
the tenancy of the first resource type.

4. The system according to claim 1, wherein:

the tag-based quota data stored in the memory device 1s
representative of a plurality of usage quotas of resource
provisioning in the tenancy allocated to a correspond-
ing plurality of user groups of the tenancy;

the request characteristic data of the request to provision
the first resource in the tenancy comprises user group
data representative of a user group category assigned to
a user of the system requesting the first resource;

a usage of resources in the tenancy associated with a
resource tag corresponding to the user group category
1s determined and compared against a first tag-based
quota of resource provisioning in the tenancy allocated
the user group category; and

the request to provision the first resource 1s dropped based
on the determined usage of resources in the tenancy
associated with the resource tag corresponding to the
user group category exceeding the first tag-based quota
of resource provisioning in the tenancy allocated to the
user group category.

5. The system according to claim 1, wherein:

the tag-based quota data stored in the memory device 1s
representative of a tag-based quota of resource provi-
sioning 1n the tenancy of a plurality of resource types
of the tenancy allocated to a plurality of user groups of
the tenancy;

the request characteristic data of the request to provision
the first resource 1n the tenancy comprises:

1) resource type data representative of a first resource
type of the requested resource; and

11) user group data representative of a user group
category assigned to a user of the system requesting,
the first resource;

a usage ol resources 1n the tenancy associated with a
resource tag corresponding to the first resource type
provisioned to the first user group category 1s deter-
mined and compared against a first tag-based quota of
resource provisioning in the tenancy of the first
resource type allocated to the first user group category;
and

the request to provision the first resource 1s dropped based
on the determined usage of resources in the tenancy
associated with the resource tag corresponding to the
first resource type provisioned to the first user group
category exceeding the first tag-based quota of the
resource provisioning 1n the tenancy of the first
resource type allocated to the first user group category.
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6. The system according to claim 1, wherein:

the tag-based quota data stored in the memory device 1s
representative of a tag-based quota of resource provi-
stoning 1n the tenancy of a plurality of resource types
of the tenancy allocated to a plurality of user groups of
the tenancy;

a first request to track resource usage of the tenancy 1s
received, the first request comprising request charac-
teristic data representative of a first user group category
and a first resource type;

a first usage of resources 1n the tenancy associated with a
resource tag corresponding to the first resource type
provisioned by the first user group category 1s deter-
mined; and

resource usage tracking data 1s generated based on the
determined first usage of the resources 1n the tenancy of
the first resource type provisioned by the first user
group.

7. The system according to claim 1, wherein:

the request to provision the first resource 1s dropped based
on the determined usage exceeding one of the plurality
of usage quotas;

an override request to provision the first resource of the
tenancy 1s received;

the first resource 1s selectively provisioned based on the
system receiving the override request; and resource
usage overage data 1s generated based on the first
resource being selectively provisioned in response to
the system receiving the override request.

8. A method for tag based control of resource usage in an

assoclated cloud infrastructure environment, the method
comprising;

providing a tenancy in the associated cloud infrastructure
environment by a computer comprising one or more
processors and a memory device operatively coupled
with the computer, the memory device storing tag
based control logic;

storing tag-based quota data 1n the memory device, the
tag-based quota data being representative of a plurality
ol usage quotas of resource provisioning to users of the
tenancy;

providing resources of the tenancy in a plurality of
compartments, wherein each compartment provides
1solation of a set of the resources within the compart-
ment relative to one or more other 1solated sets of the
resources 1n other compartments;

receiving a request from a user of the tenancy to provision
a first resource 1n the tenancy, the request comprising
request characteristic data representative of a resource
type of the requested first resource and a user group
category assigned to the user requesting the {irst
resource;

determining by the one or more processors executing the
tag based control logic usages of the sets of resources
in the tenancy spanning the plurality of compartments
and associated with a resource tag corresponding to the
resource type characteristic data of the request;

comparing by the one or more processors executing the
tag based control logic the determined sets of usages of
the 1solated sets of resources collectively against a
group usage quota of the plurality of usage quotas
assigned to the user requesting the first resource; and

dropping by the one or more processors executing the tag
based control logic the request received from the user
of the tenancy to provision the first resource based on
the determined usages of the 1solated sets of resources
exceeding of the group usage quota.
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9. The method according to claim 8, wherein:

the determining the usage comprises determining a usage
of the resources in the tenancy associated with the
resource tag corresponding to the request characteristic
of the request collectively across the plurality of com-
partments;

the comparing comprises comparing the usage deter-
mined collectively across the plurality of compartments
against the plurality of usage quotas of the tenancy; and

the dropping comprises dropping the request to provision
the first resource based on the usage determined col-
lectively across the plurality of compartments exceed-
ing one of the plurality of usage quotas.

10. The method according to claim 8, wherein:

the storing the tag-based quota data comprises storing
tag-based quota data 1n the memory device represen-
tative of a plurality of usage quotas of resource provi-
stioning 1n the tenancy of a corresponding plurality of
resource types of the tenancy;

the receiving the request comprises receiving a request
comprising resource type data representative of a {first
resource type of the requested first resource;

the determinming comprises determining a usage of
resources 1n the tenancy associated with a resource tag
corresponding to the first resource type 1s determined;

the comparing comprises comparing the determined
usage against a first tag-based quota of resource pro-
visioning 1n the tenancy of the first resource type; and

the dropping the request comprises dropping the request
based on the determined usage of resources in the
tenancy associated with the resource tag corresponding
to the first resource type exceeding the first tag-based
quota of the resource provisioning in the tenancy of the
first resource type.

11. The method according to claim 8, wherein:

the storing the tag-based quota data comprises storing
tag-based quota data 1n the memory device represen-
tative of a plurality of usage quotas of resource provi-
sioning 1n the tenancy allocated to a corresponding
plurality of user groups of the tenancy;

the receiving the request comprises receiving a request
comprising resource type data representative of a user
group category assigned to a user of the system request-
ing the first resource;

the determining comprises determining a usage of
resources 1n the tenancy associated with a resource tag
corresponding to the user group category;

the comparing comprises comparing the determined
usage against a first tag-based quota of resource pro-
visioming in the tenancy allocated the user group cat-
egory; and

the dropping the request comprises dropping the request
based on the determined usage of resources in the
tenancy associated with the resource tag corresponding
to the user group category exceeding the first tag-based
quota of resource provisioning in the tenancy allocated
to the user group category.

12. The method according to claim 8, wherein:

the storing the tag-based quota data comprises storing
tag-based quota data 1n the memory device represen-
tative of a tag-based quota of resource provisioning in
the tenancy of a plurality of resource types of the
tenancy allocated to a plurality of user groups of the
tenancy;

the receiving the request comprises receiving a request
comprising resource type data comprising;:
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1) resource type data representative of a first resource
type of the requested first resource; and
11) user group data representative ol a user group
category assigned to a user of the system requesting,
the first resource;:
the determining comprises determining a usage of
resources 1n the tenancy associated with a resource tag
corresponding to the first resource type provisioned to
the first user group category;
the comparing comprises comparing the determined
usage against a first tag-based quota of resource pro-
visioming in the tenancy of the first resource type
allocated to the first user group category; and
the dropping the request comprises dropping the request
based on the determined usage of resources in the
tenancy associated with the resource tag corresponding
to the first resource type provisioned to the first user
group category exceeding the first tag-based quota of
the resource provisioning in the tenancy of the first
resource type allocated to the first user group category.
13. The method according to claim 8, further comprising:
storing tag-based quota data in the memory device rep-
resentative of a tag-based quota of resource provision-
ing 1n the tenancy of a plurality of resource types of the
tenancy allocated to a plurality of user groups of the
tenancy;
receiving a first request to track resource usage of the
tenancy 1s received, the first request comprising request
characteristic data representative of a first user group
category and a {irst resource type;
determining a first usage of resources in the tenancy
associated with a resource tag corresponding to the first
resource type provisioned by the first user group cat-
egory; and
generating resource usage tracking data based on the
determined first usage of the resources 1n the tenancy of
the first resource type provisioned by the first user
group.
14. The method according to claim 8, further comprising:
receiving an override request to provision the first
resource ol the tenancy;
selectively provisioning the first resource based on the
system receiving the override request; and
generating resource usage overage data based on the first
resource being selectively provisioned in response to
the system recerving the override request.
15. A non-transitory computer readable storage medium

having instructions thereon for tag based control of resource
usage 1n an associated cloud infrastructure environment, that
when read and executed by a computer cause the computer
to perform steps comprising:

providing a tenancy in the associated cloud infrastructure
environment by a computer comprising one or more
processors and a memory device operatively coupled
with the computer, the memory device storing tag
based control logic;

storing tag-based quota data 1n the memory device, the
tag-based quota data being representative of a plurality
of usage quotas of resource provisiomng to users of the
tenancy;

providing resources of the tenancy in a plurality of
compartments, wherein each compartment provides
1solation of a set of the resources within the compart-
ment relative to one or more other 1solated sets of the
resources 1n other compartments;

receiving a request from a user of the tenancy to provision
a first resource in the tenancy, the request comprising
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request characteristic data representative of a resource
type of the requested first resource and a user group
category assigned to the user requesting the {irst
resource;

determiming by the one or more processors executing the
tag based control logic usages of the sets of resources
in the tenancy spanning the plurality of compartments
and associated with a resource tag corresponding to the
resource type characteristic data of the request;

comparing by the one or more processors executing the
tag based control logic the determined sets of usages of
the 1solated sets of resources collectively against a
group usage quota of the plurality of usage quotas
assigned to the user requesting the first resource; and

dropping by the one or more processors executing the tag
based control logic the request received from the user
of the tenancy to provision the first resource based on
the determined usages of the 1solated sets of resources
exceeding of the group usage quota.

16. The storage medium according to claim 15, wherein:

the determining the usage comprises determining a usage
of the resources in the tenancy associated with the
resource tag corresponding to the request characteristic
of the request collectively across the plurality of com-
partments:

the comparing comprises comparing the usage deter-
mined collectively across the plurality of compartments
against the plurality of usage quotas of the tenancy; and

the dropping comprises dropping the request to provision
the first resource based on the usage determined col-
lectively across the plurality of compartments exceed-
ing one of the plurality of usage quotas.

17. The storage medium according to claim 15, wherein:

the storing the tag-based quota data comprises storing
tag-based quota data 1n the memory device represen-
tative of a plurality of usage quotas of resource provi-
stoning 1n the tenancy of a corresponding plurality of
resource types of the tenancy;

the receiving the request comprises receiving a request
comprising resource type data representative of a first
resource type of the requested first resource;

the determinming comprises determining a usage of
resources 1n the tenancy associated with a resource tag
corresponding to the first resource type 1s determined;

the comparing comprises comparing the determined
usage against a first tag-based quota of resource pro-
visiomng 1n the tenancy of the first resource type; and

the dropping the request comprises dropping the request
based on the determined usage of resources in the
tenancy associated with the resource tag corresponding
to the first resource type exceeding the first tag-based
quota of the resource provisioning in the tenancy of the
first resource type.

18. The storage medium according to claim 15, wherein:

the storing the tag-based quota data comprises storing
tag-based quota data in the memory device represen-
tative ol a plurality of usage quotas of resource provi-
stoning 1n the tenancy allocated to a corresponding
plurality of user groups of the tenancy;

the receiving the request comprises receiving a request
comprising resource type data representative of a user
group category assigned to a user of the system request-
ing the first resource;

the determining comprises determining a usage of
resources 1n the tenancy associated with a resource tag
corresponding to the user group category;
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the comparing comprises comparing the determined
usage against a first tag-based quota of resource pro-
visionming in the tenancy allocated the user group cat-

egory; and
the dropping the request comprises dropping the request
based on the determined usage of resources in the
tenancy associated with the resource tag corresponding
to the user group category exceeding the first tag-based
quota of resource provisioning in the tenancy allocated
to the user group category.
19. The storage medium according to claim 15, wherein:
the storing the tag-based quota data comprises storing
tag-based quota data 1n the memory device represen-
tative of a tag-based quota of resource provisioning in
the tenancy of a plurality of resource types of the
tenancy allocated to a plurality of user groups of the
tenancy;
the receiving the request comprises receiving a request
comprising resource type data comprising:
1) resource type data representative of a first resource
type of the requested first resource; and
11) user group data representative of a user group
category assigned to a user of the system requesting
the first resource;
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the determining comprises determining a usage of >3

resources 1n the tenancy associated with a resource tag
corresponding to the first resource type provisioned to
the first user group category;

the comparing comprises comparing the determined
usage against a first tag-based quota of resource pro-
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visioning 1n the tenancy of the first resource type
allocated to the first user group category; and

the dropping the request comprises dropping the request
based on the determined usage of resources in the
tenancy associated with the resource tag corresponding
to the first resource type provisioned to the first user
group category exceeding the first tag-based quota of
the resource provisioming in the tenancy of the first
resource type allocated to the first user group category.

20. The storage medium according to claim 15, further

comprising;

storing tag-based quota data in the memory device rep-
resentative of a tag-based quota of resource provision-
ing 1n the tenancy of a plurality of resource types of the
tenancy allocated to a plurality of user groups of the
tenancy;

recerving a first request to track resource usage of the
tenancy 1s received, the first request comprising request
characteristic data representative of a first user group
category and a first resource type;

determinming a first usage of resources in the tenancy
associated with a resource tag corresponding to the first
resource type provisioned by the first user group cat-
egory; and

generating resource usage tracking data based on the
determined first usage of the resources in the tenancy of
the first resource type provisioned by the first user

group.
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