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HISTOGRAM BASED L-SHAPE DETECTION
OF TARGET OBJECTS

FIELD

This disclosure 1s generally directed to object detection
and more specifically to L-shaped object detection.

BACKGROUND

Driver assist systems and autonomous vehicles rely on a
variety of sensing technologies to reliably sense and inter-
pret surroundings. Sensing technologies utilized include
light detection and ranging (LiDAR), radar, and camera-
based systems, working independent or in conjunction with
one another.

LiDAR-based systems operate by generating a light signal
(e.g., laser) and measuring the reflections of the generated
light signals to determine the distance to nearby objects. The
output 1s a point cloud comprised of a plurality of points,
cach point representing a reflection with an object. Subse-
quent analysis 1s required to interpret and i1dentily objects
within the point cloud, including segmentation and cluster-
ing at points to identity target objects. Additional processing
1s utilized to recogmize target objects (e.g., vehicles, tree,

pedestrian, etc.). For example, L-shape fitting 1s utilized to
identify the L-shape commonly associated with vehicles 1n
order to determine the orientation and heading of adjacent
vehicles. However, traditional L-shape clustering suflers
from high computational cost and poor performance when
the target vehicle does not have a well-defined corner or it
the target vehicle includes objects extending out from the
side of the vehicle (e.g., side-view mirrors).

SUMMARY

According to some aspects, a method of detecting
L-shaped target objects within a point cloud includes rotat-
ing a target point cloud through a plurality of rotation angles
and generating at least one weighted histogram for each of
the plurality of rotation angles, wherein the weighted his-
togram includes a first plurality of bins, each bin having a
width defined 1n a first axis, wherein each bin 1s weighted
based on a number of points located within the bin and a
distance between points in a direction perpendicular to a
width of the bin. A score 1s generated for each of the plurality
of rotation angles based on the at least one weighted
histogram and determining whether a target point cloud 1s
L-shaped based on the generated scores.

According to another aspect, a method of determining a
pointing angle of a target object includes receiving a target
point cloud representing at least a portion of the target
object, the target point cloud comprised of a plurality of
points defined by a distance from a sensor. The target point
cloud 1s rotated through a plurality of rotation angles. A first
weighted histogram and a second weighted histogram 1s
generated for each of the plurality of rotation angles,
wherein the first weighted histogram includes a first plurality
of bins, each bin having a width defined in an x-axis,
wherein the second weighted histogram includes a second
plurality of bins, each bin having a width defined 1n a y-axis,
wherein each bin 1s weighted based on a number of points
located within the bin and a distance between points 1n a
direction perpendicular to a width of the bin. A score is
generated for each of the plurality of rotation angles based
on the first weighted histogram and the second weighted
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2

histogram. The pointing angle of the target object 1s 1den-
tified based on the scores generated for each of the plurality
of rotation angles.

According to some embodiments, an L-shaped target
detection system includes a sensor and a controller. The
sensor 1s configured to generate a point cloud comprised of
a plurality of points generated with respect to targets located
proximate to the sensor, wherein points associated with a
particular target comprise target point clouds. The controller
1s configured to receive the point cloud generated by the
sensor and 1s further configured to rotate the target point
cloud through a plurality of rotation angles. The controller
generates a first weighted histogram and a second weighted
histogram for each of the plurality of rotation angles,
wherein the first weighted histogram includes a first plurality
of bins, each bin having a width defined in an x-axis,
wherein the second weighted histogram includes a second
plurality of bins, each bin having a width defined 1n a y-axis,
wherein each bin 1s weighted based on a number of points
located within the bin and a distance between points 1n a
direction perpendicular to a width of the bin. The controller
generates a score for each of the plurality of rotation angles
based on the first weighted histogram and the second
weilghted histogram and 1dentifies the pointing angle of the
target object based on the scores generated for each of the

plurality of rotation angles.

DESCRIPTION OF THE DRAWINGS

FIG. 1a 1s a top view of a point cloud generated by one
or more sensors located on the front bumper of a vehicle
according to some embodiments; FIG. 15 1s a top view of the
point cloud generated by one or more sensors that includes
bounding boxes generated with respect to target objects
according to some embodiments.

FIG. 2 1s a block diagram of a LiDAR-based object
detection system according to some embodiments.

FIG. 3 1s a flowchart 1llustrating histogram-based L-shape
detection according to some embodiments.

FIG. 4 1s a flowchart illustrating two-stage histogram-
based L-shape detection according to some embodiments.

FIG. 5 1s a flowchart illustrating steps implemented by the
controller to 1dentify the bounding box associated with a
target object according to some embodiments.

FIG. 6 1s a three-dimensional chart i1llustrating visually a
point cloud associated with an exemplary target and the
boundary points extracted according to some embodiments.

FIG. 7a 1s a graph 1llustrating the a target point cloud and
extracted boundary points at a given rotational angle; FIG.
7b 1s the weighted y-axis histogram generated 1n response to
boundary points shown i FI1G. 7a; FIG. 7c¢ 1s the weighted
x-axis histogram generated in response to boundary points
shown 1 FIG. 7a; and FIG. 7d 1s a chart 1llustrating scores
associated with weighted histograms generated at a plurality
of rotation angles.

FIG. 8a 1s a graph 1llustrating the a target point cloud and
extracted boundary points at a given rotational angle; FIG.
8b 1s the weighted y-axis histogram generated 1n response to
boundary points shown 1n FIG. 8a; FIG. 8¢ 1s the weighted
x-axis histogram generated in response to boundary points
shown 1n FIG. 8a; and FIG. 84 1s a chart illustrating scores
associated with weighted histograms generated at a plurality
of rotation angles.

DETAILED DESCRIPTION

For autonomous and semi-autonomous vehicles, a variety
of different sensors are utilized to scan the environment
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surrounding the vehicle. For example, LiDAR-based sys-
tems generate light pulses that reflect from adjacent objects
thereby providing information regarding the distance from
the sensor to the point of the reflection. Each reflection
resulting in a point defined 1n three-dimensional space, the
plurality of points making up a point cloud that represents
the environment surrounding the vehicle. Processing of the
point cloud may include clustering adjacent points in order
to 1dentily target point clouds, each target point cloud
represents a target object (e.g., vehicle). As part of the
process of 1dentifying objects, determining the direction the
target objects are pointing 1s 1mportant (1.e., orientation or
pointing angle of the target). The orientation 1s oftentimes
determined by assuming a rectangular shape of vehicles and
looking 1n particular for the L-shape or corner associated
with a vehicle. The pointing angle of a target object refers to
the angle parallel to the body side of the target object
(assuming the target object 1s a vehicle) and pointing to the
front of the vehicle.

For target objects lacking a well-defined corner, L-shape
detection may be diflicult. Accordmg to some embodiments,
a weighted histogram approach is utilized to determine
whether a target object 1s L-shaped and further to detect the
pointing angle of the target object. In some embodiments,
this includes extracting a plurality of boundary points from
the target pomnt cloud. In general, the extracted boundary
points approximate the outline of the target object. The
orientation of the boundary points 1s rotated about a point,
and at each rotation angle the points are organized 1nto a first
welghted histogram (e.g., x-axis histogram) and a second
weighted histogram (e.g., y-axis histogram). The first
weilghted histogram includes a first plurality of bins, each
bin having a width defined along the x-axis, wherein the
second weighted histogram includes a second plurality of
bins, each bin having a width defined along the y-axis. Each
bin 1s weighted based on a number of points located within
the bin and a distance between points 1n a direction perpen-
dicular to a width of the bin. A bin having a high number of
points spread over a large distance in a direction perpen-
dicular to the bin indicates a large number of approximately
aligned points. If both weighted histograms have a bin with
these characteristics at a particular angle of rotation, this
indicates the presence of an L-shape.

FIG. 1a 1s a top view of a point cloud generated by one
or more sensors located on the front bumper of a vehicle
100, and projected 1into world coordinate system, according
to some embodiments. FIG. 15 1s a top view of the same
point cloud following detection of L-shaped target objects
and generation ol bounding boxes around detected target
objects. In the embodiment shown in FIG. 1a, the point
labeled 100 represents the location of the vehicle and line
102 represents the heading and speed of the vehicle 100. The
vehicle 100 includes a one or more sensors (not shown)
utilized to scan the surrounding environment and generate
the point cloud illustrated. In the view shown 1n FIG. 1a, the
plurality of points has been organized into clusters of target
objects, mncluding a plurality of target objects 104a-104¢
(collectively 104), 105a-1055 (collectively 105) and 106a-
106¢ (collectively 106). In this example, target objects 104
are each comprised of a plurality of points located 1 a
definite L-shape, and objects 105 are each comprised of
points organized along a single straight line (a special case
of L-shape). In contrast, target objects 106 are each com-
prised of a plurality of points not organized into any definite
shape. The L-shaped target objects 104 are likely represen-
tative of vehicles, target object 105 are likely representative
of guardrails, whereas the plurality of target objects 106 are

10

15

20

25

30

35

40

45

50

55

60

65

4

likely not representative of vehicles or guardrails, but rather
are likely road-side vegetation or other indefinite surface.
Methods described herein are utilized to analyze the plural-
ity of target objects 104, 105, and 106 to determine whether
a target object 1s L-shaped and, 11 so, determine the pointing
angle of the L-shaped object. For example, 1n the embodi-
ment provided in FIG. 15, the point clouds associated with
cach of the target objects 104, 105, and 106 are analyzed and
those having a defined L-shape (namely, target objects 104
and 105) are i1dentified as such. Target objects not charac-
terized by a defined L-shape, such as target objects 106 are
similarly identified as such. In some embodiments, bound-
ing boxes are drawn around the objects and orientations of
the target objects are defined based on the previous deter-
minations. For example, those target objects defined by an
L-shape are shown with solid bounding boxes (e.g., target
objects 104 and 105), wherein the orientation of the bound-
ing box 1s rotated by the optimal orientation/pointing angle
determined based on the analysis utilized to detect the
L-shape. In some embodiments, a determination of whether
an L-shaped object (e.g., 104 or 105) represents a vehicle or
some other L-shaped object such as a guardrail 1s deter-
mined downstream based on additional inputs (e.g., speed,
s1ze, heading of the L-shaped object). Those target objects
not defined by an L-shape are shown with a dashed bounding
box (e.g., target objects 106). In some embodiments, for
objects not defined by an L-shape, the orientation of the
object may be set equal to the orientation of the host vehicle.

In the top view shown 1n FIGS. 1a and 15, the point cloud
1s projected onto a coordinate system. For example, 1n some
embodiments the coordinate system 1s a world coordinate
system that originates from host vehicle’s starting point. In
the example provided in FIGS. 1a and 15, object 1045
(likely a vehicle) has an orientation relatively similar to that
of the host vehicle 100, which suggests that the target object
10456 1s traveling parallel to the host vehicle 100 1 an
adjacent lane. In contrast, the orientation of target object
1044 1s noticeably diflerent, suggesting lane-changing/
merging maneuvers. In contrast, object 106a does not have
distinguishable L-shape, and the orientation of which 1is
assigned to the ‘default value’ (the host vehicle’s orienta-
tion), and marked diflerently from those with L-shape.

Referring now to FIGS. 2-4, a system and various meth-
ods of determining the pointing angle of target objects 1s
illustrated. In particular, FIG. 2 1s a block diagram of a
L1iDAR-based object detection system 200, which includes
one or more sensors 202a, 2025, . . . 202N (collectively,
sensors 202) and a controller 204. In some embodiments, the
one or more sensors 202 are LiDAR sensors that operate by
generating a light beam and monitoring reflections from
distant objects. In other embodiments, sensors 202 may be
radar sensors, cameras, or other devices capable of capturing,
information associated with the surrounding environment.
The one or more sensors 202 provide as an output a point
cloud comprised of a plurality of points located 1n three-
dimensional space. Controller 204 receives the point cloud
or plurality of point clouds. In some embodiments, control-
ler 204 performs clustering of points within the point cloud
to 1dentily target objects. In other embodiments, each of the
one or more sensors 202 provides some processing/analysis
ol collected point clouds.

For the sake of simplicity, 1t 1s assumed that points have
already been segmented or clustered into target point clouds,
cach target point cloud representing a target object. Based on
the target point clouds, controller 204 determines whether
the target object 1s L-shaped and 1t so determines the
pointing angle of the target object. In some embodiments,
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controller 204 may also determine the bounding box that
defines the space occupied by the target object.

According to some embodiments, FIG. 3 1llustrates steps
implemented by controller 204 to determine whether a target
object 1s L-shaped and further to determine the pointing
angle of the target object. At step 302, the point cloud 1s
received. As discussed above, in some embodiments con-
troller 204 receives and aggregates points clouds measured
by one or more sensors (e.g., LIDAR sensors), and applies
clustering techniques to idenfify target point clouds repre-
senting target objects. In other embodiments, at least some
of the processing of the poimnt cloud 1s provided by the
sensors 202, wherein controller receives target point clouds
representing target objects. At step 302, 1t 1s assumed that the
received point cloud has already been clustered mto a
plurality of target point clouds. For example, referring to the
example provided in FIG. 1a, a target point cloud may
comprise of the plurality of points associated with target
object 104a. At this stage, no determination has been made
that the target point cloud includes an L-shaped boundary,
and further no determination has been made regarding
pointing angle or bounding box associated with the target
point cloud.

In some embodiments, at step 304 boundary points are
extracted from the target point cloud. Extracting boundary
points provides downsampling of the target point cloud,
reducing the number of points and therefore computational
complexity of subsequent analysis. For example, FIG. 6
1llustrates a target point cloud comprised of a plurality of
points detected with respect to a target object (in this case,
a vehicle). Boundary point extraction includes selecting a
subset of points (in this example, indicated by large dots
labeled “Boundary Points™) that accurately represent the
shape of the target object. It 1s desirable when extracting
boundary points to extract the mimmimum number of points
required while still maintaining sufficient 1nformation
regarding the shape of the target object.

In some embodiments, boundary points are extracted by
dividing a target point cloud into a plurality of small angular
sections defining an angular resolution 9 and then selecting
a representative point from each of the small angular sec-
tions. In some embodiments, the small angular section 1s
provided 1n two-dimensional space, such as at a particular
azimuth angle (e.g., horizontal angle) relative to the sensor
coordinate system. In some embodiments, the angular reso-
lution 9 1s fixed. In other embodiments, the angular resolu-
tion O 1s variable. In some embodiments, the angular reso-
lution O varies based on the distance of the points from the
sensors, wherein the angular resolution 0 1s decreased for
points located farther from the sensor (where the object
covers a smaller angular range and points are more sparse)
and the angular resolution 0 1s increased for points located
closer to the sensor (where the object covers a larger angular
range and points are more densely spaced). For example, in
one embodiment the angular resolution 0 1s determined
based on the following equation:

: dresa
= mr{gmr’n: : ]
d:;zfn

wherein 0 . 1s the minimum azimuth angular resolution,
d_. 1s the desired distance between adjacent boundary
points, and d . * is the minimum distance to the sensor of a
given target point cloud 1. In one example, the minimum

azimuth angular resolution 0_ . 1s set to a value of approxi-

Eq. (1)
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6

mately 0.3° (1.e., 0.005 radians), and the desired distance
between adjacent boundary points 1s set to a value of 0.2
meters (m). In this way, as the mimnimum distance to a given
target point cloud increases, the term

dresa
df

I

decreases, wherein if this term decreases to a value less that
0_. then the term

dresa
d:’

I

dictates the angular resolution of the boundary point extrac-
fion, and the angular resolution 1s likewise decreased to
accommodate the lack of point density at greater distances.
In some embodiments, within a particular angular section
the point representing a minimum distance to the sensors 1s
selected as representative of a boundary of the target object.
In this way, a single point 1s extracted from each angular
section. In some embodiments, extracted boundary points
only include x and y values, wherein the vertical or z aspect
of the points 1s not included. Because subsequent analysis 1s
based on 1dentifying the L-shaped geometry of the target
object (from a top view perspective), the z component of the
points 1s not required. In other embodiments, however,
extracted points may include x, y, and z components. In
some embodiments, target pomnt clouds may be analyzed
without downsampling of the target point cloud (1.e., without
extraction of boundary points), although this 1s computa-
tionally more expensive.

In some embodiments, the process for extracting bound-
ary points allows for the utilization of a plurality of beams—
utilized by LiDAR sensors—scanning across multiple
planes to be utilized, while preserving the shape of the target
object. In some embodiments, this 1s a result of flattening the
plurality of points into the x-y plane (1gnoring the z com-
ponent of the points).

At step 306 an mitial rotation angle 1s selected. As
described 1n more detail below, the target point cloud (or at
least the extracted points associated with the target point
cloud) 1s rotated through a plurality of angles, with histo-
grams generated at each angle utilized to locate the L-shape
geometry of the target point cloud. In some embodiments,
the target point cloud 1s rotated over 90°. In some embodi-
ments, the itial rotation angle may be set to 0°. For
example, FIG. 7a 1llustrates a target point cloud (comprised
of a plurality of smaller points) as well as extracted bound-
ary points (larger points) mnitialized to a first rotation angle.
FIG. 8a illustrates the same target point cloud shown 1n FIG.
7a, but rotated to a second or subsequent rotation angle. In
some embodiments, the target point cloud 1s rotated about a
midpoint selected based on the plurality of points (or at least
based on the plurality of extracted points) associated with
the target object. For example, 1n some embodiments, the
plurality of points are centered around pomnts (X_... v, ..},
wherein

Xomin T Xmax Ymin T Ymax Eq (2)

Xmid = s Vid =
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Rotating about the point x_., and y_ ., as calculated 1n Eq.
(2) results 1n the x and vy values of the target point cloud

being bounded within the range of [-dist ., dist__ ],
wherein
diStmcH:v (xma}i_xmin)2+@ma}{_ynﬁﬂ)2’/ 2 Eq (3 )

At step 308 a weighted histogram i1s generated at a
selected rotation angle. In some embodiments, generation of
a weighted histogram includes generation of a first weighted
histogram and generation of a second weighted histogram.
The first weighted histogram 1s generated based on the
distribution of points along the x-axis, and the second
weilghted histogram 1s generated based on the distribution of
points along the y-axis. In some embodiments, the bins of
the histograms are selected to range from —dist, __to dist__ .
In some embodiments, the bin widths are fixed. For
example, each bin may be defined to have a width of
approximately 0.1 meters (m). In this embodiment, the
number of bins 1s varniable and 1s based on the range of
—cist___ to dist_ . In other embodiments, the number of
bins 1s fixed, and the width of each bin i1s determined by
dividing the range —dist___to dist___ by the fixed number of
bins. In some embodiments, the index of a particular bin (for
example, 1n the x direction) of a given point 1s calculated by

the following equation:

Eg. (4)

with a similar equation being utilized to calculate the index
of a given point 1n the y direction. In this way, points are
assigned to bins.

In addition to assigning points to bins, each bin 1s
welghted based on a combination of number of points 1n the
bin and distance spanned 1n a perpendicular direction of all
points assigned to a particular bin. In some embodiments,
the score 1s calculated using the following equation:

idx'=round((x’-(-dist,__. )/ w,,,

Eq. (5)

Wherein count’t is the number of points within the bin j in
the x direction, and y__7-y__7 is the distance in the y
direction spanned by the all the points located in the bin j.
The score for the bins associated with the second weighted
histogram are calculated 1n a similar way. The largest scores
are generated wherein a bin has a large number of points 1n
a particular bin 1n combination with a large distance spanned
by the points 1n the perpendicular direction. For some bins,
if only a single point i1s located in the bin, the distance
spanned by points in the perpendicular direction will be zero
becausey, andy, . will be equal to one another, resulting
in a score of zero with respect to that bin. For example, FIG.
7b 1llustrates the first weighted histogram generated in
response to the distribution of points along they axis as
shown in FIG. 7a, and FIG. 7c¢ illustrates the second
weilghted histogram generated 1n response to the distribution
of points along the x axis as shown in FIG. 7a. In this
example, each bin in both the x and vy directions includes a
few points (but none are densely populated) and the span of
points 1n the perpendicular direction are not large. As a
result, a number of bins have scores ranging from 0 to 7 (in
the y direction) and O to 0.8 1n the (x direction). In contrast,
the scores of the bins shown in FIGS. 86 and 8¢ (generated
with respect to the rotation of the target point cloud shown
in FIG. 8a) are very high at particular bin locations. For
example, with respect to the bins shown 1 FIG. 85 taken
along the y axis, the bin location having a width between 0.7
and 0.8 along the vy axis includes a number of extracted
boundary points (~12), and these points span from approxi-
mately —1.5 m to 1.5 m (span of 3 meters) in the perpen-

J= J¥ J_ J
score /=count /*(y,_ /-y _.7)
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dicular direction (e.g., the x direction). As a result, the score
generated for this bin would be the number of points (e.g.,
12) multiplied by the span of points 1n the perpendicular
direction (e.g., 3 m), for a total score of 36. However, most
of the other bins shown in FIG. 86 are equal to zero due to
only a single point being located 1n each bin and therefore
no distance spanned 1n a perpendicular direction. The result
1s a well-defined peak 1n the graph shown in FIG. 8. A
similar calculation 1s performed for bins extending in the x
direction as shown in FIG. 8¢, with a corresponding well-
defined peak corresponding with the bin extending from
—-1.9 to 2.0 1n the x direction.

At step 310, a net score 1s calculated based on the first and
second weighted histograms generated at a particular angle
of rotation. In some embodiments, the net score calculated
1s simply the sum of the largest score from the first weighted
histogram and the largest score from the second weighted
histogram at a given angle of rotation. For example, FIG. 84
illustrates the scores generated at a plurality of angles of
rotation, with the point labeled 820 representing the score of
the rotation angle shown in FIG. 7a and the point labeled
822 representing the score of the rotation angle shown 1n
FIG. 8a. In this case, the point labeled 820 has a net score
of approximately 7.8, resulting from the sum of the largest
score from the first weighted histogram from FIG. 75
(approximately 7) and the largest score from the second
weighted histogram from FI1G. 7¢ (approximately 0.8). Simi-
larly, the point labeled 822 has a net score of approximately
45, resulting from the sum of the largest score from the first
weighted histogram from FIG. 86 (approximately 36) and
the largest score from the second weighted histogram from
FIG. 8¢ (approximately 9). In other embodiments, the net
score based on the first weighted histogram and the second
weilghted histogram may utilize the scores from other bins.

At step 312 a determination 1s made whether a sutlicient
number of angles of rotation have been traversed. In some
embodiments, because the shape to be recognized 1is
L-shaped, a traversal of 90° of rotational angles 1s suflicient
to find an L-shaped object. In the event the target point cloud
has not been rotated more than the threshold amount, then at
step 314 the rotation angle 1s incremented (1.e., the target
point cloud 1s rotated by the incremented amount) and the
process ol generating weighted histograms for the rotated
point cloud continues at step 308. In some embodiments, the
increment to the rotation angle 1s fixed (e.g., 5°). In other
embodiments, increments may vary based on the output of
previously calculated weighted histograms. In other embodi-
ments, a binary search may be utilized to locate the optimal
orientation ol the L-shaped object. As described 1n more
detail with respect to FIG. 4, in some embodiments the
method 1ncludes utilizing coarse increments (e.g., 5°) during,
a first, coarse analysis of point clouds, and utilizing fine
increments (e.g., 1°) to provide additional precision 1n
determining the pointing angle.

If a suflicient number of angles of rotation have been
traversed, then at step 316 a determination 1s made regarding
whether the target object 1s L-shaped. In some embodiments,
this includes selecting the highest net score generated at step
310 and comparing the score to a threshold value. In some
embodiments, the determination at step 316 includes deter-
mining the number of rotation angles resulting 1n a net score
constituting a certain percentage (e.g., 80%) of the maxi-
mum net score measured. For example, for a set of given net
scores measured over the plurality of angles of rotation (for
example, as shown 1n FIG. 84), the maximum score 1s noted
(in this example, the maximum score 1s approximately
forty-five), and a subsequent determination 1s made whether
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any of the other scores are within the threshold percentage
of the determined maximum (e.g., 80% of forty-five, or
approximately thirty-six). In this case, because the target
point cloud 1s relative L-shaped, none of the other rotation
angles generated a net score of thirty-six or more and
therefore no rotation angles are identified as within a certain
percentage of the maximum score. Those angles of rotation
resulting 1n a net score that 1s within a certain percentage of
the maximum score measured are included within a count

n .. and the angular uncertainty associated therewith 1s
calculated as follows:

Eg. (6)

where m 1s the increment between adjacent angles of rota-
tion. In some embodiments, the uncertainty u 1s compared to
an uncertainty threshold U, __, wherein 1f the uncertainty u
1s greater than the threshold Urges the target object is
identified as not L-shaped. For example, 1n some embodi-
ments the uncertainty threshold U, __1s assigned a value of
approximately 10°. As a result, 1f at a plurality of angles of
rotation a plurality of relatively similar scores are generated
without a clearly defined peak, this i1s indicative that the
target object 1s not 1n fact L-shaped. In some embodiments,
if the target 1s 1dentified as not L-shaped, then at step 320 the
pointing angle of the shape 1s either identified as a null value
(1.e., no value assigned) or 1s assigned the pointing angle of
the vehicle (1.e., assigned the same orientation as the heading
of the vehicle).

In some embodiments, additional features may be utilized
to determine whether a target object 1s L-shaped (or 1s
L-shaped 1n the way indicative of a vehicle). For example,
in some embodiments 11 the number of points associated
with a target object 1s less than a threshold value, a deter-
mination 1s made that insuflicient information 1s available to
determine whether the target object 1s L-shaped. For
example, 1 the target point cloud 1s comprised of less than
10 points, then the target object may be i1dentified as not
having an L-shape indicative of a vehicle. In other embodi-
ments, 11 the points included 1n the target point cloud span
a distance less than a threshold value (1.e., dim _<2.5 meters
and dim, <2.5 meters), then a determination 1s made that the
target object 1s not L-shaped or at least not L-shaped n a
way that 1s indicative of a vehicle.

If at step 316 a determination 1s made that the target 1s
[-shaped, then at step 318 the pointing angle 1s selected
based on the angle of rotation that resulted in the largest
score. For example, as shown 1n FIG. 8d, the pointing angle
1s determined based on the angle of rotation corresponding
with the highest score (e.g., approximately 5°). It the target
object 1s 1dentified as not L-shaped at step 316, then at step
319 a default pointing angle may be assigned to the target.
In some embodiments, the default pointing angle may be the
orientation of the host vehicle. In other embodiments, the
default pointing angle may be assigned based on the angle
of rotation that resulted in the largest score despite a
determination that the weighted histogram does not repre-
sent an L-shape. However, 1n either case the target object 1s
identified as not L-shaped. For example, subsequent analysis
of target objects 1dentified as not L-shaped may be assumed
to represent objects other than vehicles and treated accord-
ingly.

At step 320 the pointing angle associated with the target
object (whether L-shaped or not) i1s provided along with
other information about the object (e.g., L-shaped) for
post-processing of the target object. This may include gen-
eration of bounding boxes defining the boundaries of the
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target object (described 1n more detail with respect to FIG.
5, below) as well as target tracking (e.g., motion, heading,
speed, etc.).

FIG. 4 1s a flowchart illustrating 1n more detail an embodi-
ment 1n which rotation of the point cloud and calculation of
weilghted histograms at each angle of rotation i1s bifurcated
into two stages; a first, coarse adjustment of the angles of
rotation described at steps 402 to 410 followed by a second,
fine adjustment of the angles of rotation 1nitialized based on
the outcome of the coarse adjustments as described at steps
412 to 422.

The first coarse adjustment of the angles of rotation
begins at step 402 by inmitializing the first angle of rotation.
As described with respect to FIG. 3, the mitial rotation angle
selected may be set to a predetermined value (e.g., 0°). In
other embodiments, the rotation angle may be 1mitialized to
a value operating as a best guess regarding the expected
rotation angle, or to an angle that places the best guess of the
expected rotation angle within the range of values to be
traversed. For example, 1t 1t 1s expected that the angle of
rotation of the L-shaped objects will be equal to approxi-
mately 0°, then the angle of rotation may be mitialized to a
value of —-45° with an expectation that the angles of rotation
will be traversed from —45° to 45° for a total of 90°.

At steps 404 and 406 first and second weighted histo-
grams are generated at the selected rotation angle and scores
are calculated based on the weighted histograms as
described with respect to FIG. 3 above.

At step 408 a determination 1s made whether the desired
angles of rotation have been traversed. As described above,
in some embodiments the range of rotation angles to be
traversed 1s equal to approximately 90°. In other embodi-
ments, other thresholds may be utilized. If the desired angles
of rotation have not been traversed, then at step 410 the
angle of rotation 1s mncremented by a coarse increment and
the process repeats. For example, in some embodiments the
coarse adjustment may be approximately 5°. This limits the
number of 1terations required to traverse the desired angles
of rotation. For example, if the coarse increment 1s 5° and
the desired angles of rotation to be traversed 1s approxi-
mately 90°, then the process only requires eighteen itera-
tions.

At step 412, the second, fine adjustment of angles of
rotation are initialized to a value selected based on the
results of the first stage. In particular, the angle of rotation
that resulted 1n the highest net score 1s utilized to 1mtialize
the second stage. In some embodiments, the angle of rota-
tion 1s 1nitialized to the coarse angle providing the highest
net score less a value m, wherein m has a magnitude equal
to the coarse increment less the fine increment (e.g., m=4 for
a coarse increment of 3° and a fine increment of 1°). For
example, 1f the coarse angle of rotation that provided the
highest aggregate score was equal to 20° (with 5° incre-
ments), then the second stage may be initialized to a value
of 16° with the expectation that the angle of rotation will be
traverse from 16° to 24° by 1° increments.

At steps 414 and 416 first and second weighted histo-
grams are generated at the selected rotation angle and scores
are calculated based on the weighted histograms as
described above.

At step 418 a determination 1s made whether the angles of
rotation have been traversed. For example, 1f the angle of
rotation 1s mitialized to a value of 16°, and 1s expected to
traverse angles of rotation 1n 1° increments up to 24°, then
at step 418 a determination 1s made whether an angle of 24°
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has been reached. If the angles of rotation have not been
traversed, then the angle of rotation 1s finely incremented at

step 420.

At step 422, the weighted histograms and scores gener-
ated at steps 414-420 are utilized to determine whether the
target object 1s L-shaped and the pointing angle of the target

object. A benefit of the method described with respect to
FIG. 4 1s that the total number of 1iterations that need to be
analyzed may be reduced while providing the desired pre-
cision associated with detecting the angle of rotation of the
target object.

Referring now to FIG. 5, a flowchart 1s provided that
illustrates steps performed to 1dentity a bounding box asso-
ciated with a target object according to some embodiments.
The method receives the pointing angle and target point
cloud as mputs, wherein the pointing angle 1s determined
using the methods described with respect to FIG. 3 or 4.

At step 502 the target point cloud 1s rotated based on the
received pointing angle. For example, 1n some embodiments
if the pointing angle 1s determined to be O then the target
point cloud 1s rotated by the angle —0. In some embodi-
ments, the entire target point cloud 1s rotated, not just the
boundary points extracted for purposes of building the
welghted histograms and determining the pointing angle as
discussed with respect to FIGS. 3 and 4. In other embodi-
ments, only the extracted points are rotated an utilized for
generating the boundary box.

At step 504, limit values are calculated 1n the x and vy
directions based on the target point cloud. For example, this
includes identitying the valves x_. . x__ .y . andy_ .
wherein x_ . 1s the minimum x value within the target point
cloud, x,_ _ 1s the maximum x value within the target point,
and so on.

At step 506, extensions are calculated 1 the x and vy
directions based on differences 1n the limit values. For
example, extensions in the x direction are calculated based
on the difference in the x__and x_ . values and extensions
in the y direction are calculated based on the difference 1n
they __andy_ . values. The extensions can be utilized to

define the location of the comers of the rotated target object.
For example, the four corners of the L-shaped object are

d@ﬁﬂ@d by (sz'ﬂﬂ sz'ﬂ): (sz'ﬂ! ymax): (Xmax! ymz’n)! Elnd (Xmax!

Y max)-
At step 508, the four corners of the L-shaped object are

rotated based on the determined pointing angle to locate the
bounding box relative to the vehicle. The rotated bounding,
box 1s provided as an output. For example, in the embodi-
ment shown 1n FIG. 15, a plurality of bounding boxes are
illustrated 1n the world coordinate system, wherein the
bounding boxes describe the physical space occupied by the
target object. In some embodiments, bounding boxes are
generated for target objects regardless of whether the target
objects are identified as L-shaped or not. However, 1n the
embodiment shown 1n FIG. 15, bounding boxes associated
with L-shaped target objects are i1dentified as such (solid
lines) while bounding boxes associated with non-L-shaped
objects are 1dentified as non-L-shaped (e.g., dashed lines). In
addition, the pointing angles associated with L-shaped target
objects are determined based on the angle of rotation that
generated the highest score. As discussed above, 1 some
embodiments the pointing angle of non-L-shaped target
objects 1s set to a default value.

In this way, the disclosure provides a system and method
of identiiying whether target objects are L-shaped and, 11 so,
identifying the pointing angle of the target object 1n a
computationally eflicient manner.
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While the invention has been described with reference to
an exemplary embodiment(s), it will be understood by those
skilled 1n the art that various changes may be made and
equivalents may be substituted for elements thereot without
departing from the scope of the invention. In addition, many
modifications may be made to adapt a particular situation or
material to the teachings of the mvention without departing
from the essential scope thereof. Therefore, it 1s intended
that the invention not be limited to the particular embodi-

ment(s) disclosed, but that the mmvention will include all
embodiments falling within the scope of the appended
claims.

Discussion of Possible Embodiments

The following are non-exclusive descriptions of possible
embodiments of the present invention.

In some aspects, a method of determining a pointing angle
of a target object includes receiving a target point cloud
representing at least a portion of the target object, the target
point cloud comprised of a plurality of points defined by a
distance from a sensor. The target point cloud 1s rotated
through a plurality of rotation angles and a first weighted
histogram and a second weighted histogram 1s generated for
cach of the plurality of rotation angles, wherein the first
welghted histogram includes a first plurality of bins, each
bin having a width defined 1n an x-axis, wherein the second
weighted histogram includes a second plurality of bins, each
bin having a width defined 1n a y-axis, wherein each bin 1s
weighted based on a number of points located within the bin
and a distance between points 1n a direction perpendicular to
a width of the bin. A score 1s generated for each of the
plurality of rotation angles based on the first weighted
histogram and the second weighted histogram. The pointing
angle of the target object 1s 1dentified based on the scores
generated for each of the plurality of rotation angles.

The method of the preceding paragraph can optionally
include, additionally and/or alternatively any, one or more of
the following {features, configurations and/or additional
components.

For example, in some embodiments the method may
further include extracting boundary points from the target
point cloud, wherein the first weighted histogram and sec-
ond weighted histogram generated at each of the plurality of
rotation angles 1s generated based on the extracted boundary
points.

In some embodiments, extracting boundary points from
the target point cloud may include dividing the target point
cloud into a plurality of angular sections, wherein extraction
of boundary points includes selecting a single point from
cach angular section.

In some embodiments, selecting the single point from
cach angular section may include selecting a point with a
minimum distance from the sensor.

In some embodiments, the plurality of rotation angles
may span approximately 90 degrees.

In some embodiments, rotating the target point cloud
through a plurality of rotation angles further may further
include coarsely rotating the target point cloud through a
first plurality of rotation angles, each separated by a first
angle and finely rotating the target point cloud through a
second plurality of rotation angles, each separate by a
second angle, wherein the second plurality of rotation angles
are based on scores generated by the first plurality of rotation
angles.

In some embodiments, determining 11 the target object 1s
L-shaped may be based on the score generated at each of the
plurality of angles of rotation.
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In some embodiments, 1f the target object 1s determined to
be L-shaped, then the target object may be assigned a
pointing angle based on the scores generated at each of the
plurality of rotation angles.

In some embodiments, determining 11 the target object 1s
[-shaped may include calculating an uncertainty value asso-
ciated with the target object based on the scores generated
with respect to each of the plurality of rotation angles.

In some embodiments, the method may further include
calculating a bounding box associated with the target object
based on the identified pointing angle.

According to another aspect, an L-shaped target detection
system includes a sensor and a controller. The sensor 1s
configured to generate a point cloud comprised of a plurality
of points generated with respect to targets located proximate
to the sensor, wherein points associated with a particular
target comprise target point clouds. The controller 1s con-
figured to receive the point cloud generated by the sensor,
wherein the controller 1s configured to rotate the target point
cloud through a plurality of rotation angles. The controller
generates a first weighted histogram and a second weighted
histogram for each of the plurality of rotation angles,
wherein the first weighted histogram includes a first plurality
of bins, each bin having a width defined in an x-axis,
wherein the second weighted histogram includes a second
plurality of bins, each bin having a width defined 1n a y-axis,
wherein each bin 1s weighted based on a number of points
located within the bin and a distance between points 1n a
direction perpendicular to a width of the bin. The controller
generates a score for each of the plurality of rotation angles
based on the first weighted histogram and the second
weighted histogram. The controller identifies the pointing
angle of the target object based on the scores generated for
cach of the plurality of rotation angles.

The system of the preceding paragraph can optionally
include, additionally and/or alternatively any, one or more of
the following {features, configurations and/or additional
components.

For example, in some embodiments the sensors may be

light detection and ranging (LiDAR) sensors.
In some embodiments, the controller may be further
configured to extract boundary points ifrom the target point
cloud, wherein the first weighted histogram and second
weighted histogram generated at each of the plurality of
rotation angles 1s generated based on the extracted boundary
points.

In some embodiments, extracting boundary points from
the target point cloud may include dividing the target point
cloud into a plurality of angular sections, wherein extraction
of boundary points includes selecting a single point from
cach angular section.

In some embodiments, the controller may be configured
to rotate the target point cloud through a first plurality of
rotation angles, each separated by a {first coarse increment
and rotate the target point cloud through a second plurality
of rotation angles, each separated by a second fine incre-
ment, wherein mitialization of the second plurality of rota-
tion angles 1s based on scores generated by the first plurality
of rotation angles.

In some embodiments, the controller may be configured
to determine 11 the target object 1s L-shaped based on the
score generated at each of the plurality of angles of rotation.

In some embodiments, the controller may be configured
to determine if the target object 1s L-shaped by calculating,
an uncertainty value associated with the target object based
on the scores generated with respect to each of the plurality
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of rotation angles, wherein the target 1s identified as
L-shaped if the uncertainty value 1s less than a threshold.

According to another aspect, a method of detecting
L-shaped target objects within a point cloud may include
rotating a target point cloud through a plurality of rotation
angles and generating at least one weighted histogram for
cach of the plurality of rotation angles. The weighted
histogram includes a first plurality of bins, each bin having
a width defined 1n a first axis, wherein each bin 1s weighted
based on a number of points located within the bin and a
distance between points in a direction perpendicular to a
width of the bin. The method further includes generating a
score for each of the plurality of rotation angles based on the
at least one weighted histogram and determining whether a
target point cloud 1s L-shaped based on the generated scores.

The method of the preceding paragraph can optionally
include, additionally and/or alternatively any, one or more of
the following {features, configurations and/or additional
components.

For example, 1n some embodiments generating at least
one weighted histogram may include generating a first
welghted histogram and a second weighted histogram for
cach of the plurality of rotation angles, wherein the first
welghted histogram includes a first plurality of bins. Each
bin having a width defined 1n an x-axis, wherein the second
weighted histogram includes a second plurality of bins, each
bin having a width defined 1n a y-axis, wherein each bin 1s
weighted based on a number of points located within the bin
and a distance between points 1n a direction perpendicular to
a width of the bin.

In some embodiments, the plurality of rotation angles
may span approximately 90 degrees.

The mvention claimed 1s:

1. A method of determining a poimnting angle of an
L-shaped target object relative to a vehicle, the method
comprising;

determining distances of a plurality of points on the

L-shaped target object relative to the vehicle using a
light detection and ranging (L1DAR) sensor disposed
on the vehicle;

generating a target point cloud representing at least a

portion of the L-shaped target object, the target point
cloud comprised of the distances of the plurality of
points on the L-shaped target object relative to the
vehicle;

rotating the target point cloud through a plurality of

rotation angles;
generating a first weighted histogram and a second
welghted histogram for each of the plurality of rotation
angles, wherein the first weighted histogram includes a
first plurality of bins, each bin of the first plurality of
bins having a first width defined in an x-axis, wherein
the second weighted histogram includes a second plu-
rality of bins, each bin of the second plurality of bins
having a second width defined 1n a y-axis, and wherein
cach bin of both the first plurality of bins and the
second plurality of bins 1s weighted based on a total
number of points located within the bin and a distance
between a maximum point and a minimum point 1n a
direction perpendicular to the width of the bin;

generating a score for each of the plurality of rotation
angles based on the first weighted histogram and the
second weighted histogram; and

determining the pointing angle of the L-shaped target

object relative to the vehicle based on the scores
generated for each of the plurality of rotation angles.
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2. The method of claim 1, further including extracting
boundary points from the target point cloud, wherein the first
weilghted histogram and second weighted histogram gener-
ated at each of the plurality of rotation angles 1s generated
based on the extracted boundary points.

3. The method of claim 2, wherein extracting boundary
points from the target point cloud includes dividing the
target point cloud imto a plurality of angular sections,
wherein extraction of boundary points includes selecting a
single point from each angular section.

4. The method of claim 3, wherein selecting the single
point from each angular section includes selecting a point
with a mimmum distance from the sensor.

5. The method of claim 1, wherein rotating the target point
cloud through the plurality of rotation angles further
includes:

rotating the target point cloud through a first plurality of
rotation angles, each separated by a first angle; and

rotating the target point cloud through a second plurality
of rotation angles, each separate by a second angle,

wherein the first angle 1s greater than the second angle,
and the second plurality of rotation angles are based on
scores generated by the first plurality of rotation angles.

6. The method of claim 1, further including:

determining if the target object 1s L-shaped based on the
score generated at each of the plurality of angles of
rotation.

7. The method of claim 6, wherein 11 the target object 1s
determined to be L-shaped, then the L-shaped target object
1s assigned the pointing angle based on the scores generated
at each of the plurality of rotation angles.

8. The method of claim 6, wherein determiming 11 the
target object 1s L-shaped includes calculating an uncertainty
value associated with the target object based on the scores
generated with respect to each of the plurality of rotation
angles.

9. The method of claim 1, turther including;:

calculating a bounding box associated with the L-shaped
target object based on the 1dentified pointing angle.

10. An L-shaped target detection system, comprising:

a light detection and ranging (L1DAR) sensor disposed on
a vehicle configured to generate a point cloud com-
prised of a plurality of points generated with respect to
targets located proximate to the L1iDAR sensor, wherein
points associated with a particular target comprise
target point cloud;

a controller located on the vehicle configured to receive
the target point cloud from the sensor, wherein the
controller 1s configured to:

rotate the target point cloud through a plurality of rotation
angles;

generate a first weighted histogram and a second weighted
histogram for each of the plurality of rotation angles,
wherein the first weighted histogram includes a first
plurality of bins, each bin of the first plurality of bins
having a first width defined 1n an x-axis, wherein the
second weighted histogram includes a second plurality
of bins, each bin of the second plurality of bins having
a second width defined 1n ay-axis, wherein each bin of
both the first plurality of bins and the second plurality
of bins 1s weighted based on a total number of points
located within the bin and a distance between a maxi-
mum point and a minimum point i a direction per-
pendicular to the width of the bin;

generate a score for each of the plurality of rotation angles
based on the first weighted histogram and the second
weighted histogram; and
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determine the pointing angle of the target object relative
to the vehicle based on the scores generated for each of
the plurality of rotation angles.

11. The L-shaped target detection system of claim 10,
wherein the controller 1s further configured to extract bound-
ary points from the target point cloud, wherein the first
weilghted histogram and second weighted histogram gener-
ated at each of the plurality of rotation angles 1s generated
based on the extracted boundary points.

12. The L-shaped target detection system of claim 11,
wherein extracting boundary points from the target point
cloud includes dividing the target point cloud 1nto a plurality
ol angular sections, wherein extraction of boundary points
includes selecting a single point from each angular section.

13. The L-shaped target detection system of claim 10,
wherein the controller 1s configured to rotate the target point
cloud through a first plurality of rotation angles, each
separated by a first increment and rotate the target point
cloud through a second plurality of rotation angles, each
separated by a second increment, wherein the first increment
1s greater than the second increment, and 1mitialization of the
second plurality of rotation angles 1s based on scores gen-
erated by the first plurality of rotation angles.

14. The L-shaped target detection system of claim 10,
wherein the controller 1s configured to determine 11 the target
object 1s L-shaped based on the score generated at each of
the plurality of angles of rotation.

15. The L-shaped target detection system of claim 14,
wherein the controller 1s configured to

determine 11 the target object 1s L-shaped by calculating

an uncertainty value associated with the target object
based on the scores generated with respect to each of
the plurality of rotation angles, wherein the target 1s
identified as L-shaped if the uncertainty value 1s less
than a threshold.

16. A method of detecting L-shaped target objects relative
to a vehicle, the method comprising:

determining distances of a plurality of points on a target

object relative to the vehicle using a light detection and
ranging (L1IDAR) sensor disposed on the vehicle;

generating a target point cloud representing at least a

portion of the target object, the target point cloud
comprised of the distances of the plurality of points on
the target object relative to the vehicle;

recerving the target point cloud from the LiDAR sensor;

rotating the target point cloud through a plurality of

rotation angles;

generating at least one weighted histogram for each of the

plurality of rotation angles, wherein the weighted his-
togram includes a first plurality of bins, each bin having
a width defined 1n a first axis, wherein each bin of both
the first plurality of bins and a second plurality of bins
1s weighted based on a total number of points located
within the bin and a distance between a maximum point
and a mimimum point 1n a direction perpendicular to the
width of the bin;

generating a score for each of the plurality of rotation

angles based on the at least one weighted histogram;
and

determining whether the target object 1s L-shaped based

on the generated scores.

17. The method of claim 16,

wherein generating at least one weighted histogram

includes generating a first weighted histogram and a
second weighted histogram for each of the plurality of
rotation angles, wherein the first weighted histogram
includes the first plurality of bins, each bin of the first
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plurality of bins having a first width defined 1n an
x-axis, wherein the second weighted histogram
includes the second plurality of bins, each bin of the
second plurality of bins having a second width defined
in ay-axis, wherein each bin of both the first plurality 5
of bins and the second plurality of bins 1s weighted
based on a number of points located within the bin and
a distance between points 1 a direction perpendicular
to the width of the bin.

18. The method of claim 16, wherein the plurality of 10

rotation angles spans approximately 90 degrees.
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UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENT NO. : 11,668,799 B2 Page 1 of 1
APPLICATION NO.  : 16/825242

DATED . June 6, 2023
INVENTOR(S) : Mo Wu

It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

In the Claims

Column 135, Line 59, Claim 10 *““ay-axis” should read --a y-axis--

Column 17, Line 5, Claim 17 “ay-axis” should read --a y-axis--

Signed and Sealed this
Tharteenth Day of February, 2024

" §

Katherme Kelly Vidal
Director of the United States Patent and Trademark Office
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