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MULTI-DIMENSIONAL DATA TAGGING AND
REUSE

BACKGROUND

Aspects of the disclosure relate to data processing, arti-
ficial intelligence, and knowledge processing systems. In
particular, one or more aspects of the disclosure relate to
multi-dimensional data tagging and reuse.

Many organizations receive data requests, such as in the
form of questionnaires, regulatory inquiries and/or audit
inquiries, and large organizations may receive a particularly
large number of such requests. Responding to such data
requests often requires a user or analyst to sort through a
substantial volume of information used in generating a
suitable response. In many instances, the user or analyst
repeats the same process to derive a response every time a
new data request 1s received. This may be time consuming,
inefhicient, and resource mtensive. Also, 1n many instances,
there 1s a missed opportunity to leverage information that
was already generated from prior responses in order to
derive further useful information.

SUMMARY

Aspects of the disclosure provide eflective, eflicient,
scalable, and convenient technical solutions that address and
overcome the technical problems associated with multi-
dimensional data tagging and reuse. For example, some
aspects of the disclosure provide ways to efliciently 1dentify
and access relevant data using various different attributes of
the data. Additional aspects of the disclosure may proac-
tively leverage collected data to effectively reuse the data to
respond to data inquiries, 1dentily trends, generate reports,
generate articles, and/or the like. Further additional aspects
of the disclosure may leverage automated learning tech-
niques, artificial intelligence, and/or natural language pro-
cessing to perform one or more of these and/or other
functions.

In accordance with one or more embodiments, a comput-
ing platform having at least one processor, a communication
interface, and memory may receive, via the communication
interface, from one or more data storage computer systems,
first response data associated with responses to a first set of
queries. Subsequently, the computing platform may apply
data tags to the first response data. In addition, applying the
data tags to the first response data may include tagging the
first response data based on multiple dimensions. Then, the
computing platform may prompt a first user of a computing
device from which the data originated to validate the data
tags applied to the first response data. Next, the computing,
platform may analyze a second set of queries. In addition,
the first set of queries and the second set of queries may be
associated with a same content type. Thereafter, the com-
puting platform may generate second response data associ-
ated with responses to the second set of queries based on the
data tags applied to the first response data. Then, the
computing platform may send, via the communication inter-
face, the second response data 1n response to the second set
ol queries.

In some embodiments, applying the data tags to the first
response data may include tagging the first response data
based on one or more of: a data originator, data permissions,
contents of data, or a context of data content.

In some embodiments, the computing platform may
prompt a second user of a computing device to validate the
second response data.
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In some embodiments, the computing platform may
update a tagging model used 1n applying data tags to data
based on user validation information.

In some embodiments, the computing platform may
detect a trend and automatically generate a report based on
the detected trend. In some embodiments, the trend may
include a trend 1n response data. In some embodiments, the
trend may include a trend in queries.

These features, along with many others, are discussed 1n
greater detail below.

BRIEF DESCRIPTION OF TH.

(L]

DRAWINGS

The present disclosure 1s illustrated by way of example
and not limited 1n the accompanying figures 1n which like
reference numerals indicate similar elements and 1n which:

FIGS. 1A and 1B depict an illustrative computing envi-
ronment for multi-dimensional data tagging and reuse in
accordance with one or more example embodiments;

FIGS. 2A-2C depict an illustrative event sequence for
multi-dimensional data tagging and reuse 1n accordance with
one or more example embodiments;

FIG. 3 depict example graphical user interfaces for multi-
dimensional data tagging and reuse 1n accordance with one
or more example embodiments; and

FIG. 4 depicts an illustrative method for multi-dimen-
sional data tagging and reuse 1n accordance with one or more
example embodiments.

DETAILED DESCRIPTION

In the following description of wvarious illustrative
embodiments, reference 1s made to the accompanying draw-
ings, which form a part hereof, and in which 1s shown, by
way of 1llustration, various embodiments 1n which aspects of
the disclosure may be practiced. It 1s to be understood that
other embodiments may be utilized, and structural and
functional modifications may be made, without departing
from the scope of the present disclosure.

It 1s noted that various connections between elements are
discussed 1n the following description. It 1s noted that these
connections are general and, unless specified otherwise, may
be direct or indirect, wired or wireless, and that the speci-
fication 1s not intended to be limiting in this respect.

FIGS. 1A and 1B depict an illustrative computing envi-
ronment for multi-dimensional data tagging and reuse in
accordance with one or more example embodiments. Refer-
ring to FIG. 1A, computing environment 100 may include
one or more computing devices and/or other computing
systems. For example, computing environment 100 may
include multi-dimensional data tagging computing platform
110, database computer system 120, enterprise user com-
puting device 130, and remote computing device 140.
Although one enterprise user computing device 130 1s
shown for illustrative purposes, any number of enterprise
user computing devices may be used without departing from
the disclosure. In addition, although one remote computing
device 140 1s shown for 1llustrative purposes, any number of
remote computing devices may be used without departing
from the disclosure.

As 1llustrated 1n greater detail below, multi-dimensional
data tagging computing platform 110 may include one or
more computing devices configured to perform one or more
of the functions described herein. For example, multi-
dimensional data tagging computing platform 110 may
include one or more computers (e.g., laptop computers,
desktop computers, servers, server blades, or the like).
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Database computer system 120 may include different
information storage entities storing documents, data, and/or
other information associated with questionnaires, surveys,
assessments, compliance reports, and/or the like. In some
examples, database computer system 120 may store a col-
lection of questionnaires that have been previously sent
(e.g., over a period of time such as a defined period of weeks,
months, or years). In some examples, database computer
system 120 may store queries and associated responses to
the queries (e.g., query-response pairs). In some examples,
such as for paper questionnaires, manual verification may be
conducted and responses may be entered nto and/or
received by database computer system 120. In some
embodiments, database computer system 120 may allow
and/or store records of data with multiple dimensions or
unlimited dimensions. In some examples, database com-
puter system 120 may store a change log of data and their
corresponding data tags (e.g., to allow rolling-back of
changes to data tags), version mnformation of data and their
corresponding data tags, and/or reuse information indicating
where and/or which version of data has been reused to
generate responses.

Enterprise user computing device 130 may include one or
more computing devices and/or other computer components
(e.g., processors, memories, communication interfaces). For
instance, enterprise user computing device 130 may be a
server, desktop computer, laptop computer, tablet, mobile
device, or the like, and may be associated with an enterprise
organization operating multi-dimensional data tagging com-
puting platform 110. Remote computing device 140 may
include one or more computing devices and/or other com-
puter components (€.g., processors, memories, Communica-
tion interfaces). For istance, remote computing device 140
may be a server, desktop computer, laptop computer, tablet,
mobile device, or the like, and may be used by a requestor,
such as an external auditor or a regulator that 1s external to
the organization.

Computing environment 100 also may include one or
more networks, which may interconnect one or more of
multi-dimensional data tagging computing platform 110,
database computer system 120, enterprise user computing
device 130, and remote computing device 140. For example,
computing environment 100 may include private network
150 and public network 160. Private network 150 and/or
public network 160 may include one or more sub-networks
(c.g., local area networks (LLANs), wide areca networks
(WANSs), or the like). Private network 150 may be associated
with a particular orgamzation (e.g., a corporation, financial
institution, educational mstitution, governmental 1nstitution,
or the like) and may interconnect one or more computing
devices associated with the organization. For example,
multi-dimensional data tagging computing platform 110,
database computer system 120, and enterprise user comput-
ing device 130 may be associated with an organization (e.g.,
a fimancial institution), and private network 150 may be
associated with and/or operated by the organization, and
may include one or more networks (e.g., LANs, WANS,
virtual private networks (VPNs), or the like) that intercon-
nect multi-dimensional data tagging computing platform
110, database computer system 120, and enterprise user
computing device 130 and one or more other computing
devices and/or computer systems that are used by, operated
by, and/or otherwise associated with the organization. Public
network 160 may connect private network 150 and/or one or
more computing devices connected thereto (e.g., multi-
dimensional data tagging computing platform 110, database
computer system 120, and enterprise user computing device
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130) with one or more networks and/or computing devices
that are not associated with the organization. For example,
remote computing device 140 might not be associated with
an organization that operates private network 1350, and
public network 160 may include one or more networks (e.g.,
the Internet) that connect remote computing device 140 to
private network 150 and/or one or more computing devices
connected thereto (e.g., multi-dimensional data tagging
computing platform 110, database computer system 120, and
enterprise user computing device 130).

In one or more arrangements, multi-dimensional data
tagging computing platform 110, database computer system
120, enterprise user computing device 130, and remote
computing device 140 may be any type of computing device
capable of receiving a user interface, recerving input via the
user interface, and communicating the received input to one
or more other computing devices. For example, multi-
dimensional data tagging computing platform 110, database
computer system 120, enterprise user computing device 130,
remote computing device 140, and/or the other systems
included 1 computing environment 100 may, in some
instances, mclude one or more processors, memories, com-
munication interfaces, storage devices, and/or other compo-
nents. As noted above, and as 1illustrated 1n greater detail
below, any and/or all of the computing devices included in
computing environment 100 may, in some instances, be
special-purpose computing devices configured to perform
specific functions.

Retferring to FIG. 1B, multi-dimensional data tagging
computing platform 110 may include one or more processor
(s) 111, memory(s) 112, and communication interface(s)
113. A data bus may interconnect processor 111, memory
112, and communication interface 113. Communication
interface 113 may be a network interface configured to
support communication between multi-dimensional data
tagging computing platform 110 and one or more networks
(e.g., private network 150, public network 160, or the like).
Memory 112 may include one or more program modules
having instructions that when executed by processor 111
cause multi-dimensional data tagging computing platiorm
110 to perform one or more functions described herein
and/or one or more databases and/or other libraries that may
store and/or otherwise maintain information which may be
used by such program modules and/or processor 111.

In some 1nstances, the one or more program modules
and/or databases may be stored by and/or maintained 1n
different memory units of multi-dimensional data tagging
computing platform 110 and/or by different computing
devices that may form and/or otherwise make up multi-
dimensional data tagging computing platform 110. For
example, memory 112 may have, store, and/or include a
multi-dimensional data tagging module 1124, a multi-di-
mensional data tagging database 1125, and a machine learn-
ing engine 112¢. Multi-dimensional data tagging module
1124 may have instructions that direct and/or cause multi-
dimensional data tagging computing platform 110 to, for
instance, automatically tag data and intelligently reuse the
data, as discussed in greater detail below. Multi-dimensional
data tagging database 1125 may store information used by
multi-dimensional data tagging module 1124 and/or multi-
dimensional data tagging computing platform 110 1n tagging
and reusing data and/or 1n performing other functions, as
discussed in greater detail below. Machine learning engine
112¢ may have instructions that direct and/or cause multi-
dimensional data tagging computing platform 110 to set,
define, and/or 1iteratively redefine rules, techniques and/or
other parameters used by multi-dimensional data tagging
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computing platiorm 110 and/or other systems 1n computing
environment 100 in automatically tagging data, dynamically
updating tags, and intelligently reusing the data.

FIGS. 2A-2C depict an 1illustrative event sequence for
multi-dimensional data tagging and reuse 1n accordance with
one or more example embodiments. Referring to FIG. 2A, at
step 201, a user of an enterprise computing device (e.g.,
enterprise user computing device 130) may receive one or
more queries from a requesting computing device (e.g.,
remote computing device 140). In response, at step 202, the
user of the computing device (e.g., enterprise user comput-
ing device 130) may respond to the one or more queries. For
example, a user of a computing device (e.g., enterprise user
computing device 130) may receive one or more queries 1n
the form of a questionnaire from an auditor or regulator
gathering i1nformation from an enterprise. At step 203,
database computer system 120 may store the responses to
the one or more queries provided by the user of the enter-
prise computing device (e.g., enterprise user computing
device 130).

At steps 204 through 206, as users and user devices create
data in database computer system 120, multi-dimensional
data tagging computing platform 110, via an artificial intel-
ligence (Al) process, may tag the data that it 1s capable of
reading and processing from database computer system 120,
and prompt users (e.g., a data creator or original owner of the
data) to confirm, edit, and/or update tags on the data (e.g., at
certain times or on a periodic basis). For example, users
(¢.g., a data creator or original owner of the data) may view
a list of tagged data that the user currently owns or previ-
ously owned, and/or information showing where or how
data owned by the user 1s being or has been used 1n order to
review the validity of tagged data and make updates as
desired. Additionally or alternatively, such a review may be
triggered manually by the data owner. As data or documents
are added to a database, their content may be contextualized
using natural language processing, and as rules or regula-
tions change, data tags may be updated.

In some embodiments, at step 204, multi-dimensional
data tagging computing platform 110 may retrieve and
receive, via a communication interface (e.g., communication
interface 113), from one or more data storage computer
systems (e.g., database computer system 120), first response
data associated with responses to a first set of queries.
Referring to FIG. 2B, at step 205, multi-dimensional data
tagging computing platform 110 may apply data tags to the
first response data. In addition, applying the data tags to the
first response data may include tagging the first response
data based on multiple dimensions. For example, multi-
dimensional data tagging computing platform 110 may tag
the first response data based on multiple dimensions, includ-
ing one or more of: a data originator or owner (e.g., who 1s
created the data or who last edited the data), data permis-
sions (e.g., who 1s allowed to access the data), contents of
data (e.g., what the data concerns), or a context of data
content (e.g., how the data 1s intended to be used). In some
examples, the data tags may indicate a date on which the
data was provided. In some examples, the data tags may
indicate an approved scope of usage (e.g., how a data owner
1s to be notified, such as whether the data may be reused
without approval or with just a nofification to the data
owner). In some embodiments, the data tags may indicate
whether minor variations or rephrasing 1s allowed, or if
source approval 1s needed from the data originator to
rephrase the data for data reuse.

In turn, at step 206, multi-dimensional data tagging com-
puting platform 110 may prompt a first user of a computing,
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device from which the data originated to confirm validity of
the data tags applied to the first response data. For example,
the Al process may prompt the data creator (e.g., original
owner of the data) to confirm that the tags that have been
applied to the data may be properly assigned (e.g., reused)
so as to protect the rights of the data owner (e.g., maintain
privileges). In some embodiments, multi-dimensional data
tagging computing platform 110 may update a tagging
model used in applying data tags to data based on user
validation information (e.g., validation information recerved
from a user of a computing device). At step 207, multi-
dimensional data tagging computing platform 110 may store
the data tags (e.g., validated multi-dimensional data tags) in
database computer system 120.

Subsequently, at step 208, a user of an enterprise com-
puting device (e.g., enterprise user computing device 130)
may receirve a second set of queries from a requesting
computing device (e.g., remote computing device 140) that
may be similar to the first set of queries. In some embodi-
ments, the first set of queries and the second set of queries
may be associated with a same content type. For instance,
the first set of queries and the second set of queries may be
associated with same or similar types of questions, same or
similar subject matter, same or similar verbiage, same or
similar format, or the like. For instance, the first set of
queries and the second set of queries may be associated with
a same content type, but using different languages or dii-
ferent terminology.

Referring to FIG. 2C, at step 209, multi-dimensional data
tagging computing platform 110 may receive and analyze
the second set of queries and generate second response data
associated with responses to the second set of queries based
on the data tags applied to the first response data. For
example, multi-dimensional data tagging computing plat-
form 110 may analyze, using Al and natural language
processing, a subsequent questionnaire and automatically fill
in as many lields as possible based on data tags that 1t has
created and based on information about existing context and
permission information. In some examples, in generating the
second response data, multi-dimensional data tagging com-
puting platform 110 may prompt a data owner or another
user of an enterprise user computing device to validate the
second response data (e.g., 1n instances where the system
needs permission from a certain user to reuse the data). In
some examples, 1 generating the second response data,
multi-dimensional data tagging computing platform 110
may generate and send noftifications to a data owner or
another user of an enterprise user computing device that the
data that 1s being reused. In some examples, multi-dimen-
sional data tagging computing platform 110 may detect
inconsistencies in the tagged data or in how the data is
reused. In such a case, multi-dimensional data tagging
computing platform 110 may use the data tags to identify the
appropriate user to seek clarification from 1n order to com-
plete the response to the second set of queries. Additionally
or alternatively, in some examples (e.g., for dynamic infor-
mation such as information that 1s modified or changed
relatively frequently), in generating the second response
data, multi-dimensional data tagging computing platform
110 may generate a link or other access/reference element
that provides instructions as to where corresponding
response information may be found (e.g., to retrieve a most
recent dataset directly from a data source). Additionally or
alternatively, in generating the second response data, multi-
dimensional data tagging computing platform 110 may
interact with and extract information directly from websites,
or other data sources or applications, such that the second
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response data may be automatically updated with the most
recent data from a website or other data source or applica-
tion.

At step 210, multi-dimensional data tagging computing
plattorm 110 may send, via the communication interface
(e.g., communication interface 113), the second response
data 1n response to the second set of queries. In some
examples, multi-dimensional data tagging computing plat-
form 110 may send, via the communication interface (e.g.,
communication interface 113), the second response data
directly to the requesting computing device (e.g., remote
computing device 140) 1n response to the second set of
queries. In other examples, multi-dimensional data tagging
computing platform 110 may send, via the communication
interface (e.g., communication interface 113), the second
response data to a computing device within the private
network (e.g., enterprise user computing device 130 in
private network 150) for review and/or approval prior to
forwarding the second response data to the requesting com-
puting device (e.g., remote computing device 140) through
an external network (e.g., public network 160). Additionally
or alternatively, 1n sending the second response data to a
computing device within the private network (e.g., enter-
prise user computing device 130) for review and/or
approval, multi-dimensional data tagging computing plat-
form 110 may cause the computing device (e.g., enterprise
user computing device 130) to provide feedback (e.g., to a
data owner or a system administrator) on the generated
second response data, such as to further refine the developed
tagging and machine learming models. Additionally or alter-
natively, 1n sending the second response data to a computing
device within the private network (e.g., enterprise user
computing device 130) for review and/or approval, multi-
dimensional data tagging computing platform 110 may
cause the computing device (e.g., enterprise user computing
device 130) to rate the accuracy of generated response data
(e.g., how closely the response meets the requestor’s data
requirements), such as to further refine the developed tag-
ging and machine learning models. At step 211, multi-
dimensional data tagging computing platform 110 may
update the multi-dimensional data tags stored in the database
computer system 120.

In some embodiments, at step 212, multi-dimensional
data tagging computing platform 110 may, using Al and
natural language processing, suggest data reuse possibilities.
For instance, multi-dimensional data tagging computing
platform 110 may learn and maintain a classification model
for suggesting data reuse cases to an end user as to how the
data can be reused. In some embodiments, multi-dimen-
sional data tagging computing platform 110 may detect a
trend automatically generate a report based on the detected
trend. For example, the trend may be a trend 1n response
data. For example, the trend may be a trend 1n queries (e.g.,
auditor or regulator queries). For example, in suggesting
data reuse possibilities, multi-dimensional data tagging
computing platform 110 may cause the at least one com-
puting device (e.g., enterprise user computing device 130) to
display and/or otherwise present one or more graphical user
interfaces similar to graphical user intertace 300, which 1s
illustrated 1n FIG. 3. As seen in FIG. 3, graphical user
interface 300 may include text and/or other information
notilying the user of the at least one computing device (e.g.,
enterprise user computing device 130) of various data reuse
possibilities (e.g., “I can help you with the following data
reuse cases: [Identity trends . . . | [Generate reporton . . . |
|Generate article on . . . |7). It will be appreciated that other
and/or different notifications may also be provided.

10

15

20

25

30

35

40

45

50

55

60

65

8

FIG. 4 depicts an 1llustrative method for multi-dimen-
sional data tagging and reuse 1n accordance with one or more
example embodiments. Referring to FIG. 4, at step 405, a
computing platform having at least one processor, a com-
munication interface, and memory may receive, via the
communication interface, from one or more data storage
computer systems, first response data associated with
responses to a first set of queries. At step 410, the computing
plattorm may apply data tags to the first response data. In
addition, applying the data tags to the first response data may
include tagging the first response data based on multiple
dimensions. At step 415, the computing platform may
prompt a first user of a computing device from which the
data originated to validate the data tags applied to the first
response data. At step 420, the computing platform may
analyze a second set of queries. In addition, the first set of
queries and the second set of queries may be associated with
a same content type. At step 425, the computing platform
may generate second response data associated with
responses to the second set of queries based on the data tags
applied to the first response data. At step 430, the computing
plattorm may send, via the communication interface, the
second response data 1 response to the second set of
queries.

One or more aspects of the disclosure may be embodied
in computer-usable data or computer-executable instruc-
tions, such as 1n one or more program modules, executed by
one or more computers or other devices to perform the
operations described herein. Generally, program modules
include routines, programs, objects, components, data struc-
tures, and the like that perform particular tasks or implement
particular abstract data types when executed by one or more
processors 1 a computer or other data processing device.
The computer-executable instructions may be stored as
computer-readable 1nstructions on a computer-readable
medium such as a hard disk, optical disk, removable storage
media, solid-state memory, RAM, and the like. The func-
tionality of the program modules may be combined or
distributed as desired 1in various embodiments. In addition,
the functionality may be embodied in whole or in part in
firmware or hardware equivalents, such as integrated cir-
cuits, application-specific integrated circuits (ASICs), field
programmable gate arrays (FPGA), and the like. Particular
data structures may be used to more eflectively implement
one or more aspects of the disclosure, and such data struc-
tures are contemplated to be within the scope of computer
executable instructions and computer-usable data described
herein.

Various aspects described herein may be embodied as a
method, an apparatus, or as one or more computer-readable
media storing computer-executable instructions. Accord-
ingly, those aspects may take the form of an entirely
hardware embodiment, an entirely software embodiment, an
entirely firmware embodiment, or an embodiment combin-
ing software, hardware, and firmware aspects in any com-
bination. In addition, various signals representing data or
events as described herein may be transferred between a
source and a destination 1n the form of light or electromag-
netic waves traveling through signal-conducting media such
as metal wires, optical fibers, or wireless transmission media
(e.g., air or space). In general, the one or more computer-
readable media may be and/or include one or more non-
transitory computer-readable media.

As described herein, the various methods and acts may be
operative across one or more computing servers and one or
more networks. The functionality may be distributed 1n any
manner, or may be located in a single computing device
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(e.g., a server, a client computer, and the like). For example,
in alternative embodiments, one or more of the computing
platforms discussed above may be combined 1nto a single
computing platform, and the various functions of each
computing platform may be performed by the single com-
puting platform. In such arrangements, any and/or all of the
above-discussed commumnications between computing plat-
forms may correspond to data being accessed, moved,
modified, updated, and/or otherwise used by the single
computing platform. Additionally or alternatively, one or
more of the computing platforms discussed above may be
implemented 1n one or more virtual machines that are
provided by one or more physical computing devices. In
such arrangements, the various functions of each computing
plattorm may be performed by the one or more virtual
machines, and any and/or all of the above-discussed com-
munications between computing platforms may correspond
to data being accessed, moved, modified, updated, and/or
otherwise used by the one or more virtual machines.

Aspects of the disclosure have been described 1n terms of
illustrative embodiments thereof. Numerous other embodi-
ments, modifications, and variations within the scope and
spirit of the appended claims will occur to persons of
ordinary skill in the art from a review of this disclosure. For
example, one or more of the steps depicted 1n the illustrative
figures may be performed in other than the recited order, and
one or more depicted steps may be optional 1n accordance
with aspects of the disclosure.

What 1s claimed 1s:
1. A computing platform, comprising:
at least one processor;
a communication interface communicatively coupled to
the at least one processor; and
memory storing computer-readable 1nstructions that,
when executed by the at least one processor, cause the
computing platform to:
recelve, via the communication interface, from one or
more data storage computer systems, first response
data associated with responses to a first set ol que-
ries;
apply, by a machine learning engine, data tags to the
first response data, wherein applying the data tags to
the first response data comprises tagging the first
response data based on multiple dimensions, the
multiple dimensions including data owner informa-
tion, data content information, and data context
information;
identify a data owner of the first response data based on
the applied data tags;
transmit a user 1terface to a computing device of the
data owner of the first response data to prompt the
data owner of the first response data to validate the
data tags applied to the first response data;
receive, from the computing device of the data owner
of the first response data and via the user intertace,
validation of the data tags applied to the first
response data;
analyze, using natural language processing, a second
set of queries, wherein the first set of queries and the
second set of queries are associated with a same
content type but are in different languages;
generate, by extracting data from one or more websites,
second response data associated with responses to
the second set of queries based on the data tags
applied to the first response data;
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send, via the communication interface and to an
approval computing device, the second response data
in response to the second set of queries;

receive, from the approval computing device, an accu-
racy of the second response data;

update, based on the accuracy of the second response
data, a machine learning model of the machine
learning engine; and

send, to a computing device from which the second set
of queries was received, the second response data 1n
response to the second set of queries.

2. The computing platform of claim 1, wherein applying
the data tags to the first response data comprises tagging the
first response data further based on data permissions.

3. The computing platform of claim 1, wherein the
memory stores additional computer-readable instructions
that, when executed by the at least one processor, cause the
computing platform to:

transmit a further user interface to prompt another user of

a computing device to validate the second response
data.

4. The computing platform of claim 1, wherein the
memory stores additional computer-readable instructions
that, when executed by the at least one processor, cause the
computing platform to:

turther update the machine learning model used 1n apply-

ing data tags to data based on user validation informa-
tion.

5. The computing platform of claim 1, wherein the
memory stores additional computer-readable instructions
that, when executed by the at least one processor, cause the
computing platform to:

detect a trend; and

automatically generate a report based on the detected

trend.

6. The computing platform of claim 5, wherein the trend
1s a trend 1n response data.

7. The computing platform of claim 3, wherein the trend
1s a trend 1n queries.

8. A method, comprising:

at a computing platform comprising at least one proces-

sor, a communication interface, and memory:
receiving, by the at least one processor, via the com-
munication interface, from one or more data storage
computer systems, first response data associated with
responses to a first set of queries;
applying, by a machine learning engine, data tags to the
first response data, wherein applying the data tags to
the first response data comprises tagging the first
response data based on multiple dimensions, the
multiple dimensions including data owner informa-
tion, data content information, and data context
information;
identifying, by the at least one processor, a data owner
of the first response data based on the applied data
tags;
transmitting, by the at least one processor, a user
interface to a computing device of the data owner of
the first response data to prompt the data owner of
the first response data to validate the data tags
applied to the first response data;
receiving, by the at least one processor, via the user
interface and from the computing device of the data
owner of the first response data, validation of the
data tags applied to the first response data;
analyzing, by the at least one processor and using
natural language processing, a second set of queries,
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wherein the first set of queries and the second set of
queries are associated with a same content type but
are 1n different languages;

generating, by the at least one processor and by extract-
ing data from one or more websites, second response
data associated with responses to the second set of
queries based on the data tags applied to the first
response data; and

sending, by the at least one processor and to an
approval computing device via the communication
interface, the second response data 1n response to the
second set of queries;

receiving, by the at least one processor and from the
approval computing device, an accuracy of the sec-
ond response data;

updating, by the at least one processor and based on the
accuracy ol the second response data, a machine
learning model of the machine learning engine; and

sending, by the at least one processor and to a com-
puting device from which the second set of queries
was received, the second response data in response
to the second set of queries.

9. The method of claim 8, wherein applying the data tags
to the first response data comprises tagging the first response
data further based on data permissions.

10. The method of claim 8, further comprising:

transmitting, by the at least one processor, a further user

interface to prompt another user of a computing device
to validate the second response data.

11. The method of claim 8, further comprising:

further updating, by the at least one processor, the

machine learning model used in applying data tags to
data based on user validation information.

12. The method of claim 8, further comprising;:

detecting, by the at least one processor, a trend; and

automatically generating, by the at least one processor, a

report based on the detected trend.
13. The method of claim 12, wherein the trend 1s a trend
in response data.
14. The method of claim 12, wherein the trend 1s a trend
In queries.
15. One or more non-transitory computer-readable media
storing 1nstructions that, when executed by a computing
platform comprising at least one processor, a communica-
tion interface, and memory, cause the computing platform
to:
receive, via the communication interface, from one or
more data storage computer systems, first response data
associated with responses to a first set ol queries;

apply, by a machine learning engine, data tags to the first
response data, wherein applying the data tags to the first
response data comprises tagging the first response data
based on multiple dimensions, the multiple dimensions
including data owner information, data content infor-
mation, and data context information;

identify a data owner of the first response data based on

the applied data tags;
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transmit a user interface to a computing device of the data
owner of the first response data to prompt the data
owner of the first response data to validate the data tags
applied to the first response data;

receive, Irom the computing device of the data owner of
the first response data and via the user interface,

validation of the data tags applied to the first response
data;

analyze, using natural language processing, a second set

of queries, wherein the first set of queries and the
second set of queries are associated with a same content
type but are 1n different languages;

generate, by extracting data from one or more websites,

second response data associated with responses to the
second set of queries based on the data tags applied to
the first response data;

send, via the communication intertace and to an approval

computing device, the second response data 1n response
to the second set of queries;

receive, from the approval computing device, an accuracy

of the second response data;

update, based on the accuracy of the second response

data, a machine learming model of the machine learning
engine; and

send, to a computing device from which the second set of

queries was recerved, the second response data 1n
response to the second set of queries.

16. The one or more non-transitory computer-readable
media of claim 15, wherein applying the data tags to the first
response data comprises tagging the first response data
further based on data permissions content.

17. The one or more non-transitory computer-readable
media of claim 15, wherein the memory stores additional
computer-readable 1mstructions that, when executed by the at
least one processor, further cause the computing platiform to:

transmit a further user interface to prompt another user of

a computing device to validate the second response
data.

18. The one or more non-transitory computer-readable
media of claim 15, wherein the memory stores additional
computer-readable 1mnstructions that, when executed by the at
least one processor, further cause the computing platiorm to:

turther update the machine learning model used 1n apply-

ing data tags to data based on user validation informa-
tion.

19. The one or more non-transitory computer-readable
media of claim 15, wherein the memory stores additional
computer-readable 1mstructions that, when executed by the at
least one processor, further cause the computing platiform to:

detect a trend; and

automatically generate a report based on the detected

trend.

20. The one or more non-transitory computer-readable
media of claim 19, wherein the trend 1s a trend 1n response
data.
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