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RELIABLE KEY-VALUE STORE WITH
WRITE-AHEAD-LOG-LESS MECHANISM

CROSS-REFERENCE TO RELATED
APPLICATION(S)

This application claims priority to and the benefit of U.S.
Provisional Application Ser. No. 62/903,651, filed Sep. 20,

2019, entitled RELIABLE KEY-VALUE STORE WITH
WRITE-AHEAD-LOG-LESS MECHANISM, the contents

of which 1s incorporated herein 1n its entirety.

FIELD

One or more embodiments of the present disclosure relate
generally to data storage.

BACKGROUND

Some databases and file systems write the same data twice
to ensure consistency. For example, some key-value (KV)
stores use a write-ahead log (WAL) as a mechanism for
ensuring data consistency to support reliability of the KV
store.

That 1s, 1n some databases, a KV block may be 1nitially
written using a WAL, which may a significant bottleneck in
supporting system reliability, prior to updating the actual
data and the metadata that 1s used to aid 1n data recovery 1n
the event of a system crash/power outage (system failure).
Thereaiter, when metadata corresponding to the KV block 1s
updated, the KV block 1s written a second time.

Relational databases and file systems also write data twice
for consistency. For example, a relational database manage-
ment system may use a double write with a storage engine,
while other systems may use a journaling file system.

Accordingly, by writing data twice, the system experi-
ences added overhead (e.g., double the bandwidth being
used), thereby causing mput-output (IO) congestion and
increasing the write amplification factor (WAF).

SUMMARY

Embodiments described herein provide improvements to
data storage.

According to some embodiments of the present disclo-
sure, there 1s provided a method of linking multiple KV
blocks 1n a KV chain to ensure data consistency, the method
including allocating an internal key to both a first KV block
and a recovery begin internal key, allocating a next internal
key that 1s different from the internal key and that corre-
sponds to a next KV block, and encapsulating respective
user key values in the first KV block and in the next KV
block, wherein the first KV block 1s accessed by reading the
recovery begin internal key, and wherein the next KV block
1s accessed by reading the next internal key of the first KV
block.

The method may further include updating all of the user
key values of the first KV block, generating or updating a
metadata table to reference the first KV block, marking the
first KV block as being eligible for deletion from a KV
device, and updating the recovery begin iternal key to be
the next internal key of the first KV block.

The method may further include statically assigning a
recovery begin key, wherein the recovery begin internal key
1s accessed by reading the recovery begin key.

The method may further include, after a system failure of

a KV device in which the first KV block and next KV block
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are stored reading the recovery begin key from the KV
device, retrieving the recovery begin internal key using the
recovery begin key, locating and reading the first KV block
using the recovery begin internal key, retrieving the next
internal key of the next KV block from the first KV block,
and locating and reading the next KV block using the next
internal key.

The method may further include reading an additional
next internal key as part of a device value of the next KV
block, the additional next internal key corresponding to a
subsequent next KV block, locating and reading the subse-
quent next KV block using the additional next internal key,
and repeating until a corresponding next internal key cor-
responds to a KV block that i1s not found 1n the KV device.

The method may further include determining that the first
KV block has no valid user key, marking the first KV block
as eligible for deletion, and updating the recovery begin
internal key to be the next internal key of the first KV block,
the next internal key corresponding to a subsequent KV
block.

The next internal key may include part of a device value
in the first KV block, and includes a device key for the next
KV block.

According to other embodiments of the present disclo-
sure, there 1s provided a system for ensuring data consis-
tency by linking multiple KV blocks 1n a KV chain, the
system 1including a key value store engine configured to
allocate an internal key to both a first KV block and a
recovery begin internal key, allocate a next internal key that
1s different from the internal key and that corresponds to a
next KV block, and encapsulate respective user key values

in the first KV block and 1n the next KV block, wherein the

first KV block 1s accessed by reading the recovery begin
internal key, and wherein the next KV block 1s accessed by
reading the next internal key of the first KV block.

The key value store engine may be further configured to
update all of the user key values of the first KV block,
generate or update a metadata table to reference the first KV
block, mark the first KV block as being eligible for deletion
from a KV device, and update the recovery begin internal

key to be the next internal key of the first KV block.

The key value store engine may be further configured to
statically assign a recovery begin key, wherein the recovery
begin internal key 1s accessed by reading the recovery begin
key.

The key value store engine may be further configured to
alter a system failure of a KV device in which the first KV
block and next KV block are stored read the recovery begin
key from the KV device, retrieve the recovery begin internal
key using the recovery begin key, locate and read the first
KV block using the recovery begin internal key, retrieve the
next internal key of the next KV block from the first KV
block, and locate and reading the next KV block using the
next internal key.

The key value store engine may be further configured to
read an additional next internal key as part of a device value
of the next KV block, the additional next internal key
corresponding to a subsequent next KV block, locate and
read the subsequent next KV block using the additional next
internal key, and repeat until a corresponding next iternal
key corresponds to a KV block that 1s not found 1n the KV
device.

The key value store engine may be further configured to
determine that the first KV block has no valid user key, mark
the first KV block as eligible for deletion, and update the
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recovery begin internal key to be the next internal key of the
first KV block, the next internal key corresponding to a

subsequent KV block.

The next internal key may include part of a device value
in the first KV block, and includes a device key for the next
KV block.

According to yet other embodiments of the present dis-
closure, there 1s provided a non-transitory computer read-
able medium implemented on a system for linking multiple
KV blocks 1n a KV chain to ensure data consistency, the
non-transitory computer readable medium having computer
code that, when executed on a processor, implements a
method of data storage, the method including allocating an
internal key to both a first KV block and a recovery begin
internal key, allocating a next internal key that 1s different
from the internal key and that corresponds to a next KV
block, and encapsulating respective user key values 1n the
first KV block and 1n the next KV block, wherein the first
KV block 1s accessed by reading the recovery begin internal
key, and wherein the next KV block 1s accessed by reading
the next internal key of the first KV block.

The computer code, when executed on the processor, may
turther implement the method of data storage by updating all
of the user key values of the first KV block, generating or
updating a metadata table to reference the first KV block,
marking the first KV block as being eligible for deletion
from a KV device, and updating the recovery begin internal
key to be the next mternal key of the first KV block.

The computer code, when executed on the processor, may
turther implement the method of data storage by statically
assigning a recovery begin key, wherein the recovery begin
internal key 1s accessed by reading the recovery begin key.

The computer code, when executed on the processor after
a system failure of a KV device 1n which the first KV block
and next KV block are stored, may further implement the
method of data storage by reading the recovery begin key
from the KV device, retrieving the recovery begin internal
key using the recovery begin key, locating and reading the
first KV block using the recovery begin internal key, retriev-
ing the next internal key of the next KV block from the first
KV block, and locating and reading the next KV block using
the next internal key.

The computer code, when executed on the processor, may
turther implement the method of data storage by reading an
additional next internal key as part of a device value of the
next KV block, the additional next internal key correspond-
ing to a subsequent next KV block, locating and reading the
subsequent next KV block using the additional next internal
key, and repeating until a corresponding next internal key
corresponds to a KV block that 1s not found 1n the KV
device.

The computer code, when executed on the processor, may
turther implement the method of data storage by determin-
ing that the first KV block has no valid user key, marking the
first KV block as eligible for deletion, and updating the
recovery begin internal key to be the next internal key of the
first KV block, the next internal key corresponding to a
subsequent KV block.

Accordingly, the system of embodiments of the present
disclosure 1s able to improve by data storage by reducing the
number of writes needed to ensure data consistency.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram depicting an overall concept of
a WAL-less recovery mechamsm, according to embodi-
ments of the present disclosure;
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FIG. 2A 1s a block diagram depicting a mechanism for
ensuring system consistency;

FIG. 2B 1s a block diagram depicting a WAL-less recov-
ery mechanism for ensuring system consistency, according
to embodiments of the present disclosure;

FIG. 3 1s a block diagram depicting a method of gener-
ating a KV chain 1n a KV device, according to embodiments
of the present disclosure;

FIG. 4 1s a block diagram depicting a method of gener-
ating a KV block to be used 1n a KV chain 1n a KV device,
according to embodiments of the present disclosure; and

FIG. 5 1s a block diagram depicting a method of updating
a metadata table and a begin 1Key 1n a KV device, according
to embodiments of the present disclosure.

DETAILED DESCRIPTION

Features of the inventive concept and methods of accom-
plishing the same may be understood more readily by
reference to the detailed description of embodiments and the
accompanying drawings. Hereinafter, embodiments will be
described 1n more detail with reference to the accompanying
drawings. The described embodiments, however, may be
embodied 1in various different forms, and should not be
construed as being limited to only the illustrated embodi-
ments herein. Rather, these embodiments are provided as
examples so that this disclosure will be thorough and
complete, and will fully convey the aspects and features of
the present mventive concept to those skilled 1n the art.
Accordingly, processes, elements, and techniques that are
not necessary to those having ordinary skill in the art for a
complete understanding of the aspects and features of the
present inventive concept may not be described.

Unless otherwise noted, like reference numerals denote
like elements throughout the attached drawings and the
written description, and thus, descriptions thereof will not be
repeated. Further, parts not related to the description of the
embodiments might not be shown to make the description
clear. In the drawings, the relative sizes of elements, layers,
and regions may be exaggerated for clarty.

In the detailed description, for the purposes of explana-
tion, numerous specific details are set forth to provide a
thorough understanding of various embodiments. It 1s appar-
ent, however, that various embodiments may be practiced
without these specific details or with one or more equivalent
arrangements. In other instances, well-known structures and
devices are shown 1n block diagram form 1n order to avoid
unnecessarily obscuring various embodiments.

It will be understood that, although the terms *“first,”
“second,” “third,” etc., may be used herein to describe
various elements, components, regions, layers and/or sec-
tions, these elements, components, regions, layers and/or
sections should not be limited by these terms. These terms
are used to distinguish one element, component, region,
layer or section from another element, component, region,
layer or section. Thus, a first element, component, region,
layer or section described below could be termed a second
clement, component, region, layer or section, without
departing from the spirit and scope of the present disclosure.

The terminology used herein 1s for the purpose of describ-
ing particular embodiments only and 1s not intended to be
limiting of the present disclosure. As used herein, the
singular forms “a” and “an” are intended to include the
plural forms as well, unless the context clearly indicates
otherwise. It will be further understood that the terms
“comprises,” “comprising,” “have,” “having,” “includes,”
and “including,” when used 1n this specification, specily the
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presence ol the stated features, integers, steps, operations,
clements, and/or components, but do not preclude the pres-
ence or addition of one or more other features, integers,
steps, operations, elements, components, and/or groups
thereof. As used herein, the term “and/or” includes any and
all combinations of one or more of the associated listed

items.
As used herein, the term ‘substantially,” “about,”
“approximately,” and similar terms are used as terms of

approximation and not as terms ol degree, and are intended
to account for the inherent deviations 1n measured or cal-
culated values that would be recognized by those of ordinary
skill 1n the art. “About™ or “approximately,” as used herein,
1s 1nclusive of the stated value and means within an accept-
able range of deviation for the particular value as determined
by one of ordinary skill 1n the art, considering the measure-
ment 1n question and the error associated with measurement
of the particular quantity (1.e., the limitations of the mea-
surement system). For example, “about” may mean within
one or more standard deviations, or within +30%, 20%.,
10%, 5% of the stated value. Further, the use of “may” when
describing embodiments of the present disclosure refers to
“one or more embodiments of the present disclosure.”

When embodiments may be implemented differently, a
specific process order may be performed differently from the
described order. For example, two consecutively described
processes may be performed substantially at the same time
or performed in an order opposite to the described order.

The electronic or electric devices and/or any other rel-
evant devices or components according to embodiments of
the present disclosure described herein may be implemented
utilizing any suitable hardware, firmware (e.g. an applica-
tion-specific integrated circuit), software, or a combination
of software, firmware, and hardware. For example, the
various components of these devices may be formed on one
integrated circuit (IC) chip or on separate 1C chips. Further,
the various components of these devices may be imple-
mented on a flexible printed circuit film, a tape carrier
package (TCP), a printed circuit board (PCB), or formed on
one substrate.

Further, the various components of these devices may be
a process or thread, running on one or more processors, 1n
one or more computing devices, executing computer pro-
gram 1nstructions and interacting with other system compo-
nents for performing the various functionalities described
herein. The computer program instructions are stored in a
memory which may be implemented 1n a computing device
using a standard memory device, such as, for example, a
random access memory (RAM). The computer program
instructions may also be stored in other non-transitory
computer readable media such as, for example, a CD-ROM,
flash drive, or the like. Also, a person of skill 1n the art
should recognize that the functionality of various computing
devices may be combined or integrated into a single com-
puting device, or the functionality of a particular computing
device may be distributed across one or more other com-
puting devices without departing from the spirit and scope of
the embodiments of the present disclosure.

Unless otherwise defined, all terms (including technical
and scientific terms) used herein have the same meaning as
commonly understood by one of ordinary skill in the art to
which the present mnventive concept belongs. It will be
further understood that terms, such as those defined in
commonly used dictionaries, should be interpreted as having
a meaning that 1s consistent with theirr meaning 1n the
context of the relevant art and/or the present specification,
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and should not be interpreted in an 1dealized or overly
formal sense, unless expressly so defined herein.

Embodiments of the present disclosure enable construc-
tion of recovery information by a storage device without
using a write-ahead log (WAL) thereby improving the field
of data storage by reducing overhead, mput-output (10)
congestion, and/or write amplification factor (WAF).

FIG. 1 1s a block diagram depicting an overall concept of
a WAL-less recovery mechanism, according to embodi-
ments of the present disclosure.

Referring to FIG. 1, a recovery mechanism that obviates
the need for a write-ahead-log (WAL) according to embodi-

ments of the present disclosure may generally function as
described herein. A “begin KV block™ 160 may be stored 1n

a database/file system (e.g., the database/file system 210

shown 1n FIGS. 2A and 2B), and written to a corresponding,
KV device (e.g., the KV device 22056 shown in FIG. 2B).

The begin KV block 160 1s used to initiate recovery 1n the
event of a crash or unexpected power outage (e.g., a system
failure). By using a KV store engine (e.g., the KV store
engine 350 of FIG. 3), the begin KV block 160 1s linked to
a first KV block 180a by including an internal key (1Key) of
the first KV block 1804 in the begin KV block 160. That 1s,

the KV store engine keeps the begin KV block 160, and
updates the begin KV block 160 whenever the first KV block
180a 1s changed. Similarly, the KV store engine links the
first KV block 180a to a second KV block 18056 by including
the 1Key of the second KV block 1805 in the first KV block
180a. The second KV block 1805 1s then further linked to a
third KV block 180c¢ 1n a similar manner, which 1s linked to
a fourth KV block 1804 1n turn, etc. Accordingly, the first

through fourth KV blocks 180a-180d form a KV chain, and

are included 1n a recovery range 140 in the event of a system
failure. It should be noted that none of the KV blocks
180a-1804d within the recovery range 140 can be deleted
even when the blocks are updated. Instead, to prevent
truncating the KV chain, only keys outside of the recovery
range 140 can be deleted. Furthermore, the recovery range
140 can be extended later with upcoming KV Blocks.

Thereatter, for example, the key values of the first and
second KV blocks 180a and 1805 may be updated or written
by the database/file system to one or more corresponding
KV devices. Then the metadata table 170 can be updated to
indicate that the first and second KV blocks 180a and 1805
have been successtully updated or written. Once the meta-
data table 170 1s updated, the begin KV block 160 can be
updated to 1nclude the iIKey of the third KV block 180c¢ to
instead be linked to the third KV block 180c¢. In accordance
therewith, the recovery range 140 can be updated to exclude
the first and second KV blocks 180a and 1805. The first and
second KV blocks 180a and 18056 may be then marked as
cligible for deletion.

Accordingly, 1n the event of a system failure, because the
first and second KV blocks 180a and 1806 have been
successiully updated or written prior to the system failure, as
noted by the metadata table 170, recovery may begin with-
out redundantly updating the first and second KV blocks
180a and 1805 by updating the begin KV block 160 to
correspond to the third KV block 180c¢ such that the recovery
range 140 begins at the third KV block 180c.

FIG. 2A 1s a block diagram depicting a mechanism for
ensuring system consistency.

Referring to FIG. 2A, in an example system 200q, a
database/file system 210 and a corresponding block device
220a are mitialized, and one or more files/keys 230 may be
submitted 1n a write request 240 to the database/file system
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210 to have corresponding data 250 (e.g., user key values)
written to the block device 220a.

Thereafter, the database/file system 210 writes to a write-
ahead-log (WAL)/journal region 260 in the block device
220a to have the data 250 and metadata 270 corresponding
to the data 250 written to the WAL/journal 260.

Then, the database/file system 210 updates or writes the
data 250 and the metadata 270 a second time to the storage
of the block device 220q. Finally, after the data 250 and the
metadata 270 are successtully written to the block device
220a, the data 250 and the metadata 270 may be deleted
from the WAL/journal 260.

FIG. 2B 1s a block diagram depicting a WAL-less recov-
ery mechanism for ensuring system consistency, according
to embodiments of the present disclosure.

Referring to FIG. 2B, 1n a system 20056 according to
embodiments of the present disclosure, and similar to the
system 200q using the block device 220a described above,
a database/file system 210 and KV device 2205 are initial-
1zed, and one or more files/’keys 230 may be submitted for
a write request 240 to the database/file system 210 to have

corresponding data 250 (e.g., user key values) written to the
KV device 220b.

However, unlike the system 200a of FIG. 2A, which uses
a write-ahead log (WAL )/journal that 1s implemented based
on block devices 220a, the system 2006 of various embodi-
ments 1s instead implemented based on KV devices. The
system 2006 of FIG. 2B 1s able to implement a WAL-Less
mechanism (e.g., a mechanism that obviates the need to use
a journal or WAL), thereby enabling the elimination of
overhead 1n a KV device-based database/filesystem other-
wise associated with a block device-based database/filesys-
tem.

Further, unlike the system 200aq described above, the
database/file system 210 of the system 20056 of embodiments
of the present disclosure encapsulates the data 250 and a
file/key 230, along with an iKey for indicating a subsequent
KV block (described further below with reference to FIG. 3),
contained 1n one or more respective KV blocks 280. Further,
the system 2005 links the KV blocks 280 together in a KV
chain, and then writes the KV blocks 280 to the KV device
2206 by using the 1Key indicating the next KV block. The
respective KV blocks 280 may be linked, or chained,
together 1n the KV chain by including an 1Key of a subse-
quent KV block 280 within the data of the immediately
preceding KV block 280 (e.g., as a portion of a device
value). The database/file system 210 may also link a recov-
ery begin block 290 to a first KV block of the KV blocks 280
by including an iKey of the first KV block in the recovery
begin block 290 to enable 1nitiation of recovery following a
system failure.

Once i1t 1s determined that the encapsulated data 250 and
the KV blocks 280 have been successtully written to the KV
device 2205, the database/file system 210 may update the
metadata 270 1n the KV device 2205 corresponding to the
written encapsulated data 250 to indicate that the KV blocks
280 have been successtully written, and to indicate a loca-
tion thereot. Then, the database/file system 210 may update
the recovery begin block 290 with an iKey of a subsequent
KV block 280 that has not had metadata 270 corresponding
thereto updated 1n the KV device 2205.

For example, the first KV block 280 in the KV chain that
has not been successiully written to the KV device 22056 or
has not had its corresponding metadata 270 updated, may
correspond to the 1Key updated 1n the recovery begin block
290, even 1f there 1s another KV block 280 further down the
KV chain that has been both successtully written to the KV
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device 22056 and has had 1ts corresponding metadata 270
updated, thereby ensuring data consistency in the event of a
system failure.

Accordingly, as shown above, the WAL/journal 260 of a
system 200a may be omitted 1n accordance with the dis-
closed embodiments.

FIG. 3 1s a block diagram depicting a method of gener-
ating a KV chain in a KV device, according to embodiments
of the present disclosure.

Referring to FIG. 3, a user 310 may seek to have one or
more user key values 330 written to a KV store/database
(e.g., 1n a KV device 320). In accordance with the user’s
write request, a KV store engine 350 insert the user key
values 330 1nto the KV block 380 as part of a device value
of the first KV block 380a. That 1s, user key values 330 may
be encapsulated by a respective KV block 380.

The KV store engine 350 may also allocate an 1Key 340
for a first KV block 380a as a device key of the first KV
block 380a. However, 1t should be noted that, in some
embodiments, the 1IKey 340 may be a user key instead of a
device key. Further, the 1IKeys 340 can be numbers or strings,
as long as the 1IKeys 340 are unique (even for the same user

key).
The 1Key 340a of the first KV block 380a may be

recorded as a begin iKey 360 (e.g., a recovery begin internal
key) 1n the KV device 320 to enable retrieval of the recovery
data. Meanwhile, a recovery begin key 365 may be used as
the key of the recovery data. The recovery begin key 365
may be statically assigned by the KV store engine 350, and
may remain unchanged. Contrastingly, the begin iKey 360 1s
a value of the recovery data that i1s included with the
recovery begin key 365, and may be updated, as will be
described below.

In addition to the user key values 330, the KV store engine
350 may also msert a value of an 1Key 34056 for a second KV

block 3805 into the first KV block 380a as another part of
the device value of the first KV block 380a. That 1s, each KV
block 380 may also include a “next iKey™ 343 for indicating
a subsequent KV block 380, which may have not yet been
created at the time the next 1Key 345 1s mnserted 1n the KV
block 380. The next 1Key 345, like the iKey 340, may be
preallocated at the time of establishing the database.

The above process may be repeated for multiple KV
blocks (e.g., wherein an 1Key 340c¢ for the third KV block
380c¢ 1s 1ncluded as part of the device value as the next iKey
345b of the second KV block 3805, etc.). Accordingly, each
KV block 380 generally contains a unique iKey 340, which
may be assigned in the host side, one or more user key
values 330, and a next iIKey 345 for indicating a next KV

block 380, wherein the next iIKey 345q of a first KV block
380a will reter to the iIKey 34056 of a second KV block 3805
in a manner that 1s similar to how the begin 1Key 360 refers
to the 1Key 340 of the first KV block i the KV chain.
Accordingly, the order of the KV blocks 380 in the KV chain
1s embedded in the KV blocks 380, and the next iKey 345
enables recovery following a system failure, as will be
discussed further below.

By each KV block 380 including the information
described above, each KV block 380 has a link for linking
itself’ with a next KV block 380 (e.g., a subsequent KV
block), thereby forming a KV chain (e.g., a chain of KV
blocks 380). For the last KV block 380 in the KV chain, an
1Key 1s still assigned as the 1Key 340 for the next KV block
380, even though the 1Key 340 for that next KV block does
not exist in the KV device 320. Accordingly, i1 the KV block
380 doesn’t exist in the KV device 320, then the end point
for recovery has been reached.
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It should be noted that the next 1Key 345 does not
necessarily refer to a physically adjacent KV block 380, as
the KV blocks 380 need not be physically consecutive
blocks. For example, in some embodiments, a next KV
block 380 may be determined by a time order instead of a
“key” order. For example, a key order may be
1 —=2—=3—=4—5, while a write order (or time order) may be
3—=1—=2—=5—4. Accordingly, the KV chain order would be
3—=1—=2—>5—4.

Accordingly, one or more KV blocks 380 may be recov-
ered and may be written to the KV device 320 following a
system failure by using the recovery begin key 365 and

various pre-allocated 1Keys 340 respectively corresponding,
to the KV blocks 380. Thus, the KV device 320 ensures
atomic writing using single-KV-block atomicity.

FIG. 4 1s a block diagram depicting a method of gener-
ating a KV block to be used 1n a KV chain in a KV device,
according to embodiments of the present disclosure.

To summarize, and referring to FIG. 4, upon establishing,
the database, an 1mitial preallocated 1Key 442 1s used as the
1IKey 440 of a current KV block 480. Further, the 1Key 440
of the first KV block 480 in the KV chain 1s stored as the
begin 1Key 1 the KV device (e.g., the begin iKey 360 1n the
KV device 320 of FIG. 3).

Then, an 1Key generator 490 may be used to generate a
new 1Key, to update the preallocated 1Key 442, because the
initial preallocated iIKey 442 cannot be used for a subsequent
KV block, as the mitial pre-allocated iKey 442 has already
been used for the current KV block 480, and as the new 1Key
will be used for a subsequent/next KV block 480. The
current KV block 480 may use the initial preallocated 1Key
442.

Accordingly, the preallocated iKey 442 may be used to
generate a new preallocated 1Key 442a, such that the
updated preallocated 1IKey 442a can be used as the 1IKey for
a subsequently created KV block. For example, the 1Key
Generator 490 may generate a new preallocated 1Key 442,
and may then update the preallocated iKey 442. The new
preallocated 1iIKey 442 may also be stored in an “Internal Key
For Next KV Block™ (e.g., a next iKey 445). That 1s, the
1K ey generator 490 generates a preallocated 1IKey 442 that 1s
used as the 1IKey 440 for a KV block 480, and then generates
another pre-allocated 1Key 442aq as the next iKey 4435
corresponding to the 1Key of a next (future) KV block.

That 1s, the internal 1Key Generator 490 may generate the
unique new 1Key, which does not have dependency with the
previously mentioned initial preallocated 1Key 442. Further,
the unique new 1Key may be concurrently stored in both an
updated preallocated 1Key 442a and 1n a next 1Key 443 for
a next KV block, such that the updated preallocated 1Key
442a and the next iIKey 443 are the same 1Key.

The internal 1Key Generator 490 may generate only a
single 1IKey at a time. Then, the generated 1Key may be
used/written for/to both the preallocated 1Key 4424 and the
next 1Key 445. Additionally, the used mitial 1Key 440
includes the previously assigned 1Key 440 that 1s linked to
the mitial preallocated 1Key 442.

The 1IKey generator 490 may then add the updated pre-
allocated 1Key 442a to the KV block 480 as the next iKey
445 corresponding to the subsequent KV block, while also
adding the updated 1IKey 442qa as the subsequent iKey for the
subsequent KV block. That 1s, the updated preallocated iKey
442a will be used for both the 1IKey of a next KV block, and
the next 1IKey 445 of the current KV block 480.

Thereafter, after generating and inserting the mnitial 1IKey
440 for the current block 480 and the next 1IKey 443 for the
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next KV block 480, the mitial iKey 440, the next iKey 445,
and the user key values 430 can be inserted into the KV
block 480.

FIG. 5 1s a block diagram depicting a method of updating,
a metadata table and a begin 1Key (e.g., recovery begin
internal key) 1 a KV device, according to embodiments of
the present disclosure.

Referring to FIG. 5, an operation of building a KV block
580 may be demonstrated. For example, a brief overview of
building a KV block 380 1s as follows. First, an iKey may
be appended, then, an 1IKey for a next KV block (e.g., next
1IKey 545) may be appended, and thereafter, the user keys

and values (e.g., user KVs 530) may be appended to
complete the KV block 580.

If the metadata 570 of one or more KV blocks 580 1s
stored 1n a corresponding metadata table 575, the begin 1IKey
560 will be changed to the 1Key 540 of the earliest KV block
580 in the KV chain that 1s not indicated in the metadata
table 575. The begin 1IKey 560 may be updated because KV
blocks 580 that are referenced 1n the metadata table 5735 may
be assumed to have been successtully written to the KV
device 520, and can be recovered without referencing the
KV chain 1n the event of a system failure. Contrastingly, 1f
the KV blocks 580 are not referenced 1n the metadata table
575, they are unable to be found without referring to the
begin 1Key 560.

After the begin 1Key 560 1s updated, KV blocks 580 that
are indicated 1in the metadata table 575 and that precede the
KV block 580 corresponding to the updated begin iKey 560
can be marked for deletion. Further, the KV blocks 580 that
are subsequent to the KV block 580 corresponding to the
begin 1Key 560, or that are not referenced 1n the metadata
table 575 cannot be deleted (e.g., even 11 a user deletes or
updates all keys in the KV block 580), thereby ensuring that
an unbroken KV chain can remain as the linked list.

For example, in FIG. 5, the KV blocks 380a, 5805, and
580c¢ are able to be deleted after a user deletes or updates all
of the respective key values 330 1n these KV blocks 380a,
580, and 5380c. However, the KV block 5807 1s not able to
be deleted, even though the KV block 5807 1s indicated as
being included 1n the metadata table 575 and as having been
successiully written to the KV device 520, because the
intervening KV blocks 53804 and 580e¢ are not referenced 1n
the metadata table 575. This 1s to ensure that the KV chain
of the remaining KV blocks 580 1s not broken. That is,
because the begin 1Key 560 1s updated to point to the KV
block 580d, which precedes the KV block 5380/ 1in the KV
chain, the KV block 380/ remains undeleted to ensure that
the KV chain remains unbroken, and to ensure that all KV
blocks 380 that are not yet updated or not yet referenced in
the metadata table can be recovered 1n the event of a system
failure.

In the event of a system failure, the recovery begin key
565 1s accessed, and the begin iIKey 560 1s retrieved from the
KV device 520 to mitiate recovery aiter the system failure.
Then, by using the begin iIKey 560, the corresponding KV
block 580 that 1s the first in the KV chain 1s read. By reading
the first KV block 580 of the KV chain, the iIKey 540 of the
next KV block 580 may be retrieved. Accordingly, the next
KV block 580 can be found and read. This process may be
repeated until a KV block 580 of a read next iKey 5435 does
not exist 1n the KV device 520. After retrieving all KV
blocks 580 that were not written the metadata table 575, the
metadata table 575 may be updated, and the begin 1Key 560
may be changed.

Because all KV blocks 380 that remain unwritten to the
metadata table 575 can be located by simply locating the first
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KV block 580 of the remaining KV chain by accessing the
recovery begin key 565 to use the begin iIKey 560, due to the
KV blocks 580 being linked by the links of the KV chain, a
second, redundant write can be obviated without any risks to
data consistency. Additionally, only the begin iKey 560 1s
stored, as opposed to a list of all unwritten KV blocks 580
(e.g., as opposed to the WAL/journal 260 shown 1n FIG. 2a).

Accordingly, embodiments of the present disclosure pro-
vide a KV chain with single or multiple user key values to
avold double writing for KV store consistency, and only
keys outside of the recovery range can be deleted to prevent
truncating the KV chain. If system has multiple write/
submission thread/worker, multiple number of recovery
begin 565 can be held in device. Each write/submission
thread should have at least one recovery begin 565 in order
to have 1ts own write stream. Otherwise, chain can be broken
because device cannot guarantee the write order.

Note that, KV devices guarantee atomicity for only one
KV Block write. Further, embodiments of the present dis-
closure enable the recovery of the KV store (or system) from
a system failure by using the KV chain mechanism. Further,
embodiments of the present disclosure are able to achieve
the above by a system that assigns device keys (1Keys) for
KV blocks, and that forms a KV chain using the KV blocks
for recovery, wherein a user key 1s embedded 1n a value of
a corresponding KV block.

Advantages provided by the disclosed embodiments
include no double writing of data, and no WAL 1s used for
crash recovery. Accordingly, increased WAF and increased
10 bandwidth due to double writing can be reduced, and
cllective throughput can be increased, and recovery can be

supported without sacrificing effective 10 performance.

What 1s claimed 1s:

1. A method of linking multiple KV blocks in a KV chain
to ensure data consistency, the method comprising:

allocating an internal key to both a first KV block and a

recovery begin internal key;

allocating a next internal key that 1s different from the

internal key and that corresponds to a next KV block;
and

encapsulating respective user key values 1n the first KV

block and i1n the next KV block,

wherein the first KV block 1s accessed by reading the

recovery begin internal key, and

wherein the next KV block 1s accessed by reading the next

internal key of the first KV block.

2. The method of claim 1, further comprising;:

updating all of the user key values of the first KV block;

generating or updating a metadata table to reference the

first KV block:

marking the first KV block as being eligible for deletion

from a KV device; and

updating the recovery begin internal key to be the next

internal key of the first KV block.

3. The method of claim 1, further comprising statically
assigning a recovery begin key, wherein the recovery begin
internal key 1s accessed by reading the recovery begin key.

4. The method of claim 3, further comprising, after a
system failure of a KV device in which the first KV block
and next KV block are stored:

reading the recovery begin key from the KV device;

retrieving the recovery begin internal key using the recov-

ery begin key;

locating and reading the first KV block using the recovery

begin internal key;

retrieving the next internal key of the next KV block from

the first KV block:; and
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locating and reading the next KV block using the next
internal key.
5. The method of claim 4, further comprising:
reading an additional next internal key as part of a device
value of the next KV block, the additional next internal
key corresponding to a subsequent next KV block;
locating and reading the subsequent next KV block using,
the additional next iternal key; and
repeating until a corresponding next internal key corre-
sponds to a KV block that 1s not found in the KV
device.
6. The method of claim 1, further comprising;:
determiming that the first KV block has no valid user key;
marking the first KV block as eligible for deletion; and
updating the recovery begin internal key to be the next
internal key of the first KV block, the next internal key
corresponding to a subsequent KV block.
7. The method of claim 1, wherein the next internal key
comprises part of a device value 1 the first KV block, and
comprises a device key for the next KV block.
8. A system for ensuring data consistency by implement-
ing a KV chain, the system comprising;:
a processor implementing one or more KV devices com-
prising a key value store engine configured to:
allocate an internal key to both a first KV block and a
recovery begin internal key;

allocate a next internal key that 1s different from the
internal key and that corresponds to a next KV block;
and

encapsulate respective user key values 1n the first KV
block and 1n the next KV block,

wherein the first KV block 1s accessed by reading the
recovery begin internal key, and

wherein the next KV block is accessed by reading the next
internal key of the first KV block.

9. The system of claim 8, wherein the key value store

engine 1s further configured to:

update all of the user key values of the first KV block;

generate or update a metadata table to reference the first
KV block;

mark the first KV block as being eligible for deletion from
a KV device of the one or more KV devices; and

update the recovery begin internal key to be the next
internal key of the first KV block.

10. The system of claim 8, wherein the key value store
engine 1s further configured to statically assign a recovery
begin key, wherein the recovery begin internal key 1s
accessed by reading the recovery begin key.

11. The system of claim 10, wherein the key value store
engine 1s further configured to:

determine a system failure of a KV device of the one or
more KV devices in which the first KV block and the
next KV block are stored;

read the recovery begin key from the KV device;

retrieve the recovery begin internal key using the recovery
begin key;

locate and read the first KV block using the recovery
begin internal key;

retrieve the next internal key of the next KV block from
the first KV block; and

locate and reading the next KV block using the next
internal key.

12. The system of claim 11, wherein the key value store

engine 1s further configured to:

read an additional next internal key as part of a device
value of the next KV block, the additional next internal
key corresponding to a subsequent next KV block;
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locate and read the subsequent next KV block using the

additional next internal key; and

determine a corresponding next internal key corresponds

to a KV block 1s not found 1n the KV device.

13. The system of claim 8, wherein the key value store
engine 1s further configured to:

determine that the first KV block has no valid user key;

mark the first KV block as eligible for deletion; and

update the recovery begin internal key to be the next
internal key of the first KV block, the next internal key
corresponding to a subsequent KV block.

14. The system of claim 8, wherein the next internal key
comprises part of a device value 1 the first KV block, and
comprises a device key for the next KV block.

15. A non-transitory computer readable medium imple-
mented on a system for linking multiple KV blocks 1n a KV
chain to ensure data consistency, the non-transitory com-
puter readable medium having computer code that, when
executed on a processor, implements a method of data
storage, the method comprising:

allocating an internal key to both a first KV block and a

recovery begin internal key;

allocating a next internal key that 1s different from the

internal key and that corresponds to a next KV block;
and

encapsulating respective user key values 1n the first KV

block and i1n the next KV block,

wherein the first KV block 1s accessed by reading the

recovery begin internal key, and

wherein the next KV block 1s accessed by reading the next

internal key of the first KV block.

16. The non-transitory computer readable medium of
claim 15, wherein the computer code, when executed on the
processor, Turther implements the method of data storage by:

updating all of the user key values of the first KV block;

generating or updating a metadata table to reference the
first KV block:

marking the first KV block as being eligible for deletion

from a KV device; and

updating the recovery begin internal key to be the next

internal key of the first KV block.
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17. The non-transitory computer readable medium of
claim 15, wherein the computer code, when executed on the
processor, Turther implements the method of data storage by
statically assigning a recovery begin key, wherein the recov-
ery begin internal key 1s accessed by reading the recovery
begin key.

18. The non-transitory computer readable medium of
claim 17, wherein the computer code, when executed on the
processor aiter a system failure of a KV device in which the
first KV block and next KV block are stored, further
implements the method of data storage by:

reading the recovery begin key from the KV device;

retrieving the recovery begin internal key using the recov-

ery begin key;

locating and reading the first KV block using the recovery

begin internal key;

retrieving the next internal key of the next KV block from

the first KV block; and

locating and reading the next KV block using the next

internal key.
19. The non-transitory computer readable medium of
claim 18, wherein the computer code, when executed on the
processor, Turther implements the method of data storage by:
reading an additional next internal key as part of a device
value of the next KV block, the additional next internal
key corresponding to a subsequent next KV block;

locating and reading the subsequent next KV block using
the additional next internal key; and

repeating until a corresponding next internal key corre-

sponds to a KV block that 1s not found 1n the KV
device.

20. The non-transitory computer readable medium of
claim 15, wherein the computer code, when executed on the
processor, Turther implements the method of data storage by:

determining that the first KV block has no valid user key;

marking the first KV block as eligible for deletion; and

updating the recovery begin internal key to be the next
internal key of the first KV block, the next internal key
corresponding to a subsequent KV block.
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