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superconducting inductors. The first 1], the second JJ, and
the third JJ can be biased using a JJ-based current source.
The second sub-circuit can switch the first sub-circuit to the
set state 1n response to recerving a pulse. The third sub-
circuit can switch the first sub-circuit to the reset state 1n
response to receiving one or more pulses.
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SINGLE FLUX QUANTUM INVERTER
CIRCUIT

GOVERNMENT LICENSE RIGHTS

This invention was made with United States (U.S.) gov-

ernment support under Contract No. W911NF-17-9-0001
awarded by the U.S. Intelligence Advanced Research Proj-

ects Activity (IARPA). The U.S. government has certain

rights in the mvention. 10

RELATED APPLICATION

This application 1s related to U.S. patent application Ser.
No. 16/926,388, entitled “Single flux quantum bufler cir-
cuit”, filed on Jul. 10, 2020, and U.S. patent application Ser.
No. 16/926,3779, entitled “Single flux quantum circuit that
includes a sequencing circuit”, filed on Jul. 10, 2020. The
contents of the above-mentioned applications are herein ,,
incorporated by reference in their entirety for all purposes.

15

TECHNICAL FIELD

The present disclosure relates to circuit designs and 55
circuit design methodologies for single flux quantum (SFQ)
circuits that use a Josephson junction (JJ) based current
source. More specifically, the present disclosure relates to an
SFQ 1nverter circuit.

30
BACKGROUND

Over the past several decades, an almost unlimited appe-
tite for computing and storage has fueled a rapid increase in
the size and complexity of integrated circuit (IC) designs. 35
SFQ technology, which relies on the quantum mechanical
quantization of magnetic flux, 1s a technology that can help
meet future computing and storage demands.

SFQ technology uses IJs. A 1] can include two supercon-
ducting electrodes separated, for example, by a thin 1nsu- 40
lating tunnel barrier, which can support a current that can
flow indefinitely without any voltage applied. Though SFQ
technology itself has numerous varnations, all make use of

flux storage and transmission, which 1s aflected by pulses
emitted by Ils. 45

SUMMARY

Some embodiments described herein feature a circuit or
circuit design that includes a first, second, and third sub- 50
circuit. The first sub-circuit can store a reset state or a set
state, the second sub-circuit can switch the first sub-circuit
to the set state 1n response to receiving a pulse, and the third
sub-circuit can switch the first sub-circuit to the reset state
In response to receiving one or more pulses. 55

The first sub-circuit can include a first, second, and third
1] coupled 1n parallel using superconducting inductors. The
first, second, and third IJ can be biased using one or more
IJ-based current sources. A JJ can be biased using a current
that 1s less than a critical current of the JJ and greater than 60
the critical current of the JJ minus an mput pulse amplitude
that 1s desired to trigger the JJ. A JJ-based current source can
include a bias voltage source, a superconducting inductor,
and a JJ coupled 1n series. The reset state can correspond to
an absence of a persistent current circulating in a supercon- 65
ducting loop comprising the first JJ and the second JJ, and
the set state can correspond to a presence of the persistent

2

current circulating 1n the superconducting loop comprising
the first JJ and the second 1.

A set terminal can be coupled to the second sub-circuit, an
input terminal can be coupled to the third sub-circuit, a clock
terminal can be coupled to the first 1], and an output terminal
can be coupled to the third JJ via a termination resistance.
The first sub-circuit can transition to the set state when a
clock pulse 1s received at the set terminal, and can transition
to the reset state when an input pulse 1s received at the input
terminal. The first sub-circuit can transition to the reset state
when a clock pulse 1s recerved at the clock terminal. The
circuit can output an output pulse at the output terminal
when a clock pulse 1s received at the clock terminal and the
circuit 1s 1 the set state. The iput terminal, the clock
terminal, and the output terminal can be electrically con-
nected to respective passive transmission lines.

In some embodiments, the input terminal can be electri-
cally connected to a multi-input wired-OR structure that
combines pulses received from multiple circuits. Some
embodiments feature an SFQ cell that can include a set
terminal, an 1nput terminal, a clock terminal, an output
terminal, a plurality of superconducting inductors, a plural-
ity of JJs, and at least one JJ-based current source. The
output terminal can be coupled to a terminal of a JJ n the
plurality of JJs through a termination resistance and a
superconducting inductor.

BRIEF DESCRIPTION OF THE FIGURES

The disclosure can be understood based on the detailed
description given below and the accompanying figures. The
figures are for illustrative purposes, and do not limit the
scope of the disclosure. Furthermore, the figures are not
necessarily drawn to scale.

FIG. 1A illustrates a Josephson current source (JCS)-
based SFQ bufler circuit 1n accordance with some embodi-
ments described herein.

FIG. 1B illustrates a JCS in accordance with some
embodiments described herein.

FIG. 1C 1illustrates a portion of a circuit design that
includes a JCS-based SFQ bufler circuit in accordance with
some embodiments described herein.

FIG. 2A illustrates a JCS-based SFQ multi-input synchro-
nous OR gate 1n accordance with some embodiments
described herein.

FIG. 2B illustrates a set of waveforms corresponding to a
JCS-based SFQ multi-input synchronous OR gate in accor-
dance with some embodiments described herein.

FIG. 3A 1llustrates a JCS-based SFQ inverter circuit in
accordance with some embodiments described herein.

FIG. 3B illustrates a portion of a circuit design that
includes a JCS-based SFQ inverter circuit in accordance
with some embodiments described herein.

FIG. 4 A illustrates a JCS-based SFQ multi-input synchro-
nous NOR gate in accordance with some embodiments
described herein.

FIG. 4B 1llustrates a set of waveforms corresponding to a
JCS-based SFQ multi-input synchronous NOR gate 1n
accordance with some embodiments described herein.

FIG. S5A illustrates a circuit design methodology for
JCS-based SFQ circuits 1n accordance with some embodi-
ments described herein.

FIG. 5B 1llustrates a portion of a circuit design that may
be created by using the process illustrated in FIG. SA
accordance with some embodiments described herein.

FIG. 6 illustrates three cell timing parameters 1n accor-
dance with some embodiments described herein.
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FIG. 7A 1llustrates an SFQ-based circuit design including
a sequencing circuit to provide delayed clock pulses to cells

in accordance with some embodiments described herein.

FIG. 7B illustrates an SFQ-based circuit design including
a sequencing circuit to provide delayed clock pulses to cells
in accordance with some embodiments described herein.

FIG. 7C illustrates a sequencing circuit to provide delayed
clock pulses to cells in accordance with some embodiments
described herein.

FIG. 8 illustrates how a timed inverter can be used in
circuit designs in accordance with some embodiments
described herein.

FIG. 9 illustrates a process for synthesizing a clock
network for a SFQ-based circuit design in accordance with
some embodiments described herein.

FIG. 10 depicts a flowchart that illustrates an 1C design
and manufacture flow 1n accordance with some embodi-
ments described herein.

FIG. 11 illustrates an example machine of a computer
system within which a set of instructions, for causing the
machine to perform any one or more of the methodologies
discussed herein, may be executed 1n accordance with some
embodiments described herein.

DETAILED DESCRIPTION

When a JJ emits a voltage pulse, it can induce a single
quantum ol magnetic flux into a superconducting inductor
that 1s electrically connected to the JJ. Some SF(Q devices
can achieve pulse widths close to a picosecond. In SFQ
technology, logic states can be transmitted between logic
gates by propagating SFQ pulses, which can be generated by
IJs. In some approaches, SFQ pulses can be transmitted
between logic gates by using a Josephson transmission line
(JTL), which includes a series of superconducting inductors
with a JJ connected to ground at the intersections. The
inductors can have small inductance values, enabling a long
Josephson transmission line with many junctions. Each 1] 1s
biased and therefore consumes current and dissipates power,
and each JJ represents a delay 1n signal propagation. JTLs
maintain the essential characteristics of an SFQ pulse with
high reliability.

In a very-large-scale integration (VLSI) environment,
using JTLs for interconnecting logic gates can cause large
delay and delay variation, and the existing automated rout-
ing design tools may need to be changed substantially to
route JTLs. One alternative to using a JTL 1s to use a passive
transmission line (PTL). A PTL 1s a stripline structure that
has an extremely low power loss due to being superconduc-
tive. However, a PTL uses a driver circuit to drive the PTL
with a non-SFQ voltage pulse, and a receiver circuit to
convert the received pulse back into an SFQ pulse.

One benefit of using PTL interconnections 1s that design-
ers can use existing routing tools in electronic design
automation (EDA) systems to design PTL-based SFQ cir-
cuits (as opposed to having to create a whole new family of
EDA tools that can handle JTL-based SFQ circuits). How-
ever, 1 such approaches, there are many design trade-oils
and technical challenges when PTLs are used with SFQ
devices.

As mentioned previously, 1n certain approaches, a driver
circuit and a receiver circuit are used at the transmitting and
receiving ends, respectively, of the PTL. APTL driver circuit
includes a IJ that emits SFQ pulses into the transmission
line. This can cause multiple problems.

One problem arises from the trade-off between wiring
density and transmission line width. To enable the high
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wiring densities, a designer would like to use narrow trans-
mission lines. However, the narrower the line, the higher the
characteristic impedance. The amplitude of the SFQ pulse 1s
limited, so that a higher impedance implies that less pulse
energy 1s 1njected into the line, thus requiring a higher-
sensitivity recerver and/or reducing noise immunity. By way
ol a non-limiting example that 1s based on existing technol-
ogy, an impedance range of a few ohms to perhaps 20 ohms
1s the approximate range, corresponding to line widths of
one to several microns, which 1s quite large when compared
to the typical line widths that are used 1n today’s comple-
mentary metal-oxide-semiconductor (CMOS) technology.

Another problem 1s the generation and propagation of
spurious pulses, which can cause subsequent data errors.
Specifically, a PTL receiver includes a single JJ biased near
its critical current threshold. The pulse from the transmission
line has suil

icient energy to kick the IJ above its critical
current threshold, which can cause the 1] to generate an SFQ
pulse, which 1s the desired output. However, the same pulse
1s also connected to the transmission line, and can propagate
backwards along the transmission line toward the PTL
driver. Over time, the stray pulse dies away after reflections
from the ends of the transmission lines, however if the
timing 1s such that spurious and subsequent data pulses are
coincident, then data errors can result. Such data errors can
be avoided by “tuming” the clock frequency and transmis-
sion line delays so that such coincidence 1s avoided, how-
ever this can create serious practical problems 1n a very large
scale mtegration (VLSI) environment, and may reduce the
chip flexibility by constraining the clock frequency. Alter-
natively, the lengths of interconnects can be tuned to avoid
certain timing windows based on an assumed clock fre-
quency. However, this can also lead to serious practical
difliculties, as the physical layout may need to be changed to
modily the transmission line lengths, which can be very
diflicult for densely wired layouts.

In some SFQ technologies, the bias current of a IJ 1s
determined by the chip supply voltage divided by the
dropping resistance associated with the JJ. Thus, there are
three independent random variables that control the switch-
ing threshold of the JJ: the critical current threshold (I ), bias
Veltage (V.. ), and the dropping resistance (Rdm_) The
minimum signal amplitude that can be reliably detected 1S
dependent on the statistical vanations of these three com-
ponents. Large variations can occur in these three compo-
nents due to variations in process and operating conditions,
and because of these variations, the sensitivity of the SFQ
devices can be low. The low sensitivity of SFQ devices can,
in turn, limit the impedance of P1Ls to low values and can
discourage the use of PI'L impedance matching because it
can reduce the amplitude. Although lower impedance allows
a larger signal amplitude to be injected into the line from a
fixed-amplitude source such as a PTL driver, a lower imped-
ance also takes up more area.

Some embodiments described herein can use a first JJ to
provide a bias current to a second JJ, where the bias current
generated by the first JJ 1s numerically equal to the cnitical
current of the first JJ. This bias current (which 1s equal to the
critical current of the first JJ) 1s set to a value slightly smaller
than the critical current of the second JIJ. In such an SFQ
circuit, only local variations in JJ critical currents (1.e., the
variation ol the critical currents of a set of JJs that are in
physical proximity to each other) are expected to aflect the
switching threshold. In a high-quality process, local varia-
tions 1n JJ critical currents (e.g., critical current variations
between adjacent IJs) are substantially smaller compared to




US 11,641,194 Bl

S

the global variations (e.g., variations across the entire IC
chip) which limit the sensitivity of existing SFQ technology.

In this disclosure, a JJ-based current source (JCS) refers
to a current source that (1) includes a JJ, and (2) 1s used to
bias another JJ. The combination of JCS-based SFQ circuits
with PTL-based interconnects allows the use of higher
impedance (narrower line width) transmission lines without
loss of transmission integrity. Note that higher impedance
lines are less sensitive to turns and wvias and result in
significantly denser routing. The JCS-based SFQ circuits
disclosed herein feature a matching back termination resis-
tance at the output of the SFQ circuit, which removes the
“resonance” problem (data errors at sharply defined clock
frequencies and line lengths) that exists 1n traditional SFQ
technologies. The outputs and the inputs of the JCS-based
SFQ cells can be directly connected to PTLs (i.e., without
using PTL drivers and receivers). The SFQ circuit designs
and SFQ circuit design methodologies presented in this
disclosure can leverage existing EDA tools to design dense

and energy ellicient SFQ-based integrated circuits.
FIG. 1A 1llustrates a JCS-based SFQ bufler circuit in

accordance with some embodiments described herein. JCS-
based SFQ bufler circuit 100 includes: mput terminal 102,
clock terminal 104, and output terminal 106; superconduct-
ing inductors 108, 110, 112, 114, 116, 118, 120, and 122;
termination resistance 124; JJs 126, 128, and 130; and JCSs
132 and 134.

The current supplied by JCSs 132 and 134 1s used to bias
IJs 126, 128, and 130. Specifically, the bias currents of the
JJs 126, 128, and 130 are set to a level that 1s less than their
critical current I, and larger than 1. minus the input pulse
amplitude that 1s desired to trigger the JJs (e.g., the mini-
mum 1nput pulse amplitude that 1s desired to trigger the 1Js).
Note that, this range of current values (i.e., less than I, and
greater than I, minus the input pulse amplitude that 1s
desired to trigger the IJs) can be substantially smaller than
the critical current I.

During operation, input pulses can be received at input
terminal 102 and clock pulses can be received at clock
terminal 104. In SFQ circuits, a sequence of clock pulses can
be used to discretize time 1nto a sequence of time periods (or
time frames), and a unit of information can be encoded 1n a
given time period based on whether or not a pulse 1s present
in the time period.

JCS-based SFQ bufler circuit 100 has two stable states
that correspond to the absence or presence of a clockwise
persistent current that circulates 1n the superconducting loop
that includes mnductors 108, 110, 112, and 114, and junctions
126 and 128. When a clock pulse 1s received at clock
terminal 104, the state stored in JCS-based SFQ bufler
circuit 100 1s outputted on output terminal 106, and JCS-
based SFQ bufler circuit 100 1s reset to a first state, which
1s also referred to as the “reset” state for the circuit shown
in FIG. 1A. The reset state corresponds to the absence of a
clockwise persistent current circulating 1n the superconduct-
ing loop that includes inductors 108, 110, 112, and 114, and
junctions 126 and 128.

If no mput pulse 1s received at mput terminal 102 before
the next clock pulse, then JCS-based SFQ bufler circuit 100
remains in the first state (1.e., the reset state). On the other
hand, if at least one 1nput pulse 1s recerved at mnput terminal
102, then junction 126 pulses, establishing a clockwise
persistent current around the superconducting loop that
includes junctions 126 and 128 and storage inductor 112,
which causes the JCS-based SFQ bufler circuit 100 to switch
to a second state, which 1s also referred to as the “set™ state

for the circuit shown in FIG. 1A. Note that, if the JCS-based
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SFQ bufler circuit 100 1s already in the second state, the
arrival of additional input pulses at mput terminal 102 does
not toggle the state, 1.e., the JCS-based SFQ bufler circuit
100 remains in the second state.

When the next clock pulse 1s received at clock terminal
104, JCS-based SFQ bufler circuit 100 outputs an output
pulse at output terminal 106 only when SFQ bufler circuit
100 1s 1n the second state. If SFQ bufler circuit 100 1s 1n the
second state (1.e., the set state), then the arrival of a clock
pulse at clock terminal 104 annihilates the clockwise per-
sistent current, which transitions SFQ bufler circuit 100 to
the first state (1.e., the reset state). In this manner, JCS-based
SFQ buller circuit 100 can store information of whether or
not an mput pulse was received 1n the previous time period.

FIG. 1B 1illustrates a JCS i1n accordance with some
embodiments described herein. JCS 132 can have two
terminals, 132-1 and 132-2. As shown 1n FIG. 1A, terminal
132-1 can be electrically connected to superconducting
inductors 110 and 112, and terminal 132-2 can be electrically
connected to ground. JCS 132 includes bias voltage source
132-5, superconducting inductor 132-4, and JJ 132-3 that are
clectrically connected 1n series as shown i FIG. 1B.

FIG. 1C 1illustrates a portion of a circuit design that
includes a JCS-based SFQ bufler circuit 1n accordance with
some embodiments described herein. One advantage of the
JCS-based SFQ bufler circuit shown 1n FIG. 1A 1s that input
terminal 102, clock terminal 104, and output terminal 106
can be directly coupled to PTLs (i.e., without using drivers
and receivers at the two ends of the PTLs), which can
substantially reduce the number of IJs that are used 1n the
circuit design (which reduces the complexity and power
consumption of the resulting circuit design). Moreover, as
noted previously, the PTLs can have a higher impedance
(narrower line width) without loss of transmission integrity.
As shown 1n FIG. 1C, mput terminal 102, clock terminal
104, and output terminal 106 are directly coupled to PTLs
158, 160, and 162, respectively. Input pulses 152 and clock
pulses 154 can be directly received via P1Ls 158 and 160,
respectively, and output pulses 156 can be directly outputted
on PTL 162.

FIG. 2A illustrates a JCS-based SFQ multi-input synchro-
nous OR gate 1n accordance with some embodiments
described herein. Embodiments described 1n this disclosure
feature library gates in which the output terminal includes a
matching PTL termination resistance in series with the
output JJ. For example, as shown 1n FIG. 1A, JCS-based
SFQ bufler circuit 100 1ncludes termination resistance 124.

The termination resistance can be electrically connected
to one end of a PTL, and the other end of the PTL can be
clectrically connected to another library cell mput. The
length of the PTL can be between zero and a maximum value
(due to signal loss over the PTL). The maximum allowable
length of the PTL depends on various factors, including the
manufacturing technology that 1s used to fabricate the IC.

In the SFQ technology described in this disclosure, the
terminals of two SFQ circuits or cells can be directly
connected, 1.e., the output terminal (which includes the
termination resistor) of the drniver cell can be directly con-
nected (1.e., by using a PTL of length zero) to the input
terminal of the load cell. The capability to directly couple an
output terminal of an SFQ cell with an mput terminal of
another SFQ cell 1s an important distinguishing feature of
embodiments described herein. This capability 1s not present
in traditional SFQ cells, which do not include a series
resistances between outputs and inputs. Also, 1n the SFQ
technology described 1n this disclosure, the series resistance
climinates current redistribution.
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Furthermore, because the SFQ technology described in
this disclosure uses resistances, currents can be split and
added as 1n traditional IC designs, 1.e., without any concern
or need for handling quantization eflects. Specifically, with
resistances, wired-OR at inputs and resistive splitting at
outputs 1s possible. The ability to add and split currents 1n
SFQ-based circuit designs 1s an mmportant advantage
because 1t can substantially simplity logic implementation.

Stated differently, any circuit or cell that 1s designed using
the SFQ technology described herein has the following
property: every input can have a fan-in of two or more,
meaning that every input can have a multi-input virtual OR
gate driving the pin. Thus, a bufler can be used as a
synchronous multi-input OR gate, and an inverter can be
used as a synchronous multi-input NOR gate. The conver-
sion of a bufler to a multi-input OR gate (and likewise the
conversion of an mverter to a multi-input NOR gate) can be
accomplished by allowing outputs of multiple cells to be
clectrically connected to the input pin of the buller gate (or
the inverter gate).

Referring to FIG. 2A, 1n JCS-based SFQ multi-input
synchronous OR gate 200, multiple sequences of input
pulses 202 can be combined using the multi-input wired-OR
structure 208. As a non-limiting example, a set of horizontal
strip lines can be electrically connected with each other
using a vertical strip line to create the multi-input wired-OR
structure 208, as shown in FIG. 2A. The combined input
pulses 202 can then be inputted into JCS-based SFQ bufler
100 at input terminal 102. Clock pulses 204 can be received
over PTL 210 and inputted into clock terminal 104. Finally,
output terminal 106 can emit output pulses 206. Output
pulses 206 represent a logical “OR” of input pulses 202, and
the output pulses can be propagated over PTL 212 to one or
more JCS-based SFQ cells.

FI1G. 2B illustrates a set of wavetorms corresponding to a
JCS-based SFQ multi-input synchronous OR gate in accor-
dance with some embodiments described herein. Wavetform
252 shows five clock pulses that are recerved at time
instances 11 through TS. The time window between two
adjacent clock pulses defines a time period (or time frame)
during which 1nput pulses can arrive on the multiple inputs
of JCS-based SFQ multi-input synchronous OR gate 200.
The 1mput pulses do not need to be synchronized with each
other, and they can arrive at any time instance within the
time window defined by adjacent clock pulses as long as the
input pulses do not violate setup and hold timing constraints.

For example, wavelorms 234, 256, and 238 illustrate
input pulses corresponding to three inputs of JCS-based SF(Q
multi-input synchronous OR gate 200. Note that three input
pulses are recerved between time instances T1 and T2, and
these mput pulses are not synchronized with each other.
These three input pulses can be combined by multi-input
wired-OR structure 208 to produce at least one combined
input pulse (which can have a different shape than the
individual input pulses), and the combined input pulse can
then be putted mto mput 102 of JCS-based SFQ multi-
input synchronous OR gate 200, which can cause a persis-
tent current circulating 1 JCS-based SFQ multi-input syn-
chronous OR gate 200 to be established. Next, upon the
arrival of the clock pulse at time instance T2, JCS-based
SFQ multi-input synchronous OR gate 200 generates an
output clock pulse which i1s shown in wavetorm 260. Note
that there 1s a delay between the clock pulse that 1s recerved
at time 1nstance 12, and the output pulse produced by
JCS-based SFQ multi-input synchronous OR gate 200 after
time mnstance 12.
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The clock pulse at time 1nstance T2 resets JCS-based SFQ
multi-input synchronous OR gate 200 to a reset state. Next,
as shown 1n FIG. 2B, no mput pulses are received between
time 1nstances T2 and T3, and JCS-based SFQ multi-input
synchronous OR gate 200 remains in the reset state. Accord-
ingly, when the clock pulse at time instance T3 arrives,
JCS-based SFQ multi-input synchronous OR gate 200 does
not produce a corresponding output pulse between time
instances T3 and T4.

If we assume that the presence of a pulse encodes a binary
“1,” and the absence of a pulse encodes a binary “0,” then
the JCS-based SFQ multi-input synchronous OR gate 200
implements a multi-input OR gate. The implemented OR
gate 1s “synchronous” because the output of the OR gate 1n
the current time window 1s produced upon receiving a clock
pulse, and the output (i.e., the presence or absence of a
pulse) 1s based on the logical OR of the inputs received in
the previous time window.

FIG. 3A 1llustrates a JCS-based SFQ inverter circuit in
accordance with some embodiments described herein. JCS-
based SFQ inverter circuit 300 includes: set terminal 302
(shown as “I” in FIG. 3A), mput terminal 304, clock
terminal 306, and output terminal 308; superconducting
inductors 310, 312, 314, 316, 318, 320, 322, 324, and 326;
termination resistance 328; JJs 330, 332, 334, 336, 338, 340,
and 342; and JCSs 344, 346, 348, and 350.

The current supplied by JCSs 344, 346, 348, and 350 1s
used to bias the JJs 330, 332, 334, 336, 338, 340, and 342.
Specifically, the bias currents of the JJs 330, 332, 334, 336,
338, 340, and 342 are set to a level that 1s less than their
critical current I, and larger than 1. minus the input pulse
amplitude that 1s desired to trigger the JJs (e.g., the mini-
mum 1nput pulse amplitude that 1s desired to trigger the 1Js).
Note that, this range of current values (i.e., less than I, and
greater than 1. minus the input pulse amplitude that 1s
desired to trigger the IJs) can be substantially smaller than
the critical current I.

The circuit shown 1n FIG. 3A can be viewed as including:
a first sub-circuit to store a reset state or a set state, where
the first sub-circuit includes JJs 338, 340, and 342; a second
sub-circuit to switch the first sub-circuit to the set state 1n
response 1o receiving a pulse at set terminal 302, where the
second sub-circuit includes JJ 330; and a third sub-circuit to
switch the first sub-circuit to the reset state 1n response to
receiving one or more pulses at input terminal 304, where
the third sub-circuit includes JJs 332, 334, and 336.

During operation, mput pulses can be recerved at input
terminal 304 and clock pulses can be received at clock
terminal 306. The clock pulses can also be provided to set
terminal 302 (the clock pulses that are provided to clock
terminal 306 may be a delayed version of the clock pulses
that are provided to set terminal 302), which can set the
JCS-based SFQ nverter circuit 300 at the beginning of each
time period.

JCS-based SFQ inverter circuit 300 has two stable states
that correspond to the absence or presence of a clockwise
persistent current that circulates 1n the superconducting loop
that includes junction 330, inductor 312, and the compo-
nents connected through inductors 314 and 316. When a
clock pulse 1s received at clock terminal 306, the state stored
in JCS-based SFQ nverter circuit 300 1s outputted on output
terminal 308. Specifically, if the JCS-based SFQ inverter
circuit 300 1s 1n a first state (i.e., the reset state), the arrival
of a clock pulse at clock terminal 306 does not cause
JCS-based SFQ mverter circuit 300 to emit a corresponding
output pulse at output terminal 308. On the other hand, 1f the
JCS-based SFQ mverter circuit 300 1s 1n a second state (1.e.,
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the set state), the arrival of a clock pulse at clock terminal
306 causes JCS-based SFQ inverter circuit 300 to emit a
corresponding output pulse at output terminal 308.

At the beginning of a time period, a clock pulse can be
received at set terminal 302, which transitions JCS-based
SFQ mverter circuit 300 to the second state. IT no 1input pulse
1s received at mput terminal 304 before the next clock pulse,
then JCS-based SFQ inverter circuit 300 remains 1n the
second state (1.e., the “set” state). On the other hand, if at
least one mput pulse 1s recerved at mput terminal 304, then
the persistent current that is circulating in the superconduct-
ing loop 1s annihilated, which causes the JCS-based SFQ
inverter circuit 300 to switch to the first state (1.e., the “reset”
state). When the JCS-based SFQ inverter circuit 300 1s 1n the
first state (1.e., the “reset” state), receiving additional 1nput
pulses at the input terminal 304 does not cause JCS-based
SFQ 1nverter circuit 300 to switch to the second state (1.e.,
the “set” state). In other words, 11 JCS-based SFQ inverter
circuit 300 1s 1n the first state, then JCS-based SFQ nverter
circuit 300 continues to remain 1n the first state even 1f
multiple input pulses are received at input terminal 304.

When the next clock pulse 1s received at clock terminal
306, JCS-based SFQ inverter circuit 300 outputs an output
pulse at output terminal 308 only 11 1t 15 1n the second state.
In this manner, JCS-based SFQ inverter circuit 300 imple-
ments inverter functionality by (1) emitting an output pulse
at the output terminal 308 11 no input pulse was received at
the input terminal 304 1n the previous time period, and (2)
not emitting an output pulse at the output terminal 308 1t at
least one mput pulse was received at the mput terminal 304
in the previous time period.

FIG. 3B illustrates a portion of a circuit design that
includes a JCS-based SFQ 1nverter circuit in accordance
with some embodiments described herein. An advantage of
JCS-based SFQ inverter circuit 300 shown in FIG. 3 A 1s that
input terminal 304 and clock terminal 306 can be directly
coupled to PTLs (i.e., without using drivers and receivers at
the two ends of the PTLS) which can substantially reduce
the number of IJs that are used in the circuit design (which
reduces the complexity and power consumption of the
resulting circuit design). Moreover, as noted previously, the
PTLs can have a higher impedance (narrower line width)
without loss of transmission integrity.

As shown i FIG. 3B, set terminal 302, input terminal
304, clock terminal 306, and output terminal 308 can be
directly coupled to PTLs 364, 358, 360, and 362, respec-
tively. Input pulses 352 can be dlrectly received via PTL
358, and clock pulses 354 can be directly received via PTLs
360 and 364. Output pulses 356 can be directly outputted on
PTL 362.

FI1G. 4A illustrates a JCS-based SFQ multi-input synchro-
nous NOR gate 1n accordance with some embodiments
described herein. Embodiments described in this disclosure
teature library gates 1n which the output terminal includes a
matching PTL termination resistance in series with the
output JJ. For example, as shown 1n FIG. 3A, JCS-based
SFQ 1nverter circuit 300 includes termination resistance
328. The termination resistance can be electrically con-
nected to one end of a PTL, and the other end of the PTL can
be electrically connected to another library cell input. The
length of the PTL can be between zero and a maximum value
(due to signal loss over the PTL). The maximum allowable
length of the PTL depends on various factors, including the
manufacturing technology that 1s used to fabricate the IC.

In JCS-based SFQ multi-input synchronous NOR gate
400, multiple sequences of mput pulses 402 can be com-
bined using the multi-input wired-OR structure 408. As a
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non-limiting example, a set of hornizontal strip lines can be
clectrically connected with each other using a vertical strip
line to create the multi-input wired-OR structure 408 shown
in FIG. 4A. The combined input pulses 402 can then be
inputted into JCS-based SFQ 1verter 300 at input terminal
304. Clock pulses 404 can be received over PTL 410 and
inputted mto clock terminal 306, and can also be received
over PTL 414 and mputted into set terminal 302. Finally,
output terminal 308 can emit output pulses 406. Output
pulses 406 can represent a logical “NOR” of mput pulses
402, and the output pulses 406 can be propagated over PTL
412 to one or more JCS-based SFQ circuits or cells.

FIG. 4B 1llustrates a set of wavetorms corresponding to a
JCS-based SFQ multi-input synchronous NOR gate 1n
accordance with some embodiments described herein.

Wavelorm 452 shows five clock pulses that are received
at time 1stances T1 through T5. The time window between
two adjacent clock pulses defines a time period during which
input pulses can arrive on the multiple inputs of JCS-based
SFQ multi-input synchronous NOR gate 400. The input
pulses do not need to be synchronized with each other, and
they can arrive at any time instance within the time window
defined by adjacent clock pulses as long as the mput pulses
do not violate setup and hold timing constraints.

For example, wavelorms 454, 456, and 458 illustrate
input pulses corresponding to three inputs of JCS-based SF(Q)
multi-input synchronous NOR gate 400. When the clock
pulse at time instance T1 1s received at the set mput 302,
JCS-based SFQ inverter 300 1s switched to the second state.
As shown 1 FIG. 4B, three mput pulses are recerved
between time instances 11 and T2. Note that these input
pulses need not be synchronized, as shown in FIG. 4B.
These three put pulses can be combined by multi-input
wired-OR structure 408 to produce at least one combined
input pulse (which can have a different shape than the
individual input pulses), and the combined input pulse can
then be inputted into JCS-based SFQ inverter 300, which
can cause the persistent current circulating in JCS-based
SFQ inverter 300 to be annihilated. Next, as shown 1n
wavetorm 460, upon the arrival of the clock pulse at time
instance 12, JCS-based SFQ mverter 300 may not emit an
output clock pulse.

The clock pulse at time 1nstance T2 again sets JCS-based
SFQ multi-input synchronous NOR gate 400 to a set state.
Next, as shown in FIG. 4B, no mput pulses are recerved
between time instances T2 and T3, and JCS-based SFQ
multi-input synchronous NOR gate 400 remains in the set
state. Accordingly, when the clock pulse at time 1nstance T3
arrives, JCS-based SFQ multi-input synchronous NOR gate
400 produces a corresponding output pulse between time
instances T3 and T4. Note that there 1s a delay between the
clock pulse that 1s received at time instance T3, and the
output pulse produced by JCS-based SFQ multi-input syn-
chronous OR gate 400 after time 1nstance T3.

If we assume that the presence of a pulse encodes a binary
“1,” and the absence of a pulse encodes a binary “0,” then
JCS-based SFQ multi-input synchronous NOR gate 400
implements a multi-input NOR gate. The implemented NOR
gate 1s “synchronous” because the output of the NOR gate
in the current time window 1s produced when a clock pulse
1s received at the clock terminal, and the produced output
(1.e., the presence or absence of a pulse) 1s based on the
logical NOR of the inputs received in the previous time
window.

FIG. S5A illustrates a circuit design methodology for
JCS-based SFQ circuits 1n accordance with some embodi-
ments described herein. The process illustrated 1n FIG. SA
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can begin by creating a logic network to mmplement a
high-level functional description of an IC design, where
cach logic gate in the logic network corresponds to one or
more JCS-based SFQ cells 1n a JCS-based SFQ cell library
(operation 502). Next, the process can place JCS-based SFQ)
cells 1n an IC design area, where the JCS-based SFQ cells
correspond to logic gates 1n the logic network (operation
504). The process can then route PTLs to interconnect inputs
and outputs of the placed JCS-based SFQ cells based on the
interconnectivity specified in the logic network (operation
506). In some embodiments, the process illustrated 1n FIG.
5A can be performed by a processor.

FIG. 5B 1illustrates a portion of a circuit design that may
be created by using the process illustrated 1n FIG. SA in
accordance with some embodiments described herein. Each
cell 1s shown to have three terminals—the left terminal 1s the
input terminal, the right terminal 1s the output terminal, and
the top terminal 1s the clock terminal. Note that some cells
(e.g., the JCS-based SFQ mnverter circuit 1llustrated 1n FIG.
3A) may include more than three terminals. Also, the clock
tree that feeds clock pulses to each cell has not been shown
in FIG. 5B. In FIG. 5B, PTLs (shown as thick lines) have
been used to route interconnections between the cells. Spe-
cifically, the PTL structure that feeds the mput terminal of
JCS-based SFQ cell 356 implements a wired-OR structure
that performs a logical OR of the outputs of JCS-based SFQ
cells 552 and 554. The output of JCS-based SFQ cell 556 1s
split and provided as 1nput to JCS-based SFQ cells 558 and
560. Note that the PTL structure connected to the output of
JCS-based SFQ cell 556 functions as a splitter.

In existing SFQ technology, the designer typically tweaks
clock and data timing with JTLs, and cannot just connect
logic gates and have a working logic network. Instead, the
designer must carefully engineer the timing. The SFQ tech-
nology described in this disclosure overcomes this drawback
in existing SFQ technology. Additionally, SFQ cells
designed using the SFQ technology described in this dis-
closure can use gates that are cascadable with zero-skew
clocking. Extra delay may need to be added to some gates,
¢.g., by using the JCS-based SFQ bufler circuit. In other
words, the JCS-based SFQ bufler circuit can be used as a
synchronous shift register.

The use of PTLs changes how timing references are
defined. Currently, there 1s no standard for defining timing
references. A set of timing definitions that can be used for
cells designed using the SFQ technology are now described.
Every logic cell can be synchronous, with a clock input, one
or more data mputs, and a data output. A logic cell may also
have other 1nputs, e.g., a set mnput as 1n the JCS-based SFQ
inverter circuit that was described above. Upon receiving a
clock pulse, the internal state of the logic cell can generate
an output pulse or not generate an output pulse, and the logic
cell can be returned back to a ready state. The term “ready
state” refers to a state 1n which the cell 1s ready to receive
and process new put data (1.e., input pulses).

While the cell 1s switching to its ready state, input data
should not appear, as results would be undefined. In this
disclosure, this time period 1s referred to as the “hold time.”
Once the cell has reached a stable ready state, the cell 1s
ready to accept new input.

An 1mput pulse can change the internal state of the cell to
a different state. Whatever the internal state of the cell, 1t can
be read with a clock pulse. The minimum time to establish
the new 1nternal state upon recerving an input pulse, 1.e., the
mimmum time between an mput pulse and the subsequent
clock pulse, i1s referred to as the “setup time” 1in this
disclosure.
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A timing violation can occur 1if either of the “hold time”
or the “setup time” constraints are violated. Specifically, a
hold time violation occurs if an input pulse arrives before the
cell has reached a stable ready state. A setup time violation
occurs 1f a subsequent clock pulse (that causes the state of
the cell to be outputted) arrives before the cell has been able
to transition to a stable new state based on the received input
data. The cell can produce undefined results when a timing
violation occurs. When a clock pulse 1s received, the cell
may produce an output pulse at the output terminal. The
delay time between the clock pulse and the output pulse 1s
referred to as the “latency” or “clock-to-Q-delay” of the cell.

FIG. 6 illustrates three cell timing parameters 1n accor-
dance with some embodiments described herein. The timing
characteristics of cells designed using the SFQ technology
described herein can be captured by using these three
parameters, namely, hold time, setup time, and clock-to-Q-
delay.

The following paragraphs describe approaches for design-
ing an IC design, and supplying clock pulses to the SFQ cells
in the IC design. In some embodiments, a classic pipeline

design methodology can be used, where combinatorial logic
networks appear between banks of D thp-flops (D-FFs). For
example, JCS-based SFQ bufler circuit 100 shown 1 FIG.
1A can be used as a D-FF. A system clock can be provided,
and a clock pulse can be applied to each D-FF synchro-
nously. Logic networks can include timed gates (the terms
“SFQ cell,” “logic gate,” “gate,” etc. are used interchange-
ably 1n this disclosure), where no output appears until a
timing pulse 1s given. The timing pulse can also be used to
clear any internal state of the logic gate. The output repre-
sents the eflect of pulses applied to the gate inputs since the
last timing pulse. Within a logic network, data can tlow from
left to right. Data flow from right to left can be achieved by
buflering data through the D-FF banks.

Assume for simplicity that all gates have the same delay
from the timing pulse to the appearance of an output pulse.
Each gate can be identified with a particular time slice or
time period, which 1s a multiple of the sum of the delay and
a setup time, based on the maximum time slice of inputs.

To ensure that each logic gate receives a timing pulse at

the appropriate time 1nstance, a sequencing circuit can be
constructed whose outputs are timing pulses that are deliv-
ered to each logic gate, so that each gate receives the timing
pulse at the correct time for the gate. The sequencing circuit
can be constructed by using JTLs and splitters. Specifically,
the sequencing circuit can take as input the system clock (as
supplied to the D-FFs) and produce output pulses correctly
timed for each gate.
The maximum number of slices used by a logic network
in the system can determine the maximum system clock rate.
At slower rates, the output of the SFQ cells may be ready
well ahead of the next clock pulse. In the approach described
herein, the system clock (which can include a sequence of
clock pulses) can be applied to the D-FFs and clocking
circuits, not individual gates, which can greatly simplity
system clock distribution.

The construction of the sequencing circuit can be auto-
mated. The sequencing circuit can include a JTL which
generates the time slice pulses, which are split by splitters
according to the number of gates 1in the time slice. The
splitters themselves can have delay, so that the mput of the
splitter tree may have to come from an earlier time slice than
the actual time slice of the logic gate to which the clock
pulse 1s to be provided. The clocking described herein 1s
multi-phasing, which 1s different from higher-speed clock-

ing. Each time slice receives one clock pulse per system
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clock. Furthermore, note that variations due to process and
operating conditions in the time delay of JTL stages, split-
ters, and gates track corresponding variations to the critical
current density.

FIG. 7A illustrates an SFQ-based circuit design including
a sequencing circuit to provide delayed clock pulses to cells
in accordance with some embodiments described herein. In
the portion of a circuit design shown 1 FIG. 7A, combina-
tional logic networks 722 and 724 are coupled to banks of
D-FFs that include D-FFs 702, 704, 706, and 708. Combi-
national logic network 722 can include logic gates 710, 712,
and 714 which are interconnected as shown in FIG. 7A.
Each D-FF and logic gate shown in FIG. 7A can be
implemented using the JCS-based SFQ technology dis-
closed herein. A sequencing circuit that includes delay
clements 716, 718, and 720 can be used to provide a clock
pulse with the appropriate delay to logic gates 710, 712, and
714, respectively. Each delay element (e.g., delay elements
716, 718, and 720) can include (1) a JTL that receives a
clock pulse at its input and generates a delayed version of the
clock pulse, and (2) a splitter network to generate at least
two copies of the delayed version of the clock pulse, where
one copy 1s provided to the input of the JTL 1n the next delay
clement, and other copies are provided to logic gates.

FIG. 7B illustrates an SFQ-based circuit design including
a sequencing circuit to provide delayed clock pulses to cells
in accordance with some embodiments described herein.
The design shown 1 FIG. 7B 1s similar to the one shown 1n
FIG. 7A, except that the sequencing circuit 1s constructed
using a series of D-FFs that form a shift register, and that are
timed using a local fast clock that can be generated internally
on the chip. One advantage of the design shown in FIG. 7B
1s that 1t can provide variable delay to the logic gates. In the

circuit design portion shown in FIG. 7B, combination logic
networks 772 and 774 are coupled to banks of D-FFs that

include D-FFs 752, 754, 756, and 758. Combinational logic
network 772 can include logic gates 760, 762, and 764
which are interconnected as shown in FIG. 7B. Each D-FF
and logic gate shown in FIG. 7B can be designed using the
JCS-based SFQ technology disclosed herein. A sequencing
circuit that includes delay elements 766, 768, and 770 can be
used to provide a clock pulse with the appropriate delay to
logic gates 760, 762, and 764, respectively. Each delay
clement (e.g., delay elements 766, 768, and 770) can include
(1) a D-FF that receives a clock pulse at its input and
generates a delayed version of the clock pulse, and (2) a
splitter network to generate at least two copies of the delayed
version of the clock pulse, where one copy 1s provided to the
input of the D-FF in the next delay element, and other copies
are provided to logic gates. The D-FFs 1n the delay elements
can be provided a local fast clock signal that can be
generated on chip.

FI1G. 7C 1llustrates a sequencing circuit to provide delayed
clock pulses to cells in accordance with some embodiments
described heremn. Delay elements 792 and 794 can be
constructed using either JTLs (as explained in reference to
FIG. 7A) or D-FFs (as explained 1n reference to FIG. 7B).
In FIG. 7C, each delay output can be split into multiple
copies to drive similar clock frames from different pipeline
stages. Consolidation of the sequencing circuitry in this
manner can reduce the total device count used in the
sequencing circuitry.

FIG. 8 illustrates how a timed inverter can be used in
circuit designs 1n accordance with some embodiments
described heremn. Timed inverter 800 can be JCS-based SFQ
inverter 300 shown 1n FIG. 3A. Let us assume that the timed
inverter 800 1s being used as a NOR gate (e.g., as explained
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in reference to FIGS. 4A-4B), and it receives two inputs
from logic gates 1n clock frames 1 and 7 (the term “clock
frame” refers to a particular delayed version of a clock
pulse). The “T” signal 1s split from the clock frame min(y, j),
and 1s applied to the T mput. The min(i, j) clock frame refers
to the earlier clock frame between the two clock frames 1 and
1. The CLK signal 1s given the clock pulse from max(i, )+1
clock frame (this clock 1s also provided to other gates in
general), and the output of the timed iverter 800 (which 1s
also true of other gates 1n general) appears 1n this frame, 1.¢.,
in frame max(1, 1)+1.

FIG. 9 illustrates a process for synthesizing a clock
network for a SFQ-based circuit design in accordance with
some embodiments described herein. In some embodiments,
the process illustrated 1in FIG. 9 can be performed by a

processor. The process can begin by assigning a depth level
to logic gates (e.g., logic gates 710, 712, and 714 1n FIG. 7A)

in an SFQ combinational logic network (operation 902).
Specifically, the depth level of a logic gate 1s one more than
the maximum input depth level across all of the inputs of the
logic gate. If an mput of a logic gate 1s coupled to an output
of a D-FF that feeds the logic network, then that mnput 1s
assigned a depth level zero. Otherwise, the depth level of an
iput 1s equal to the depth level of the logic gate that i1s
driving the input. This process can be carried out recursively
from the leit to the right to assign a depth level to each logic
gate 1n the combinational logic network. For example, when
this process 1s used to assign levels to gates of combinational
logic cloud 722, logic gate 710 can be assigned depth level
1, logic gate 712 can be assigned depth level 2, and logic
gate 714 can be assigned depth level 3.

The process can then determine a count of gates 1n each
depth level, where each depth level corresponds to a timing
frame (operation 904). Specifically, in some embodiments,
the process can create a table such that each row 1n the table
can correspond to a certain depth level, and a value stored
in each row can represent the count of gates that are in that
depth level. Note that the length of the table (1.e., the number
of rows 1n the table) can be the depth of the logic network.
The count of gates at a particular depth level can also
represent the number of clock sinks 1n that timing frame.

Next, the process can create a splitter layout for each
depth level based on the number of gates that are i each
depth level (operation 906). The process can then instantiate
the desired number of delay elements and taps for construct-
ing the splitter layout for each timing frame (operation 908).
Note that the process can use a small library of delay cells
and splitter elements, which can be permuted to provide the
timing pulses 1n the desired numbers and frames.

FIG. 10 1llustrates an example tlow 1000 for the design,
verification, and fabrication of an integrated circuit 1n accor-
dance with some embodiments described herein. EDA pro-
cesses 1012 (as may have been mentioned above, the
acronym “EDA” refers to “Electronic Design Automation”)
can be used to transform and verity design data and instruc-
tions that represent the integrated circuit. Each of these
processes can be structured and enabled as multiple modules
or operations.

Flow 1000 can start with the creation of a product 1dea
1010 with information supplied by a designer, information
which 1s transformed and verified by using EDA processes
1012. When the design 1s finalized, the design 1s taped-out
1034, which 1s when artwork (e.g., geometric patterns) for
the integrated circuit 1s sent to a fabrication facility to
manufacture the mask set, which 1s then used to manufacture
the integrated circuit. After tape-out, a semiconductor die 1s
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tabricated 1036 and packaging and assembly 1038 are
performed to produce the manufactured IC chip 1040.

Specifications for a circuit or electronic structure may
range from low-level transistor material layouts to high-
level description languages. A high-level of abstraction may
be used to design circuits and systems, using a hardware
description language (“HDL”) such as VHDL, Verilog,
SystemVerilog, SystemC, MyHDL or OpenVera. The HDL
description can be transformed to a logic-level register
transier level (“RTL”) description, a gate-level description,
a layout-level description, or a mask-level description. Each
lower abstraction level that 1s a less abstract description adds
more detail into the design description. The lower levels of
abstraction that are less abstract descriptions can be gener-
ated by a computer, derived from a design library, or created
by another design automation process. An example of a
specification language at a lower level of abstraction lan-
guage for specitying more detailed descriptions 1s SPICE
(which stands for “Simulation Program with Integrated
Circuit Emphasis™). Descriptions at each level of abstraction
contain details that are suflicient for use by the correspond-
ing tools of that layer (e.g., a formal verification tool).

During system design 1014, functionality of an integrated
circuit to be manufactured 1s specified. The design may be
optimized for desired characteristics such as power con-
sumption, performance, area (physical and/or lines of code),
and reduction of costs, etc. Partitioning of the design into
different types of modules or components can occur at this
stage.

During logic design and functional verification 1016,
modules or components in the circuit are specified 1n one or
more description languages and the specification 1s checked
for functional accuracy. For example, the components of the
circuit may be verified to generate outputs that match the
requirements of the specification of the circuit or system
being designed. Functional verification may use simulators
and other programs such as testbench generators, static HDL
checkers, and formal verifiers. In some embodiments, spe-
cial systems of components referred to as ‘emulators’ or
‘prototyping systems’ are used to speed up the functional
verification.

During synthesis and design for test 1018, HDL code 1s
transformed to a netlist. In some embodiments, a netlist may
be a graph structure where edges of the graph structure
represent components of a circuit and where the nodes of the
graph structure represent how the components are intercon-
nected. Both the HDL code and the netlist are hierarchical
articles ol manufacture that can be used by an EDA product
to verily that the integrated circuit, when manufactured,
performs according to the specified design. The netlist can
be optimized for a target semiconductor manufacturing
technology. Additionally, the finished integrated circuit may
be tested to verily that the integrated circuit satisfies the
requirements of the specification.

During netlist verification 1020, the netlist 1s checked for
compliance with timing constraints and for correspondence
with the HDL code. During design planning 1022, an overall
floor plan for the integrated circuit 1s constructed and
analyzed for timing and top-level routing.

During layout or physical implementation 1024, physical
placement (positioning of circuit components such as tran-
s1stors or capacitors) and routing (connection of the circuit
components by multiple conductors) occurs, and the selec-
tion of cells from a library to enable specific logic functions
can be performed. As used herein, the term ‘cell” may
specily a set of transistors, other components, and intercon-
nections that provides a Boolean logic function (e.g., AND,
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OR, NOT, XOR) or a storage function (such as a fliptlop or
latch). As used herein, a circuit ‘block’ may refer to two or
more cells. Both a cell and a circuit block can be referred to
as a module or component and are enabled as both physical
structures and 1n simulations. Parameters are specified for
selected cells (based on ‘standard cells’) such as size and
made accessible 1 a database for use by EDA products.

During analysis and extraction 1026, the circuit function
1s verified at the layout level, which permits refinement of
the layout design. During physical verification 1028, the
layout design 1s checked to ensure that manufacturing con-
straints are correct, such as DRC constraints, electrical
constraints, lithographic constraints, and that circuitry func-
tion matches the HDL design specification. During resolu-
tion enhancement 1030, the geometry of the layout 1s
transformed to improve how the circuit design 1s manufac-
tured.

During tape-out, data i1s created to be used (after litho-
graphic enhancements are applied 1f appropniate) for pro-
duction of lithography masks. During mask data preparation
1032, the ‘tape-out’ data 1s used to produce lithography
masks that are used to produce finished integrated circuits.

A storage subsystem of a computer system (such as
computer system 1100 of FIG. 11) may be used to store the
programs and data structures that are used by some or all of
the EDA products described herein, and products used for
development of cells for the library and for physical and
logical design that use the library.

FIG. 11 1illustrates an example machine of a computer
system 1100 within which a set of instructions, for causing
the machine to perform any one or more of the methodolo-
gies discussed herein, may be executed. In alternative imple-
mentations, the machine may be connected (e.g., networked)
to other machines 1n a LAN, an intranet, an extranet, and/or
the Internet. The machine may operate in the capacity of a
server or a client machine 1n client-server network environ-
ment, as a peer machine 1 a peer-to-peer (or distributed)
network environment, or as a server or a client machine 1n
a cloud computing infrastructure or environment.

The machine may be a personal computer (PC), a tablet
PC, a set-top box (STB), a Personal Digital Assistant (PDA),
a cellular telephone, a web appliance, a server, a network
router, a switch or bridge, or any machine capable of
executing a set of instructions (sequential or otherwise) that
specily actions to be taken by that machine. Further, while
a single machine 1s illustrated, the term “machine” shall also
be taken to include any collection of machines that indi-
vidually or jointly execute a set (or multiple sets) of mnstruc-
tions to perform any one or more of the methodologies
discussed herein.

The example computer system 1100 includes a processing,
device 1102, a main memory 1104 (e.g., read-only memory
(ROM), flash memory, dynamic random access memory
(DRAM) such as synchronous DRAM (SDRAM), a static
memory 1106 (e.g., flash memory, static random access
memory (SRAM), etc.), and a data storage device 1118,
which communicate with each other via a bus 1130.

Processing device 1102 represents one or more processors
such as a microprocessor, a central processing unit, or the
like. More particularly, the processing device may be com-
plex instruction set computing (CISC) microprocessor,
reduced instruction set computing (RISC) microprocessor,
very long instruction word (VLIW) microprocessor, or a
processor implementing other mstruction sets, or processors
implementing a combination of mnstruction sets. Processing
device 1102 may also be one or more special-purpose
processing devices such as an application specific integrated
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circuit (ASIC), a field programmable gate array (FPGA), a
digital signal processor (DSP), network processor, or the
like. The processing device 1102 may be configured to
execute 1structions 1126 for performing the operations and
steps described herein.

The computer system 1100 may further include a network
interface device 1108 to communicate over the network
1120. The computer system 1100 also may include a video
display unit 1110 (e.g., a liquid crystal display (LCD) or a
cathode ray tube (CRT)), an alphanumeric input device 1112
(e.g., a keyboard), a cursor control device 1114 (e.g., a
mouse), a graphics processing unit 1122, a signal generation
device 1116 (e.g., a speaker), graphics processing unit 1122,
video processing unit 1128, and audio processing unit 1132.

The data storage device 1118 may include a machine-
readable storage medium 1124 (also known as a non-
transitory computer-readable medium) on which 1s stored
one or more sets of mnstructions 1126 or software embodying
any one or more of the methodologies or functions described
herein. The mstructions 1126 may also reside, completely or
at least partially, within the main memory 1104 and/or
within the processing device 1102 during execution thereof
by the computer system 1100, the main memory 1104 and
the processing device 1102 also constituting machine-read-
able storage media.

In some 1mplementations, the instructions 1126 include
instructions to implement functionality corresponding to the
present disclosure. While the machine-readable storage
medium 1124 1s shown 1n an example implementation to be
a single medium, the term “machine-readable storage
medium” should be taken to include a single medium or
multiple media (e.g., a centralized or distributed database,
and/or associated caches and servers) that store the one or
more sets of 1nstructions. The term “machine-readable stor-
age medium™ shall also be taken to include any medium that
1s capable of storing or encoding a set of instructions for
execution by the machine and that cause the machine and the
processing device 1102 to perform any one or more of the
methodologies of the present disclosure. The term
“machine-readable storage medium™ shall accordingly be
taken to include, but not be limited to, solid-state memories,
optical media, and magnetic media.

Some portions of the preceding detailed descriptions have
been presented in terms of algorithms and symbolic repre-
sentations of operations on data bits within a computer
memory. These algorithmic descriptions and representations
are the ways used by those skilled in the data processing arts
to most effectively convey the substance of their work to
others skilled 1n the art. An algorithm may be a sequence of
operations leading to a desired result. The operations are
those requiring physical manipulations of physical quanti-
ties. Such quantities may take the form of electrical or
magnetic signals capable of being stored, combined, com-
pared, and otherwise manipulated. Such signals may be
referred to as bits, values, elements, symbols, characters,
terms, numbers, or the like.

It should be borne 1n mind, however, that all of these and
similar terms are to be associated with the appropriate
physical quantities and are merely convenient labels applied
to these quantities. Unless specifically stated otherwise as
apparent from the present disclosure, 1t 1s appreciated that
throughout the description, certain terms refer to the action
and processes ol a computer system, or similar electronic
computing device, that manipulates and transforms data
represented as physical (electronic) quantities within the
computer system’s registers and memories into other data
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similarly represented as physical quantities within the com-
puter system memories or registers or other such informa-
tion storage devices.

The present disclosure also relates to an apparatus for
performing the operations herein. This apparatus may be
specially constructed for the intended purposes, or 1t may
include a computer selectively activated or reconfigured by
a computer program stored in the computer. Such a com-
puter program may be stored in a computer readable storage
medium, such as, but not lmmited to, any type of disk
including floppy disks, optical disks, CD-ROMs, and mag-
netic-optical disks, read-only memories (ROMs), random
access memories (RAMs), EPROMs, EEPROMSs, magnetic
or optical cards, or any type of media suitable for storing
clectronic 1nstructions, each coupled to a computer system
bus.

The algorithms and displays presented herein are not
inherently related to any particular computer or other appa-
ratus. Various other systems may be used with programs in
accordance with the teachings hereimn, or 1t may prove
convenient to construct a more specialized apparatus to
perform the method. In addition, the present disclosure 1s not
described with reference to any particular programming
language. It will be appreciated that a variety of program-
ming languages may be used to implement the teachings of
the disclosure as described herein.

The present disclosure may be provided as a computer
program product, or software, that may include a machine-
readable medium having stored thereon instructions, which
may be used to program a computer system (or other
clectronic devices) to perform a process according to the
present disclosure. A machine-readable medium includes
any mechanism for storing information 1n a form readable
by a machine (e.g., a computer). For example, a machine-
readable (e.g., computer-readable) medium includes a
machine (e.g., a computer) readable storage medium such as
a read only memory (“ROM”), random access memory
(“RAM”), magnetic disk storage media, optical storage
media, flash memory devices, etc.

In the foregoing disclosure, implementations of the dis-
closure have been described with reference to specific
example 1implementations thereof. It will be evident that
various modifications may be made thereto without depart-
ing from the broader spirit and scope of implementations of
the disclosure as set forth 1n the following claims. Where the
disclosure refers to some elements in the singular tense,
more than one element can be depicted in the figures and like
clements are labeled with like numerals. The disclosure and
drawings are, accordingly, to be regarded in an illustrative
sense rather than a restrictive sense.

What 1s claimed 1s:

1. A circuit, comprising;:

a first sub-circuit to store a reset state or a set state, the first
sub-circuit comprising a first Josephson junction (1), a
second JJ, and a third JJ coupled i1n parallel using
superconducting inductors, wherein the first JJ, the
second JJ, and the third JJ are biased using one or more
JJ-based current sources, wherein the first JJ 1s biased
using a bias current that 1s less than a critical current of
the first JJ and greater than the critical current of the
first JJ minus an input pulse amplitude that 1s desired to
trigger the first JJI;

a second sub-circuit to switch the first sub-circuit to the
set state 1n response to receiving a pulse; and

a third sub-circuit to switch the first sub-circuit to the reset
state 1n response to receiving one or more pulses.
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2. The circuit of claim 1, wherein the second JJ 1s biased
using a bias current that is less than a critical current of the
second JJ and greater than the critical current of the second
J1] minus an mput pulse amplitude that 1s desired to trigger
the second JJ.

3. The circuit of claim 1, wherein the third JJ 1s biased
using a bias current that 1s less than a critical current of the
third JJ and greater than the critical current of the third JJ
minus an 1nput pulse amplitude that 1s desired to trigger the
thard JJ.

4. The circuit of claim 1, wherein each JJ-based current
source comprises a bias voltage source, a superconducting
inductor, and a JJ coupled 1n series.

5. The circuit of claim 1, wherein a set terminal 1s coupled
to the second sub-circuit, an mput terminal 1s coupled to the
third sub-circuit, a clock terminal 1s coupled to the first JJ,
and an output terminal 1s coupled to the third JJ via a
termination resistance.

6. The circuit of claim 5, wherein the input terminal, the
clock terminal, and the output terminal are electrically
connected to respective passive transmission lines.

7. The circuit of claim 5, wherein the mput terminal 1s
clectrically connected to a multi-input wired-OR structure
that combines pulses recerved from multiple circuits.

8. The circuit of claim 5, wherein the reset state corre-

sponds to an absence of a persistent current circulating 1n a
superconducting loop comprising the first JJ and the second
1.

9. The circuit of claim 8, wherein the set state corresponds
to a presence of the persistent current circulating in the
superconducting loop comprising the first JJ and the second
1.

10. The circuit of claim 9, wherein the first sub-circuit
transitions to the set state when a clock pulse 1s received at
the set terminal.

11. The circuit of claim 9, wherein the first sub-circuit
transitions to the reset state when an 1nput pulse 1s recerved
at the mput terminal.

12. The circuit of claim 9, wherein the first sub-circuit
transitions to the reset state when a clock pulse 1s recerved
at the clock terminal.

13. The circuit of claim 9, wherein the circuit outputs an
output pulse at the output terminal when a clock pulse 1s
received at the clock terminal and the circuit 1s 1n the set
state.
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14. A circuit, comprising;:
a first sub-circuit comprising a first Josephson junction
(JJ), a second 1], and a third JJ coupled 1n parallel using,
superconducting inductors, wherein the first JJ, the
second JJ, and the third JJ are biased using one or more
JJ-based current sources, wherein the circuit has two
stable states, wherein a {first stable state corresponds to
an absence of a persistent current circulating in a
superconducting loop comprising the first JJ and the
second JJ, wherein a second stable state corresponds to
a presence of the persistent current circulating 1n the
superconducting loop comprising the first JJ and the

second JJ;
a second sub-circuit to switch the first sub-circuit to the

second stable state in response to receiving a pulse,
wherein the first sub-circuit transitions to the second
stable state when a clock pulse 1s received at a set
terminal of the circuit that 1s coupled to the second
sub-circuit; and

a third sub-circuit to switch the first sub-circuit to the first

stable state 1n response to receiving one or more pulses.
15. The circuit of claim 14, wherein the first sub-circuit

transitions to the first stable state when an input pulse 1s
received at an input terminal of the circuit that 1s coupled to
the third sub-circuat.

16. The circuit of claim 14, wherein the first sub-circuit
transitions to the first stable state when a clock pulse 1s
received at a clock terminal of the circuit that 1s coupled to
the first JJ.

17. The circuit of claim 16, wherein the circuit outputs an
output pulse at an output terminal of the circuit when the
clock pulse is received at the clock terminal and the circuit
1s 1n the second stable state, and wherein the output terminal
of the circuit 1s coupled to the third JJ via a termination
resistance.

18. A single flux quantum (SFQ) cell, comprising:

a first sub-circuit to store a first logic state or a second
logic state, the first sub-circuit comprising a first
Josephson junction (IJ), a second JJ, and a third IJ
coupled 1n parallel using superconducting inductors;

a second sub-circuit to switch the first sub-circuit to the
second logic state responsive to receiving an external
pulse at a first pin of the second sub-circuit; and

a third sub-circuit to switch the first sub-circuit to the first
logic state responsive to receiving one or more external
pulses on a second pin of the third sub-circuat.
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