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METHOD AND APPARATUS FOR CREATING
A CLASSIFIER INDICATIVE OF A
PRESENCE OF A MEDICAL CONDITION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to International Applica-
tion Serial No. PCT/GB2016/050344, filed on Feb. 12,
2016, which claims the benefit of prionty to Application
Serial No. GB1502447 .4, filed on Feb. 13, 2015, the entire-
ties of which are incorporated by reference.

Some embodiments of the present mvention relate to a
method and apparatus for determining a presence of a
medical condition 1 a subject. In particular, although not
exclusively, some embodiments of the present invention
relate to a method and apparatus for determining a presence
of cancer, including prostate cancer, 1 a subject. Some
embodiments of the present invention relate to a method and
apparatus for creating a classifier indicative of a presence of
a medical condition 1n a subject.

BACKGROUND

Prostate cancer 1s the second most common disease
worldwide for males with around 1,111,000 new cases each
year. Many men with bladder outflow symptoms are often
investigated for prostate cancer when they are found to have
raised levels of serum PSA. However, PSA levels lacks
specificity and, consequently, these men have to undergo
invasive tests to confirm or refute the diagnosis of prostate
cancer. In many, cancer 1s not found. This often leaves men
worried, rather than reassured, and an endless cycle of
repeated PSA level measurements may follow. Currently,
PSA 15 not considered a diagnostic marker and has not been
approved for use 1n screening programs in most countries.
Bladder cancer is the 9% most common cancer worldwide
and the most expensive to manage. There are no biomarkers
approved for follow-up and repeated cystoscopies are per-
formed which are invasive, expensive and not without risk.
Inflammatory bowel disease (IBD) 1s a chronic gastrointes-
tinal disease caused by an aberrant immune response in the
gut, while irritable bowel syndrome (IBS) 1s a disorder of the
digestive tract with no known cause. There 1s a pressing
clinical need for a better biomarker that may be used for

diagnosis and screening of medical conditions including
prostate cancer, prostate cancer, IBD and IBS. It would save
healthcare providers money, patient misery, and also speed-
up much-needed treatment for the patient.

It 1s an object of embodiments of the invention to at least
mitigate one or more of the problems of the prior art.

STATEMENT OF INVENTION

According to aspects of the present invention, there 1s
provided methods and apparatus as set forth in the appended
claims.

According to an aspect of the present invention, there 1s
provided a method of determinming a presence of a medical
condition 1n a subject, comprising: recerving chromatogram
data indicative of a profile of volatile organic compounds 1n
a sample from the subject; aligning the chromatogram data
with reference chromatogram data; extracting one or more
predetermined features from the chromatogram data using a
Mexican hat wavelet transform of one or more predeter-
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2

mined scales; and determining whether the extracted fea-
tures are indicative of the presence of a medical condition 1n
the subject using a classifier.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the invention will now be described by
way ol example only, with reference to the accompanying
figures, 1n which:

FIG. 1 shows a method according to an embodiment of
the invention;

FIG. 2 shows a system according to an embodiment of the
invention;

FIG. 3 shows an illustration of chromatogram data;

FIG. 4 shows an illustration of inverted chromatogram
data according to an embodiment of the invention;

FIG. 5 shows pre-processed chromatogram data accord-
ing to an embodiment of the mvention;

FIG. 6 shows normalized chromatogram data according to
an embodiment of the invention;

FIG. 7 shows aligned chromatogram data according to an
embodiment of the invention;

FIG. 8 shows a method of selecting the reference chro-
matogram sample for data alignment according to an
embodiment of the invention;

FIG. 9 shows a method of aligning chromatogram data
according to an embodiment of the invention;

FIG. 10 shows wavelet coetlicients determined for chro-
matogram data according to an embodiment of the inven-
tion;

FIG. 11 shows transformed chromatogram data according,
to an embodiment of the invention;

FIG. 12 1llustrates a method determining a presence of a
medical condition 1n a subject according to an embodiment
of the invention; and

FIG. 13 shows a method of aligning received chromato-
gram data according to an embodiment of the invention.

DETAILED DESCRIPTION OF EMBODIMENTS
OF THE INVENTION

FIG. 1 1illustrates a method 100 according to an embodi-
ment of the invention. The method 100 1s a method of
creating a classifier indicative of whether a subject has one
or more medical conditions. The medical conditions may
comprise one or more of cancer, comprising bladder and/or
prostate cancer, irritable bowel disease (IBD), irritable
bowel syndrome (IBS), a presence of one or more prede-
termined bacteria such as Clostridium difficile (C-dif), one or
more predetermined parasites, one or more predetermined
fungi. The method 100 1s a computer based method for
creating the classifier and storing the classifier 1n a com-
puter-readable medium, such as non-transitory computer-
readable medium.

The method may be performed by an apparatus 200
according to an embodiment of the invention as illustrated 1n
FIG. 2. The apparatus 200 comprises a control unit 210
comprising a processing umt 220 and a memory umt 230.
The apparatus 210 1s arranged to receive chromatogram data
from a sensing unit 240. The chromatogram data 1s 1ndica-
tive of a presence of volatile compounds 1n a sample taken
or obtained from a subject. The sample may be a sample of
breath, urine or faeces from the subject, although it will be
realised that this list 1s not exhaustive.

The sensing unit may comprise one or more Metal Oxide
(MO) sensors. The sensing unit 240 may be associated with

an apparatus such as described in W0O/2011/061308 which 1s
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herein incorporated by reference for all purposes. The appa-
ratus 200 may comprise a gas chromatography column
coupled to the one or more sensors. The column may be
associated with an oven for heating the column according to
a predetermined protocol.

The chromatogram data may be communicated between
the sensing unit 240 and the control unit 210 by means of a
dedicated communication channel 1.e. a direct electrical
connection, or by means of a communication channel
formed over one or more computer networks. The chro-
matogram data may be received at the control unit 210 in the
form of one or more files each comprising chromatogram
data for a respective sample.

To produce the chromatogram data, the sample may be
heated according to a predetermined protocol. The protocol
may define a period of heating the sample at one or more
predetermined temperatures belfore sampling a predeter-
mined volume of gas from the sample.

An 1mitial temperature of the oven may be held at 40° C.
for 13.4 minutes, ramped to 100° C. at a rate of 5° C./min,
hold for 30 minutes and cooled to 40° C. using a temperature
ramp ol 10° C./minute. It will be realised that other protocols
for the oven heating may be used.

A resistance of the MO sensor 1s determined over a period
of time. The chromatogram data may comprise data indica-
tive of a resistance of the one or more MO sensors at
predetermined intervals such as 0.5 seconds, although 1t wall
be realised that other intervals may be used.

FIG. 3 illustrates chromatogram data according to an
embodiment of the invention. FIG. 3 comprises a plot of a
plurality of items of chromatogram data from respective
samples. The chromatogram data 1s plotted over time
(x-axis) and indicates a resistance (y-axis) of the sensor at
cach respective sample time. The chromatogram data is
received by the control unit 210 in step 105. The chromato-
gram data may be stored in the memory unit 230 of the
control unit 210.

In order to create the classifier indicative of whether a
subject has one or more medical conditions, chromatogram
data from a plurality of samples are provided from subjects
having the respective one or more medical conditions. The
classifier 1s based upon the chromatogram data from those
subjects, as will be explained. Thus a set of chromatogram
data from the plurality of samples having the one or more
medical conditions 1s received 1n step 105. A further set of
chromatogram data 1s provided from a plurality of samples
not having the one or more medical conditions which may
be referred to as a control set of chromatogram data.

In step 110, the resistance signals of the chromatogram
data received 1n step 105 are mverted 1n order to facilitate
their processing using metabolomics tools. This inversion 1s
performed 1individually for each sample using the following,
mathematical equation:

x=lx—(max(x)+1)|

where X contains the resistance values registered for a single
sample. FIG. 4 comprises a plot of the mverted chromato-
gram data.

In step 120 the received chromatogram data 1s processed.
Step 120 comprises a baseline removal process. The baseline
1s a baseline resistance level of the chromatogram data. The
baseline may be contributed as a majority, or only by, a
mobile phase. The mobile phase i1s the gas which carries
metabolites through a column of a gas chromatogram. In
some embodiments the gas may be synthetic air.
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4

A threshold may also be determined 1n step 120. In some
embodiments the baseline of the chromatogram data 1is
removed by a least squares-fitting process.

In some embodiments step 120 further comprises deter-
mining a resistance threshold. The resistance threshold 1s
defined as an average resistance value 1n the chromatogram
data from a sample minus the standard deviation of 1its
resistance values. Any resistance values lower than the
resistance threshold are then set to a predetermined value,
which may be zero. FIG. 5 illustrates chromatogram data
processed according to an embodiment of step 120.

In step 130 values in the chromatogram data for each
sample are normalized. In one embodiment, the resistance
values of a sample are normalized by dividing their values
by the highest resistance value registered for the particular
sample. FIG. 6 1illustrates chromatogram data processed
according to an embodiment of step 130.

In step 140 a reference chromatogram sample 1s selected
for data alignment. Step 140 comprises selecting reference
chromatogram data from the chromatogram data provided
from step 130. In some embodiments selecting the reference
chromatogram data comprises determining a coeflicient
indicative of correlation between each pair of chromatogram
data. The coeflicient may be a Pearson product-moment
correlation coeflicient, often referred to as a Pearson’s
coellicient, as will be appreciated by the skilled person.

A method 700 of selecting the reference chromatogram
for aligning the chromatogram data according to an embodi-
ment of the invention 1s illustrated 1n FIG. 8.

Referring to FIG. 8, 1n step 705 two lists containing all the
samples 1n experimental condition 1, for example, cancer
samples, are created. One of these lists may be named as
SampleListRel, while the second list may be named as
SampleListTest.

In step 710 a sample may be randomly selected from
SampleListRel, loaded mmto memory and removed from
SampleListRel. For clanty, this sample will be described
here as SampleRef.

In step 715 a sample may be randomly selected from
SamplelListTest, loaded mto memory and removed from
SamplelListTest. For clarity, this sample will be described
here as SampleTest. In a first 1teration of steps 710 and 715
selected samples may be first chromatograms in the data set.
For example where the chromatogram data are all allocated
an ID, a chromatogram having a lowest value of ID may be
selected 1n the first 1teration of steps 710 and 715.

In steps 720 and 725 the Pearson’s correlation coeflicient
between SampleRel and SampleTest 1s determined and
stored 1n a matrix, which may be named R.

In steps 730 to 765 the SampleRef 1s shifted a predeter-
mined number of sampling points with a correlation coet-
ficient with SampleTest being calculated after each sampling
point shift and the resultant correlation coellicient stored in
the matrix R. It will be appreciated that the SampleRet, in
some embodiments, will be shifted in both positive and
negative time point directions with respect to the Samplel-
est. In one embodiment the shift window 1s =15 sampling
points, although 1t will be realised that other sizes of shift
window may be chosen.

When the SampleRel has been shifted up to the extremity
or extremities ol the shift window, the method moves to step
775. It will be appreciated that when arriving at step 775, 1n
some embodiments, each chromatogram 1s associated with P
coellicients as:

P=(2s+1)x(n-1)
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where s 1s a magnitude of the shift window, such as 15
(hence 2s calculating the range of shifts from negative to
positive), and n 1s the number of samples 1n experimental
condition 1. Therefore, 1n one embodiment, each chromato-
gram data 1s associated with 31 correlation coeflicients for
cach of the remaining chromatogram data in experimental
condition 1.

In step 775 the maximum value in the matrix R 1s
obtained, stored in a new matrix named M and the contents
of R are cleared or reset. Steps 715 to 773 are repeated until
the SampleListTest 1s empty and the method moves to step
785.

In step 785 the mean value of all the values stored in M
1s calculated, stored in a matrix named C along with infor-
mation 1dentifying the reference sample, such as the ID of
SampleRel and the contents of M are cleared. The steps 710
to 785 are repeated until SamplelListRel 1s empty and the
method moves to step 795. In step 795 the sample associated
with the highest positive value 1n matrix C 1s determined as
reference sample for chromatogram alignment. Step 795
may comprise storing the ID associated with the chromato-
gram selected as the reference chromatogram sample to
allow other chromatogram data to be aligned at a later time,
as will be explained.

Returming to FIG. 1, 1n step 150 chromatogram data 1s
aligned. The alignment aims to ensure that the same features
are compared across samples from the different data classes
or medical conditions under analysis. Step 150 comprises
aligning the chromatogram data in relation to the reference
chromatogram sample selected at step 140. A method 800 of
aligning the chromatogram data according to an embodi-
ment of the invention 1s illustrated in FIG. 9.

Referring to FIG. 9, 1n the method 800 every chromato-
gram data 1s aligned 1n relation to the reference chromato-
gram selected at step 140 of the FIG. 1 method 100.

In step 805 the reference chromatogram sample selected
at step 140 1s loaded 1nto memory. For clarity, the reference
chromatogram sample will be described here as RefSample.
In step 810 a list containing all the samples 1n the one or
more data sets under analysis, for example, Cancer and
Control samples, 1s created. For clarity, this list will be
described here as SamplesToAlign.

In step 815 a random sample from SamplesToAlign 1s
loaded. For clarity, this sample will be described here as
SampleAlign. In steps 820 to 870 the SampleAlign 1s shifted
a predetermined number of sampling points with a single
correlation coethicient being calculated between RefSample
and SampleAlign after each sampling point shift and the
resultant correlation coeflicient stored in the matrix R. In one
embodiment the shift window i1s 15 sampling points,
although it will be realised that other number of time points
may be chosen. It will be appreciated that the Sample Align,
in some embodiments, will be shifted 1n both positive and
negative time point directions with respect to the
RefSample. When the SampleAlign has been shifted up to
the extremity or extremities of the shift window, the method
moves to step 875. It will be appreciated that when arrving
at step 875 1n some embodiments the SampleAlign 1is
associated with P coeflicients as:

P=2s5+1

where s 15 a magnitude of the time shiit window, such as 15
(hence 2s calculating the range of time shifts from negative
to positive). Therefore, in one embodiment, SampleAlign 1s
associated with 31 correlation coethlicients. In step 875 the
shifting sampling point associated with the highest value 1n
R 1s determined and stored as SamplingPointsToShift. In
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6

step 880 the SampleAlign 1s shifted the number of sampling
points defined 1n SamplingPointsToShiit and the contents of
matrix R are cleared. Steps 815 to 880 are repeated until the
SamplesToAlign list 1s empty. FIG. 7 1llustrates chromato-
gram data aligned according to an embodiment of step 150.

Returning to FIG. 1, 1n step 160 the values of the aligned
chromatogram data are transiormed to wavelet coeflicients
using a Mexican hat mother wavelet, which may also be
known as a Ricker Wavelet. Other mother wavelets may be
used. In one embodiment the wavelet coeflicients may be
determined using a plurality of scales of the Mexican hat
mother wavelet. The plurality of scales may be scales
between lower and upper limits. In one embodiment the
upper and lower limits may be 100 and 1, respectively. In
one embodiment a coellicient may be determined at each
integer scale between the lower and upper limits. The
coellicients may be determined as a modulus of a calculated
coeflicient. That 1s, values of the chromatogram data for
cach sample are converted to the modulus of their wavelet
coellicients using the scale of the Mexican hat mother
wavelet, although the original values extracted by a Mexican
hat mother wavelet may be used. The wavelet coellicients
are then stored for future use, as will be explained. One of
the wavelet scale values 1s chosen as a best match for the
chromatogram data. The best match may be the wavelet
scale having the highest classification accuracy, as will be
explained. The accuracy of each wavelet scale may be
determined based upon one or more ol minimum, median,
mean and maximum accuracy of a validation process. FIG.
10 illustrates chromatogram data transformed to wavelet
coellicients according to an embodiment of step 160.

In step 170 one or more of log, range and SpatialSign
transformation processes are applied to the chromatogram
data. In one embodiment, prior to the log, range and Spa-
t1alSign transformation processes, each value of the chro-
matogram data has a predetermined value, such as the value
1 added to it. The chromatogram data may then be subject
to log-transformation using a natural logarithm as base,
although 1t will be realised that other base values may be
used for the log-transformation. In one embodiment the
range transformation 1s then applied to set the values of the
chromatogram data to be 1n a predetermined range such as
a range between 0 and 1. The range transformation may
determine a transformed value x, at each time point of the
chromatogram data where X 1s a data value of the chromato-
gram data and min(x) and max(x) are mimimum and maxi-
mum value of the chromatogram data, respectively. The
range transformation may be performed using the equation:

(¥ — min(x))

"7 (max(x) — min(x))

In some embodiments a turther transform may be applied
which may be known as a Spatial Sign transform as
described in S. Serneels, E. De Nolf, P. J. Van Espen, Spatial
sign preprocessing: A simple way to impart moderate
robustness to multivariate estimators. Journal of Chemical
Information and Modeling 46, 1402-1409 (2006), which 1s
herein mcorporated by reference. FIG. 11 illustrates chro-
matogram data transformed according to an embodiment of
step 170.

In step 180 one or more features of the chromatogram data
are selected. The one or more features are selected to be
indicative of the presence of the one or more medical
conditions. In embodiments of the invention, the one or
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more features are selected by a feature selection algorithm
using random forest. In this algorithm, decision trees are
developed based on different sets of samples and random
forest 1s used to calculate a loss of accuracy of classification
when the values of features are randomly permutated
between sets of samples. One or more features associated
with a loss of accuracy of classification are then selected.
In some embodiments of the invention, one of two dif-
terent algorithms known as boruta and rie based on random
forest are applied 1n step 180 1n order to select the features
to be used. The boruta algorithm involves the development
of decision trees based on different sets of samples. Random
forest 1s then applied to cal
classification when the values of features are randomly
permutated between sets of samples. Features associated
with the loss of accuracy are then selected as indicative
teatures. The rfe algorithm works similarly to boruta, how-
ever, 1t eliminates features that produce no change in the
accuracy level, instead of selecting features that produce loss
of accuracy. The boruta and rie algorithms are described 1n

Feature Selection with the Boruta Package” Journal of

Statistical Software 36(11): 1-13; and Anderssen, E., K.
Dyrstad, F. Westad and H. Martens (2006), “Reducmg
over-optimism 1n variable selection by cross-model valida-
tion” Chemometrics and Intelligent Laboratory Systems
84(1-2): 69-74. These references are mcorporated herein by
reference. In step 180 the one or more selected features are
stored for later use.

In step 190 a classifier 1s determined. The classifier 1s for
classilying a sample as either being a sample from a subject
having the one or more medical conditions or a sample not
having the one or more medical conditions. The classifier
may be determined according to one of: linear discriminant
analysis (LDA); partial least squares (PLS); random forest;
k-nearest neighborhood (KNN); support vector machine
(SVM) with radial basis function kernel (SVMRadial); SVM
with linear basis function kernel (SVMLinear); and SVM
with polynomial basis function kernel (SVMPoly). The
classifier may be determined using, for example, a software
package such as R package caret (Kuhn, M., caret: Classi-
fication and Regression Training. 2014).

Building and testing the classifier on the same dataset may
produce biased and overoptimistic results due to potential
overfitting. In step 190 a validation process may therefore be
used to prevent such overfitting. The validation process may
be one of repeated k-fold cross-validation and repeated
double cross-validation. In particular, 1n exemplary embodi-
ments of the nvention two validation processes are used: 30
repeats ol 10-fold cross-validation and 30 repeats of the
3-fold double cross-validation with an inner loop of 10-fold
repeated 5 times. In addition, these two cross-validation
processes are repeated on the same data sets, however,
applying a Monte Carlo random permutation of class labels
in each repeat.

As mentioned 1n the above description of step 160, the
method 100 1s repeated for a plurality of wavelet scales. The
scale that produces the highest classification accuracy 1s then

selected as the best match for the processed chromatogram
data. As a result of embodiments of the method 100 1llus-

trated 1n FIG. 1, a classifier 1s produced which 1s capable of

classiiying chromatogram data as originating from a sample
having the one or more medical conditions or not having the
one or more medical conditions.

FIG. 12 illustrates a method 1000 of determining a
presence of a medical condition 1n a subject according to an
embodiment of the invention. The method 1s performed
upon a sample taken from the subject. The chromatogram

culate the loss of accuracy of
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data may be provided from an apparatus as described above
with reference to FIG. 2. The same may be material excreted
from the subject. The sample may be a sample of breath,
urine or faeces from the subject, although 1t will be realised
that this list 1s not exhaustive. As noted above, the medical
condition may comprise one or more ol cancer, comprising
bladder and/or prostate cancer, irritable bowel disease
(IBD), irnitable bowel syndrome (IBS), a presence of one or
more predetermined bacteria such as Clostridium difficile
(C-dif), one or more predetermined parasites, one or more
predetermined fungi.

A number of steps of the method 1000 are as-described 1n
conjunction with the method 100 illustrated in FIG. 1.
Therefore repeat description of these steps will be omitted
and the reader referred to the description associated with the
equivalent step i FIG. 1.

In step 1050 the chromatogram data i1s received. For
clanty, the recetved chromatogram data will be described
here as newSample. In some embodiments of the invention,
as previously described, 1n step 1100 the newSample has 1ts
baseline removed and 1ts data values are normalized 1n step
1150. In step 1200 the newSample is then aligned. A method
2000 of aligning the newSample according to an embodi-
ment of the mvention 1s illustrated in FIG. 13.

Referring to FIG. 13, 1n step 2050 the reference chro-
matogram sample selected at step 140 of method 100 1s
loaded into memory. For clarity, the reference chromato-
gram data will be described here as RetSample. In step 2100
the newSample chromatogram data 1s loaded into memory.

In steps 2150 to 2650 the retention time of the newSample
1s shifted a predetermined number of sampling points with
a single correlation coetlicient being calculated between
RetfSample and newSample after each sampling point shait
and the resultant correlation coellicient stored in the matrix
R. In one embodiment the shift window 1s 15 sampling
points, although 1t will be realised that other number of shift
points may be chosen. It will be appreciated that the newS-
ample chromatogram data, in some embodiments, will be
shifted 1n both positive and negative time point directions
with respect to the RefSample. When the newSample chro-
matogram data has been shifted up to the extremity or
extremities of the shift window, the method moves to step
2700. It will be appreciated that when arriving at step 2700
in some embodiments the newSample chromatogram data 1s
associated with P coeflicients as:

P=2s5+1

where s 15 a magnitude of the time shiit window, such as 15
(hence 2s calculating the range of time shifts from negative
to positive). Therefore, 1n one embodiment, the newSample
chromatogram data 1s associated with 31 correlation coet-
ficients. In step 2700 the sampling point associated with the
coellicient 1n R 1s determined and stored as SamplingPoint-
sToShift. In step 2750 the newSample chromatogram data 1s
shifted the number of sampling points defined in Sam-
plingPointsToShift to align the new sample chromatogram
data with the reference chromatogram data from the method
illustrated 1 FIG. 1.

Returning to FIG. 12, 1n step 1250 the newSample chro-
matogram data 1s transformed to wavelet coeflicients using
a Mexican hat wavelet and a predetermined scale. The
predetermined scale may be that scale determined to have
produced a highest accuracy 1 method 100 described with
reference to FIG. 1, as explained above.

In step 1300 the wavelet coeflicients produced by a
predetermined wavelet scale, which may be the wavelet
scale associated with a highest accuracy and stored in step
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160 of method 100 are loaded. The value of the wavelet
scale used 1n step 160 of method 100 1s the same as the value

of the wavelet scale used in step 1250 of method 1000. For
clanity, the wavelet coeflicients produced in step 160 of

10

It will be appreciated that embodiments of the present
invention can be realised 1n the form of hardware, software
or a combination of hardware and software. Any such
soltware may be stored 1n the form of volatile or non-volatile
storage such as, for example, a storage device like a ROM,

method 100 will be described here as preProcessed data. In 2 : .
. . . whether erasable or rewritable or not, or in the form of
step 1350 the newSample 1s combined with the preProcessed : :
_ _ memory such as, for example, RAM, memory chips, device
data 1n a single dataset named transfonnData. or integrated circuits or on an optically or magnetically
In step 1400 the transformData 1s then transformed as readable medium such as, for example, a CD, DVD, mag-
described in step 170 of method 100. The teatures defined in netic disk or magnetic tape. It will be appreciated that the
step 180 of method 100 are then selected from transform- 10 storage devices and storage media are embodiments of
Data. The newSample 1s 1solated from the transformData machine-readable storage that are suitable for storing a
and predicted or classified by the model determined 1n step program or programs that, when executed, implement
190 of method 100 embodiments of the present invention. Accordingly,
The methods described above were applied to two differ- . emquiments provide a program comprising code for iml?le'
ent datasets. First, they were applied to classily urine menting a system or method as claimed HLally preceding
. . claim and a machine readable storage storing such a pro-
samples‘from pz:.ltlents W_lth prostate CAnCet, bladder cancer gram. Still further, embodiments of the present mmvention
and patients with a mixture of urological symptoms— 1,y he conveyed electronically via any medium such as a
hematuria and or prostatic symptoms (Control). Table 1 communication signal carried over a wired or wireless
shows the results of the 30 times repeated double cross 20 connection and embodiments suitably encompass the same.
validation for the seven classifiers built. SVMRadial was All of the features disclosed in this specification (includ-
able to classily prostate cancer and bladder cancer samples ing any accompanying claims, abstract and drawings), and/
with 89.6% and 96.2% accuracy, respectively. Prostate and or all of the steps of any method or process so disclosed, may
bladder cancer samples were differentiated with 93.5% be combined 1n any combination, except combinations
accuracy. Then, the methods described above were applied 25 where at least some of such features and/or steps are
to classity feces samples from patients with mflammatory mutually exclusive.
bowel disease (IBD), irritable bowel syndrome (IBS) and Each feature disclosed 1n this specification (including any
healthy donors (Control). Tables 2 and 3 show the results of accompanying claims, abstract and drawings), may be
the 30 times repeated double cross validation for the seven replaced by alternative features serving the same, equivalent
classifiers built. IBD and IBS were diflerentiated from 30 or similar purpose, unless expressly stated otherwise. Thus,
Control samples with 88.9% and 94.4%, respectively. IBD unless expressly stated otherwise, each feature disclosed 1s
samples were differentiated from IBS samples with 85.2% one example only of a generic series of equivalent or similar
accuracy. IBD samples were diflerentiated from non-IBD features.
samples with 84.9% accuracy. IBS samples were difleren- The mvention 1s not restricted to the details of any
tiated from non-IBS samples with 92.1% accuracy. Finally, 35 foregoing embodiments. The invention extends to any novel
Control samples were diflerentiated from non-Control one, or any novel combination, of the features disclosed 1n
samples with 86.8% accuracy. Thus 1t can be appreciated this specification (including any accompanying claims,
that embodiments of the invention are able to determine abstract and drawings), or to any novel one, or any novel
whether a sample 1s from a person having a predetermined combination, of the steps of any method or process so
condition with accuracy. 40 disclosed. The claims should not be construed to cover
Methods forming embodiments of the invention may be merely the foregoing embodiments, but also any embodi-
computer-implemented. ments which fall within the scope of the claims.
TABLE 1
Accuracy (%) Sensitivity (%o) Specificity (%)
Classifier Mean SE Median Mean SE Median Mean SE Median
Prostate vs Control
SVMRadial 89.6 0.5 90.7 83.6 0.8 85.0 92.7 0.5 92.0
SVMPoly 8.8 0.4 8&.6 835 0.8 85.0 9l4 0.6 91.7
RF 8.3 04 8&.6 82.0 0.8 84.2 93.3 0.6 93.9
PLS 77 0.5 8&.6 83.6 0.8 85.0 89.4 0.7 91.7
LDA 77 0.5 8&.6 834 0.8 85.0 9.6 0.7 91.7
SVMLinear 83.8 0.5 83.7 8l1.6 1.0 82.1 83.5 0.7 87.5
KNN 83.0 0.5 83.0 81.7 0.8 84.2 84.0 0.7 83.7
Bladder vs Control
SVMPoly 96.2 0.3 96.9 7.2 1.2 87.5 99.2 0.2 100.0
SVMRadial 96.2 0.3 96.9 85.0 1.1 87.5 999 0.1 100.0
PLS 944 04 93.9 86.3 : 87.5 97.1 04 9%8.0
LDA 93.6 0.5 93.8 87.4 1.1 87.5 95.77 0.5 95.%8
SVMLinear 93.6 0.3 93.8 83.6 1.1 87.5 96.3 04 96.0
KNN 91.0 0.5 90.8 81.3 1.4 87.5 94.2 0.5 95.%8
RF 86.8 0.4 87.5 46.8 1.6 50.0 100.0 0.0 100.0
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TABLE 1-continued

Accuracy (%) Sensitivity (%) Specificity (%)

Classifier Mean SE Median Mean SE Median Mean SE Median
Bladder vs Prostate
SVMPoly 93.5 0.4 92.9 83.5 1.1 R7.5 97.6 04 100.0
SVMRadial 93.0 0.4 92.9 82.8 1.1 87.5 97.2 04 100.0
SVMLinear 01.% 0.5 02.6 85.6 1.5 R7.5 944 0.5 04.7
KNN 91.2 0.4 92.6 81.9 1.2 R7.5 95.1 0.5 95.0
PLS 90.9 0.6 02.6 R0.0 1.5 R7.5 95.3 0.5 95.0
RF 89.5 0.5 8R.9 70.3 1.5 75.0 97.5 0.3 100.0
LLDA R7.8 0.7 8&.9 77.9 1.6 75.0 91.9 0.7 Q4.7
TABLE 2

Accuracy (%)

Sensitivity (%)

Specificity (%)

Classifier Mean SE Median Mean SE Median Mean SE Median
IBD vs Control
SVMPoly 8.9 0.6 8.0 04.1 0.8 03.3 RO.8 1.2 0.0
SVMRadial 86.6 0.7 7.5 02.8 0.9 03.3 77.0 1.3 77.8
SVMLinear 86.5 0.6 7.5 8RO.8 0.7 R6.7 81.3 1.3 80.0
PLS 85.9 0.8 7.5 90.3 1.0 03.3 79.2 1.5 80.0
LDA 85.9 0.7 85.8 89.3 0.9 03.3 RO.6 1.2 0.0
RF 4.9 0.6 4.0 95.6 0.5 100 68.2 1.5 70.0
KNN 824 0.7 3.3 91.9 0.8 03.3 67.6 1.5 70.0
3S vs Control
SVMRadial 044 0.6 04 .4 03.9 1.0 100 049 0.8 100
SVMPoly 044 0.5 04.4 04.0 1.0 100 04.8 0.7 100
SVMLinear 034 0.6 04.4 03.2 1.2 100 03.6 0.7 Q0.0
PLS 902.9 0.7 04.4 90.1 7.5 95.3 0.8 100
RF 92.9 0.7 04 .4 02.2 100 03.5 0.8 90.0
KNN 01.9 0.7 04.1 01.3 7.5 02.6 0.9 Q0.0
LDA TR.7 1.1 77.8 76.8 1.4 75.0 R0O.3 1.7 0.0
IBD vs IBS
RF 85.2 0.6 7.0 96.3 0.5 100 644 1.8 62.5
SVMRadial 2.2 0.7 2.6 0.7 0.9 03.3 66.1 1.8 62.5
SVMPoly 2.2 0.7 2.6 91.6 0.8 03.3 64.6 2.0 62.5
SVMLinear 1.6 0.8 2.6 85.6 1.1 6.7 74.0 1.7 75.0
PLS 80.3 0.8 2.6 8RO.0 0.8 R6.7 64.0 1.7 62.5
KNN 777 0.8 78.3 91.7 09 03.3 51.5 1.9 50.0
LDA 75.3 0.9 78.3 82.1 1.1 R6.7 62.5 2.0 62.5
TABLE 3
Accuracy (%) Sensitivity (%) Specificity (%)
Classifier Mean SE Median Mean SE Median Mean SE Median
IBD vs non-I1BD
SVMPoly 4.9 0.5 4.8 2.2 1.0 RO.0 7.2 0.8 8.6
SVMRadial 84.0 0.5 4.4 8O.1 1.0 80.0 87.3 0.8 8.2
SVMLinear R2.R 0.7 1.8 81.4 1.2 RO.0 4.1 1.0 3.3
RF 1.9 0.7 1.8 79.5 1.1 R0.0 4.0 1.0 3.3
LDA 1.5 0.5 81.8 RO.7 1.0 80.0 82.2 0.8 3.3
PLS 804 0.5 1.3 788 1.1 R0.0 1.7 0.9 2.4
KNN 76.5 0.7 75.8 75.3 1.1 73.3 77.6 1.0 77.8
IBS vs non-IBS
PLS 02.1 0.5 90.9 80.3 1.5 1.3 96.0 04 96.0
SVMRadial 8O.7 0.4 Q0.6 61.4 1.7 62.5 0R.9 0.2 100.0
SVMLinear 89.6 0.5 Q0.6 78.6 1.6 75.0 93.2 0.5 92.0
SVMPoly 89.5 0.4 Q0.6 66.1 1.6 62.5 97.1 04 100.0
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TABLE 3-continued

Accuracy (%) Sensitivity (%)

14

Specificity (%)

Classifier Mean SE Median Mean SE Median Mean SE Median
LDA R&.6 0.5 87.9 76.8 1.6 75.0 92.4 0.6 92.0
RF 83.4 0.5 84.4 369 19 37.5 98.5 0.2 100.0
KNN 82.9 0.5 81.8 39.2 19 37.5 97.0 04 96.0
Control vs non-Control
SVMPoly 86.8 04 87.5 64.5 1.6 60.0 96.2 0.5 95.7
SVMRadial 85.0 04 84.8 61.2 1.7 60.0 95.1 0.5 95.7
LDA 85.0 0.6 86.2 746 1.6 77.8 89.5 0.7 91.3
SVMLinear 84.5 0.6 84.8 735 1.6 77.8 892 0.7 91.3
RF 83.5 0.3 84.4 51.0 1.9 50.0 97.2 0.3 95.7
PLS R2.8 0.7 84.4 67.3 1.5 70.0 894 0.8 91.3
KNN 0.2 0.6 81.3 540 1.9 55.6 91.2 0.6 91.3

The invention claimed 1s:

1. A method of creating a classifier indicative of a
presence of a medical condition 1n a subject, comprising:

receiving chromatogram data indicative of a profile of

volatile organic compounds in a sample from each of a
first plurality of subjects having the medical condition
and a second plurality of subjects without the medical
condition, wherein the chromatogram data 1s indicative
of a resistance of one or more metal oxide sensors
associated with a gas chromatography column over a
period of time;

selecting one of the chromatogram data as reference

chromatogram data;

aligning the remaining chromatogram data in relation to

the reference chromatogram data;

extracting one or more features from the chromatogram

data using a Mexican hat wavelet transform of a
plurality of scales to determine a coeflicient for the
chromatogram data at each of the plurality of scales of
the Mexican hat wavelet;

selecting one of the plurality of scales as a best match for

the chromatogram data based on an accuracy of a
validation process;

selecting one or more features of the chromatogram data

indicative of the medical condition; and

constructing a classifier for determining a boundary

between chromatogram data indicative of the medical
condition and chromatogram data indicative of an
absence of the medical condition.

2. The method of claam 1, wherein the selecting the
reference chromatogram data comprises:

determining a correlation coetlicient between each of a

first plurality of chromatogram data; and

selecting chromatogram data having a highest positive

correlation coeflicient as the reference chromatogram
data.

3. The method of claim 2, wherein:

the correlation coeflicient 1s determined between each of

the first plurality of chromatogram data at each of a
plurality of sample points within a predetermined shiit
window:; and

the selecting the chromatogram data comprises selecting

a shift iterval of the chromatogram data having a
highest positive correlation coeflicient.

4. The method of claim 3, wherein remaining chromato-
gram data 1s aligned in relation to the sample point of the
reference chromatogram data having the highest positive
correlation coeflicient.

5. The method of claim 2, wherein the correlation coet-
ficient 1s a Pearson product-moment correlation coetlicient.
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6. The method of claim 1, wherein the plurality of scales
are between upper and lower limats.

7. The method of claim 6, wherein the coeflicient i1s
determined at each integer scale between the upper and
lower limits.

8. The method of claim 1, wherein the one or more
teatures of the chromatogram data indicative of the medical
condition are selected using a selection algorithm based
upon random forest.

9. The method of claim 8, wherein 1n said algorithm one
or more features of the chromatogram data are selected
which, when omaitted, lead to a loss of accuracy.

10. The method of claim 1, comprising transforming a
range of the chromatogram data.

11. The method of claim 10, wherein the range transior-
mation 1s applied to set the values of the chromatogram data
to be 1n a predetermined range.

12. The method of claam 10, wherein the range of the
chromatogram data 1s transformed according to the equa-
tion:

(x — min(x))

~ (max(x) — min(x))

Xy

where a transformed value x, at each time point of the
chromatogram data where X 1s a data value of the
chromatogram data and min(x) and max(x) are mini-
mum and maximum value of the chromatogram data.

13. The method of claim 1, wherein the classifier is
constructed according to one of: linear discriminant analysis
(LDA); partial least squares (PLS); random forest; k-nearest
neighborhood (KNN); support vector machine (SVM) with
radial basis function kernel (SVMRadial); SVM with linear

basis function kernel (SVMLinear); and SVM with polyno-
mial basis function kernel (SVMPoly).
14. A method of determining a presence of a medical
condition 1n a subject, comprising:
receiving chromatogram data indicative of a profile of
volatile organic compounds 1n a sample from the sub-
ject;
aligning the chromatogram data with reference chromato-
gram data;
extracting one or more predetermined features from the
chromatogram data using a Mexican hat wavelet trans-
form of one or more predetermined scales wherein the
one or more predetermined {features are {eatures
selected in a method according to claim 1; and
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determining whether the extracted features are indicative
of the presence of a medical condition 1n the subject
using the classifier constructed according to claim 1.

15. The method of claim 14, wherein the determining
whether the extracted features are indicative of the presence
of the medical condition 1n the subject 1s based upon values
ol the extracted features.

16. The method of claim 14, wherein the aligning the
chromatogram data comprises:

determining a correlation coeflicient between the chro-

matogram data and the reference chromatogram data at
cach of a plurality of sample points within a predeter-
mined shift window; and

aligning the chromatogram data to the reference chro-

matogram data at a sample point time having a greatest
correlation coetlicient.

17. The method of claim 16, wherein the correlation
coellicient 1s a Pearson’s coetlicient.

18. The method of claim 14, wherein the reference
chromatogram data 1s selected 1n a method of creating the
classifier.

19. The method of claim 14, wherein the reference
chromatogram data 1s chromatogram data associated with a
predetermined 1dentifier.

20. The method of claim 14, wherein the extracting one or
more predetermined features comprises:

obtaining data indicative of a scale of the Mexican hat

wavelet transtform; and

converting the chromatogram data to a modulus of wave-

let coeflicients using the scale of the Mexican hat
wavelet transform.

21. The method of claim 14, comprising obtaining feature
information indicative of the one or more predetermined
features to be extracted.

22. The method of claim 14, comprising transforming a
range of the chromatogram data.

23. The method of claim 22, wherein the range transior-
mation 1s applied to set the values of the chromatogram data
to be 1n a predetermined range.
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24. The method of claam 14, comprising applying a
SpatialSign transformation process to the chromatogram
data.

25. The method of claim 14, comprising combining the
chromatogram data with pre-processed chromatogram data.

26. A non-transitory computer-readable medium compris-
ing instructions which, when executed by a computer, is
arranged to perform a method according to claim 1.

277. An apparatus arranged to create a classifier indicative
of a presence of a medical condition 1n a subject, wherein the
apparatus 1s arranged to receive from a sensing unit chro-
matogram data indicative of a profile of volatile organic
compounds 1n a sample from each of a first plurality of
subjects having the medical condition and a second plurality
of subjects without the medical condition, wherein the
chromatogram data 1s indicative of a resistance of one or
more metal oxide sensors associated with a gas chromatog-
raphy column over a period of time;

the apparatus comprising a processing unit and a memory

unit storing computer executable instructions which,
when executed by the processing unit, cause the pro-
cessing unit to:

select one of the chromatogram data as reference chro-

matogram data;

align the remaining chromatogram data 1n relation to the

reference chromatogram data;

extract one or more features from the chromatogram data

using a Mexican hat wavelet transform of a plurality of
scales to determine a coeflicient for the chromatogram
data at each of the plurality of scales of the Mexican hat
wavelet:;

selecting one of the plurality of scales as a best match for

the chromatogram data based on an accuracy of a

validation process;

select one or more features of the chromatogram data
indicative of the medical condition; and

construct a classifier for determining a boundary between
chromatogram data indicative of the medical condition
and chromatogram data indicative of an absence of the
medical condition.

% o *H % x



	Front Page
	Drawings
	Specification
	Claims

