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Module for receiving live content By 802

Module for advertising, over a second network mterface, _5" 804
avatiability of the live confent i g list

Module for recerving. over the second network mitertace, a 8086
viewing request from a user device, the viewing request ,__5—
inchuding a desived playout rate

Module for transcoding content j 808

Module for controlling the transcoder to transcode the hive 210
content from a rate at whach the live content is received By
over the first network interface to a current output rate

Module for storing output of the transcoder as content

................ segments and making content segments avastable to the user - 812
' device
- Module for updating the plurality of entries in the list to 214

include the current output rate, a first rate that 1s greater
than the current output rale and a second rate that 15 less
than the current ocutput rate
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1
TIERED CONTENT STREAMING

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 16/366,701, filed on Mar. 27, 2019 which 1s a
continuation of U.S. patent application Ser. No. 15/254,829,
filed on Sep. 1, 2016 which 1s a continuation of U.S. patent
application Ser. No. 13/863,367 filed on Apr. 15, 2013. The
subject matter of all of the foregoing patent applications 1s
incorporated herein by reference in 1ts entirety, for all
purposes.

TECHNICAL FIELD

The present disclosure relates to the field of content
delivery.

BACKGROUND

New television technologies such as personal video
recorders (PVRs) make it possible for a user to watch
time-shifted video on a TV by recording a program at one
time and watching the program at a later time. Diflerent from
time-shifted programming, live programming 1s a program
that 1s watched by a user while it 1s being transmitted over
the content network (e.g., cable, satellite, fiber optic, IPTV,
etc.). Live programming remains to be i demand by con-
SUmMers.

The availability of secondary devices such as tablet (or
pad) computers and smartphones that are capable of receiv-
ing and displaying content have changed at least some users’
viewing habits: certain users now wish to watch live, or
recorded, programming on a secondary device.

SUMMARY

Improvements to techniques for providing content to
secondary devices are desirable to meet the increasing
demand by consumers to watch contents on secondary
devices. This patent document discloses techniques for
providing live content from a primary device to a secondary
device over a network connection. In some embodiments,
the primary device makes available live content at diflerent
quality tiers, or bitrates, selectable by the secondary device,
without the primary device having pre-coded version of the
content at the diflerent quality tiers and without the primary
device having multiple transcoders operating to generate
bitstreams at the multiple quality tiers. In some embodi-
ments, the list of selectable bitrates 1s controlled to reduce
operational 1ssues such as degradation 1n video quality due
to bitrate changes.

In one aspect, a method, an apparatus and a computer
program product storing code for providing live content at
different quality levels to a remote user device include
techniques for advertising content availability at multiple
quality levels 1n a metafile for selection by the remote user
device, recerving a quality level selection from the remote
user device, wherein the quality level selection matches one
of the multiple quality levels in the metafile, determining
whether the received quality level selection differs from a
currently used quality level for the remote user device, when
it 1s determined that the received quality level selection 1s
different from the currently used quality level, reconfiguring
a transcoder to transcode the live content to only the
received quality level and updating the metafile to include a
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first quality level at a first bitrate lower than a bitrate for the
received quality level selection and a second quality level at
a second bitrate higher than the bitrate for the received
quality level selection.

In another aspect, a computer program product compris-
ing a computer-readable medium having code stored thereon
1s disclosed. The code, when executed, causes a processor to
implement a method of streaming live content including
controlling a transcoder to receive live content and output
transcoded live content at a current quality level, wherein the
current quality level 1s selected based on a content playback
request from a user device, storing transcoded live content
at a local memory as individually addressable segments,
wherein each segment has a playback duration, and trans-
mitting a message to the user device indicating that the live
content 1s available at least at the current quality level and
at least two additional quality levels, without having any
locally stored content segments corresponding to the at least
two additional quality levels.

These and other aspects and their implementations are
described 1n greater detail in the drawings, the description
and the claims.

BRIEF DESCRIPTION OF DRAWINGS

Embodiments described herein are illustrated by way of
example and not limitation in the figures of the accompa-
nying drawings, 1n which like reference numbers indicate
similar elements and 1n which:

FIG. 1 1s diagrammatic representations of a local content
delivery network.

FIG. 2 1s diagrammatic representations of an adaptive
bitrate transcoding system

FIG. 3 shows an example metafile listing.

FIG. 4 1s a flowchart representation of a process of
providing content 1n a local area network.

FIG. § 1s a block diagram representation of an apparatus
for content streaming.

FIG. 6 1s a flowchart representation of a process of
transcoding live content.

FIG. 7 1s a flowchart representation of a process of
transcoding live content.

FIG. 8 15 a block diagram representation of a live content
transcoder apparatus.

FIG. 9 15 a block diagram representation of an apparatus
for use 1n a live content streaming system.

DETAILED DESCRIPTION

Live programing such as live audio or video programming,
may be 1n various forms. For example, the live programming
may be a breaking news story, or a sports event or an audio
or video program being broadcast over a communication
network. Some users may wish to view or listen to the live
program on a secondary device that 1s not in direct com-
munication with the network from which the live program-
ming 1s being received. For example, a primary device may
be receiving the live programming (e.g., a cable or a satellite
set-top box) and the user may wish to view the live content
on a secondary device such as a smartphone, a tablet a laptop
or another wireless device.

To make the live content available to a secondary device,
the primary device may transmit the live content wirelessly
to the secondary device, using unlicensed spectrum such as
the 1ndustrial, scientific and medical (ISM) band used by
802.11 (Wi-F1) devices. To take into account time variations
in the available wireless bandwidth, the primary device may
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make the live content available to the secondary device at
multiple different quality tiers (e.g., different encoding
bitrates).

Several well-known industry techniques such as the
hypertext transfer protocol (HTTP) live streaming protocol
(HLS) from Apple or similar streaming techniques from
Microsoit, Google, Adobe, etc. provide for transmission of
content (sometimes called streaming). A receiving device
can transier an encoded content segment by selecting a
quality level suitable to currently available network band-
width or resource availability (bufler and processor power)
at the recerving device.

To comply with the industry standard streaming tech-
niques, primary devices often make multiple copies of the
same content available at multiple quality levels so that the
receiving device can select which quality level to receive at
a given time. The multiple quality copies may be pre-
computed and stored on a local storage device, thereby
requiring a large amount of storage space. For live content,
pre-recording of multiple qualities may not be possible
because the pre-recording may result in excessive latency.
Primary devices thus often use multiple transcoders, each
transcoder configured to generate encoded live content at a
given bitrate. However, the use of large storage capacity
and/or multiple transcoders makes conventional solutions
expensive for streaming live content to secondary devices.

The techmiques disclosed herein can be used to overcome
the above-discussed operational limitations, and others. In
one example aspect, a primary device that comprises only a
single transcoder per output stream 1s disclosed. In spite of
being able to transcode one video stream at a given time, the
primary device advertises availability of live content at
various bit rates. Based on a request received from a
secondary device, the primary device controls the output
bitrate of the transcoder to provide the desired bitrate output
to a user. In another aspect, a primary controls the advertised
bitrates available to the secondary device so that the sec-
ondary device 1s constrained to how fast it can change the
streaming bitrate. These, and other, aspects are further
described 1n greater detail below.

It should be noted that higher bitrates often (but not
always) result 1n better visual quality of the compressed
video. While the terms *“quality” and “bitrate” are inter-
changeably used in the present document for clarity, in
general, higher quality may be achieved without necessarily
having to change bitrates and no assumptions are made by
subject technology about a specific relationship between a
quality tier and the corresponding bitrate. Furthermore, the
encoding bitrate of a content segment 1s 1ndicative of the
amount of data in the content segment (e.g., a 10 second
video segment encoded at 8 Mbps may be double 1n size of
that of a 10 second video segment encoded at 4 Mbps).
However, the actual transmission rate at which the content
1s transmitted over a network (e.g., using HI'TP) may 1n
general be different from the video encoding bitrate. In some
embodiments, the secondary device may request a lower
quality (lower bitrate) video when the transmission band-
width of a channel reduces, typically to reduce the amount
of time taken to transier the video segment over the network.
Examples ol System Architectures

With reference to FIG. 1, a system 100 includes a primary
device 104, that includes a streaming server module 110
receives live content 102. In various embodiments, the
primary device 1s a digital or analog cable set-top box, a
satellite receiver, a home gateway device, an over-the-top
box, a computer, a smartphone, etc. Correspondingly, the
live content 102 may be received over a digital cable
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interface, an analog cable interface, a satellite signal, a
broadband internet connection, a wide area cellular connec-
tion (e.g., 3G or 4G long term evolution or LTE, WiMax,
etc.) and so on. The primary user device 104 may be
communicatively coupled with a secondary user device 108
over an in-home network 106. The term “in-home” 1s used
for simplicity and the network 106 may be wired or wireless
and be deployed 1n a user residence or a commercial or a
public place (e.g., airport, restaurant) and may be indoor or
outdoor. Some examples of the in-home network 106
include 802.11x (Wi-Fi), Bluetooth, Wireless Universal
Serial Bus (USB), and so on.

FIG. 2 depicts some functional modules 1n the system
100. The modules 202, 204, 206, 208 and 210 may be
implemented internal to a primary user device 104. The
modules 212 and 214 may be implemented internal to or
external to the primary user device 104. For example, 1n
some embodiments, the storage may be on an internal hard
drive, while i other embodiments, an external storage
device such as a hard drive or a flash drive may be used.

The content network interface module 202 receives live
content 102 over a content network, such as the above
discussed cable, satellite, internet or cellular network. In
some embodiments, the content network interface module
202 may terface with a local storage device (e.g., PVR
storage) over a bus internal to the primary device.

The transport stream (TS) transcoding module 204
receives a live content as a transport stream (or a program
stream, or another suitable format). The TS transcoding
module also receives transcoding parameters from a con-
troller module 206. The transcoding parameters may include
parameters that control the start time of transcoding, the end
time of transcoding, transcoding duration, a target bitrate
used for transcoding, a type of transcoding used (e.g.,
filtering, whether or not to decode motion vectors, etc.).

The stream segmenter module 208 operates under the
control of controller 206 to generate time slices or segments
of transcoded bitstream output. The stream segmenter mod-
ule 208 may receive information from the transcoding
module 204 about when the bitrate was changed so that the
stream segmenter module 208 1s able to generate segments
at the exact boundaries at which the bitrate was changed.
The duration of the segments may typically be chosen to
meet conflicting goals of quick changes to bitrates and
higher per-segment quality. The shorter duration segments
(e.g., 2 seconds or below) allow for fast changes to bitrates
of the stream sent to the secondary user device 108 (because
bitrate can be changed on segment boundaries) but may
come with the penalty of sub-optimal video quality of
transcoded video because transcoding technique often ben-
efit from long term statistical trend in videos to improve
compression efliciency. Longer segments (e.g., 10 seconds
or more) may mean improved transcoding compression
quality, but may produce unacceptable delays 1n live content
and also reduce agile responding to varying channel condi-
tions 1n the network 106. The controller 206 may implement
a segment length optimization module as discussed through-
out this document.

The controller 206 may also control a metafile generator
module 210 to generate a metafile that 1s downloaded to the
secondary user device 108. The segment storage module 212
may store the segments generated at the output of the stream

segmenter module 208. The metafile storage module 214
may store at least the most recent metafile that 1s made

available to or 1s pushed to the secondary device 108.
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Examples of Metafiles

FIG. 3 depicts an example listing of a metafile 300
generated by the metafile generator module 210 and stored
in the metafile storage module 214. In some embodiments,
the metafile 300 may comprise a {ile 1n the m3u8 format, as
specified by Apple’s HLS specification. The metafile 300
may be identified using a file identifier. The metafile 300
may list available content segments as a list having entries
entry 1, entry 2 etc. and corresponding parameters associ-
ated with each entry (e.g., segment bitrate, segment duration
and a link such as a uniform resource locator to where the
segment 1s stored on the storage device).

In some embodiments, e.g., using the m3u8 format of
adaptive HLS, two different types or tiers of metafiles may
be used. A master metafile (e.g., a master m3u8 file) may list
all other m3u8 files corresponding to various quality levels
(c.g., bitrates). Often, the primary device 104 and the
secondary device 108 may be configured to implement an
industry standard streaming protocol such as Apple’s HLS
protocol, in which the primary device 104 typically cannot
control several operational aspects of the secondary device
108 (e.g., how often the secondary device 108 can request
bitrate changes, as further discussed below).

FIG. 4 1s a flowchart representation of a process 400 of
providing live content at different quality levels to a remote
user device such as a secondary device 108.

At 402, the process 400 advertises content availability at
multiple quality levels 1n a metafile for selection by the
remote user device. In some embodiments, the listing of
quality levels may be a subset of all possible quality levels
in which the transcoder can be operated. For example, a
primary device 104 may be capable of producing transcoder
output at ten diflerent quality levels—e.g., Q0 to Q9. How-
ever, the process 400 may advertise only three quality levels,
e.g., Q4, Q5 and Q6, 1n the metafile imtially made available
to the secondary device 108. Some advantageous aspects of
listing only a smaller subset of all possible output quality
levels 1s further disclosed below. In some implementation, a
program guide interface at the secondary device may 1ndi-
cate the availability of the live content to the user. However,
the detail of quality tiers and bitrates may be hidden from the
user and dealt with by implementation stack at the secondary
device.

At 404, the process 400 recerves a quality level selection
from the remote user device, wherein the quality level
selection matches one of the multiple quality levels 1n the
metafile. The quality level selection may be indicated, e.g.,
by the URL 1n the request from the remote user device and
the video bitrate associated with the URL.

At 406, the process 400 determines whether the received
quality level selection differs from a currently used quality
level for the remote user device.

At 408, when it 1s determined that the received quality
level selectlon 1s different from the currently used quality
level, the process 400 reconfigures, at 410, a transcoder to
transcode the live content to only the received quality level.
In some embodiments, the transcoder module 204 may be
re-programmed to output content at the quality level indi-
cated i the received request. In some embodiments, the
process 400 may wait for a transcoder reaction time period
before changing the transcoder output bitrate, e.g., to alle-
viate a bitrate thrashing operational problem that 1s further
discussed below.

At 412 the process 400 updates the metafile to include a
first quality level at a first bitrate lower than a bitrate for the
received quality level selection and a second quality level at
a second bitrate higher than the bitrate for the received
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quality level selection. In some embodiments, the master
metafile may list metafiles corresponding to bitrates or
quality levels that actually do not exist on the primary
device. In some embodiments, the process 400 may wait for
a predetermined duration before updating and transmitting
the updated metafile, e.g., to alleviate a bitrate thrashing
operational problem that i1s further discussed below. Some
advantageous aspects of the above-discussed three-quality
level metafile are fturther in this document.

FIG. 5 15 a block diagram representation of an apparatus
500 for providing live content for viewing. The module 502
1s for advertising content availability at multiple quality
levels 1n a metafile for selection by the remote user device.
The module 504 1s for receiving a quality level selection
from the remote user device, wherein the quality level
selection matches one of the multiple quality levels 1n the
metafile. The module 506 1s for determiming whether the
received quality level selection differs from a currently used
quality level for the remote user device. The module 508 1s
for, reconfiguring a transcoder to transcode the live content
to only the received quality level. The module 510 1s for
updating the metafile to include a first quality level at a first
bitrate lower than a bitrate for the received quality level
selection and a second quality level at a second bitrate higher
than the bitrate for the recerved quality level selection.
Examples of Time Variability

In some embodiments, the secondary device 108 may
detect channel conditions and suitably request that the
bitrate of the live content being received over the in-home
network be reduced or increased. In some embodiments, the
ISM band may be shared with other devices, such as
cordless phones and a local wireless internet network. Radio
frequency interference may occur due to the use of these
devices or other devices such as microwave ovens. For
example, when a cordless phone rings, the channel quality
for live content transmission may immediately sufler 1 a
short time span (<1 second). Changes 1n the transmission
channel may trigger changes to the quality or bitrate of the
video requested by the secondary device 108.

As an illustrative example, at time TO a video program
may have a current transter rate of 8 Mbps, with other rates
being advertised 1n the metafile including: 7.5, 6, 6.5, 3, 4,
3 and 2 Mbps. At time T0, the secondary device 108 may
notice an operating condition (degraded channel or bufler
running low) that may cause the secondary device 108 to
request a lower bitrate. For example, when channel degra-
dation 1s severe, the secondary device 108 may request that
2 Mbps be used for next transmission after time TO.

From the primary device’s perspective (e.g., for the
streaming server module 110), this quality change request
may have a few operational implications. For example, the
primary device may control the transcoder module to change
the output bitrate from 8 Mbps to 2 Mbps. However, in some
embodiments, the bitrate change may be greater than a step
s1ize threshold by which a transcoder’s output rate can be
changed. Some commercially available transcoder produce
visually substantially artifact-free only when the changes to
transcoding rate are below a threshold such as 0.5 Mbps.
Furthermore, even if the primary device were to change the
transcoder output rate at time TO to the value desired by the
secondary device (e.g., 2 Mbps 1n this example), the sec-
ondary device may not receive content Ts*Ns seconds later,
where Ts 1s the time duration of segments previously out-
putted by the transcoder and stored 1n the segment storage
212, and Ns i1s the number of these segments that are
buflered prior to transmission. This buflering may occur
either at the primary device and/or the secondary device. For
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example, at TO, the transcoder may already have outputted
two segments of duration 2 seconds (or 10 seconds in an
HLS implementation) each, thus the secondary device will
begin to receive 2 Mbps quality video 4 seconds (or 20
seconds) after time TO at which it makes a request for a
lower quality video.

In some embodiments, the time instances at which the
secondary device requests changes to quality of streamed
video and how often the secondary device requests these
changes may not be directly controllable by the primary
device that 1s transcoding and sending out the video seg-
ments. The primary device’s own transcoding operation may
be limited by the rate at which the transcoder output rate can
be changed without causing unacceptable quality degrada-
tion to output video. The bitrate changing speed of the
primary device’s transcoding operation may also be limited
by the amount of buflering performed, as a number seg-
ments. The bullering may represent the time difference
between when a transcoded output i1s generated and when
the transcoded output 1s decoded and presented as moving
pictures to a user.

In some embodiments, to bring synchronicity between
how fast the secondary device can request reception of video
segments at different bitrates and how {fast the primary
device can re-program its transcoder, the primary device
may control the rate at which the secondary device receives
changes 1n the bitrate or the streamed content. The primary
device may accomplish the control over the rate of change
of quality (slew rate) using a metafile based technique, or a
prior1 rules based technique or an explicit messaging tech-
nique, or a combination of some or all of these techniques.

Using the metafile-based control technique, the primary
device may control the number of entries 1n the metafile,
listing different quality levels. For example, when a current
transier rate 1s 6 Mbps, the primary device may list only a
finite number of additional bitrates or quality levels at which
the content 1s available (e.g., 5.5 Mbps and 6.5 Mbps). Thus,
the secondary device, regardless of how often 1t requests
quality changes, 1s constrained to request bitrate changes
that differ by a quantity that 1s controlled by the primary
device (0.5 Mbps, 1n the above example). In some embodi-
ments, this quantum of change may be equal to or related to
a transcoder’s bitrate change step size. Using this technique,
in some embodiments, the fastest changes to video quality
that a secondary can achieve 1s 0.5 Mbps per Ns*Ts seconds.
Obviously, the primary device has degrees of freedom to
select the values for differences 1n advertised bitrates from
a given current rate, whether these bitrates are less than or
greater than the advertised bitrates, values of Ns and Ts, and
SO On.

As an 1llustrative example, 1n one embodiment, due to a
severe disturbance, the secondary device may request that
the quality rate be changed from 6 Mbps to 2 Mbps.
Uncontrolled by the primary device, the secondary device
may send this request every 500 milliseconds. However, the
primary device may be configured to change bitrates only in
steps less than 1 Mbps at a time. Therefore, 1t may take the
primary device 4 attempts (6 to 5, 5to 4, 4 to 3, and 3 to 2
Mbps) before the primary device can lower the rate to the
secondary devices desired level. In addition, for the visual
continuity of content, the primary device may produce at
least one segment of video (say, 2 seconds duration) for each
lower bitrate. Theretfore, 1t would be 8 seconds betfore the
secondary device starts receiving video at the desired 2
Mbps rate. In the meantime, the secondary device may have
made up to 16 requests (8 seconds/500 milliseconds) to the
primary device, requesting to reduce the bitrate to 2 Mbps.
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While these rate reductions are queued in the primary
device, the disturbance that degraded the channel quality
may have ended and now the secondary device may wish to
raise the quality from 2 Mbps back to 6 Mbps. However, a
6 Mbps request from the secondary device may be queued
up behind the 16 rate reduction requests at the primary
device. It can thus be seen that, without additional tech-
niques, such a feedback/request system may result 1n an
unsatisfactory experience for the user.

In some embodiments, using a metafile based technique,
at any time, the primary device may constrain the bitrates
that the secondary device can request. For example, 1n the
example described above, when a disturbance occurs at 6
Mbps time, then the secondary device may only be able to
request 5.5 Mbps as the lower rate option. After passage of
a time (e.g., equal to the bullering period, e.g., 2 segmentsx5
seconds each), the primary device may then update the
metafile to indicate to the secondary device that a stream 1s
available at 5 Mbps. If the disturbance 1s still persisting, then
the secondary device may at this time request to lower
quality to 5 Mbps.

The above-discussed constraining of bitrates selectable by
the secondary device can advantageously also be used to
avoid a “bitrate thrashing” problem that could occur 1n
convention streaming techniques in which secondary
devices are continuously requesting changes to the quality of
video being sent to them. For example, the thrashing situ-
ation would be caused by a secondary device requesting a
new bitrate, the transcoder being adjusted to the new rate,
and the advertised bitrates being updated to be centered on
the new rate, the secondary device continues consuming
data at the old rate though but assuming that it 1s the new rate
and may again request a change to the rate. Depending on
the implementation of the secondary device, this mismatch
may happen many times while the initial request 1s working
through the various components/buflers in the primary
device. This asynchronous operation of the secondary
device side request generation logic and the primary device
side transcoder reconfiguration logic may cause the second-
ary device to overshoot or undershoot the optimal quality,
and when 1t tries again to go to the optimal quality 1t will
again overshoot and end up at the other extreme. This could
lead to a cycle of bouncing between the highest and lowest
quality levels.

In some embodiments, “bitrate thrashing™ where three or
more quality level are advertised may produce a negative
viewer experience due to continuous changes to the bitrate.

This “bitrate thrashing” situation 1s further illustrated
below with specific bitrate and time period values for
illustration only. For the illustration, assume the transcoder
can handle 10 quality levels Q0-Q9 with Q0 being the
poorest quality and Q9 being the highest quality. Further
assume that a change 1n transcoder quality takes a minimum
of 4 seconds to be propagated to the segmented files.
Assume that a client (secondary device) changes its desired
quality within 2 seconds of playtime. In present day systems,
this time 1s dependent on client implementation and 1s not
controlled by the server (the primary device). Assume the
client will seek both higher and lower quality levels 11 the
current level 1s judged as not optimal. To simplify the
explanation, 1t 1s assumed that the primary device 1s cur-
rently transcoding at Q5 and the client’s optimum quality
level 1s Q3.

Case 1—a Hypothetical Conventional Technique

[ Time: O s] The client requests the “Metafile” and 1s given
all the possible transcoder qualities (Q0-Q9)—The client
chooses Q5 and 1s delivered (O3 segments for analysis.
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[Time: 2 s] The client determines Q5 1s too high and
requests Q4 segments—the controller 1nforms the
transcoder to switch to Q4 but Q5 segments are still being
served.

[ Time: 4 s] The client determines what 1t believes to be Q4
(actually Q5) 1s too high and requests Q3 segments—the
controller informs the transcoder to switch to Q3 but Q3
segments are still being served.

[Time: 6 s] Transcoder produces first Q4 segment—The
client determines what 1t believes to be Q3 (actually Q4) 1s
too high and requests Q2 segments—the controller informs
the transcoder to switch to Q2 but Q4 segments are still
being served.

[Time: 8 s] Transcoder produces first Q3 segment—The
client determines what 1t believes to be Q2 (actually Q3) are
just right—client 1s happy (for the time being)

[Time: 10 s] Transcoder produces first Q2 segment—The
client determines what 1t believes to be Q2 (and actually 1s
(Q2) 1s too low and requests Q3 segments—the controller
informs the transcoder to switch to Q3 but Q2 segments are
still being served.

[Time: 12 s] The client determines what it believes to be
Q3 (actually QQ2) 1s too low and requests Q4 segments—the
controller informs the transcoder to switch to Q4 but Q2
segments are still being served.

[Time: 14 s] Transcoder produces first Q3 segment—The
client determines what 1t believes to be Q4 (actually Q3) 1s
just nnght—<client 1s happy (for the time being)

[Time: 16 s] Transcoder produces first Q4 segment—The
client determines what 1t believes to be Q4 (and actually 1s
Q4) 1s high and requests (3 segments—the controller
informs the transcoder to switch to Q3 but Q4 segments are
still being served.

[Time: 18 s] client determines what 1t believes to be Q3
(actually QQ4) 1s too high and requests Q2 segments—the
controller informs the transcoder to switch to Q2 but Q4
segments are still being served.

[Time: 20 s] Transcoder produces first Q3 segment—The
client determines what 1t believes to be Q2 (actually Q3) 1s
just nnght——client 1s happy (for the time being)

Go to [Time: 10 s] step—this enters an infinite loop from
steps discussed between 10 seconds and 20 seconds above.
This loop 1s called bitrate thrashing.

Case 2—Using a Disclosed Technique

[Time: O s] The client requests the “Metafile’” and 1s only
grven Q4, Q35 and Q6 as options—The client chooses Q5 and

1s delivered Q5 segments for analysis.

[Time: 2s] The client determines Q5 1s too high and
requests Q4 segments—the controller informs the
transcoder to switch to Q4 but Q5 segments are still being
served.

[ Time: 4s] The client determines what 1t believes to be Q4
(actually Q3) 1s too high but there 1s currently no other
option so the client continues to try Q4

[Time: 6s] Transcoder produces first Q4 segment—the
metafile 1s updated to advertise Q3, Q4, and QS. This update
may be delayed by the server (primary device) to give the
client time to evaluate the correct segment. The client still 1s
not satisfied with Q4 but now has a Q3 to try which 1t
requests—the controller 206 informs the transcoder 204 to
switch to Q3 but Q4 segments are still being served.

[ Time: 8s] The client determines what 1t believes to be Q3
(actually Q4) 1s too high but there 1s currently no other
option so the client continues to try Q3.

[Time: 10s] Transcoder produces first Q3 segment—the
metafile 1s updated to advertise Q2, Q3, and Q4. This update
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may be delayed to give the client time to evaluate the correct
segment. The client now 1s satisfied with Q3 since it has
slowed 1t’s optimal speed.

The primary device may use a similar technique of
controlling the speed with which the secondary device can
increase the desired bitrate, e.g., after a channel disturbance
has disappeared. In some embodiments, the primary device
may use a reaction interval to wait to change transcoder
output from the time a quality change 1s requested (e.g., to
overcome the above-discussed bitrate thrashing problem). In
some embodiments, the primary device may use a map-
ping—e.g., averaging of a number ol consecutive quality
rate requests from the secondary device, to control or
climinate the thrashing problem discussed above.

In embodiments that use an a prionn based rule, the
secondary device may be configured to control the amount
by which 1t changes bitrates 1n successive requests and also
may be constrained to how often these requests are sent
(e.g., once every segment duration 1nstead of faster than the
duration of a segment).

In embodiments that use an explicit message based tech-
nique, the primary device may, e.g., before the start of a
streaming session, communicate the primary device’s pre-
terred parameters for how often the secondary device should
request bitrate changes and the step size 1t should use for
requesting these changes, and so on. In some embodiments,
the explicit message may specily to the secondary device a
duration that it should wait before 1t can send another quality
change request of the same type as the one sent immediately
betfore (e.g., a reaction interval time between two consecu-
tive bitrate requests to increase, or two consecutive bitrate
requests to decrease, bitrate.

FIG. 6 1s a flowchart representation of a method 600 of
providing streaming content from a primary user device to
a secondary user device. At 602, a transcoder 1s controlled
to receive live content and output transcoded live content at
a current quality level. The current quality level 1s selected
based on a content playback request received from a sec-
ondary user device. At 604, transcoded live content 1s stored
at a local memory as individually addressable segments.
Each segment has an associated playback duration. At 606,
a message 1s transmitted to the secondary user device
indicating that the live content 1s available at least at the
current quality level and at least two additional quality
levels. However, as disclosed herein, no content segments
corresponding to the two additional quality levels are pre-
stored 1n a storage (e.g., local memory).

In some embodiments, the method 600 may include
receiving irom the user device information about a maxi-
mum quality change acceptable to the user device. The
method 600 may further include controlling the transcoder
such that a change 1n the current quality levels 1s less than
the maximum quality change acceptable to the user device.
In some embodiments, the method 600 may turther control
the duration of the time period between when a quality
change request 1s received to the time at which the
transcoder 1s controlled to changes the output bitrate. In one
aspect, controlling this time period may be advantageous to
reduce or eliminate the bitrate thrashing problem discussed
in this document.

FIG. 7 1s a flowchart representation of a process 700 of
providing live content 1n an 1mn-home network. At 702, live
content 1s recerved over a content network interface. At 704,
availability of the content 1s advertised, or made available,
over the second (1n-home) network interface. For example,
availability of live content may be indicated 1n a program
guide displayed at a user device. At 706, a viewing request
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1s recerved from the user device over the second network.
The request 1dentifies a desired play-out rate for the content.
For example, a metafile 300 may uniquely associate a
play-out bitrate with a URL and thus the URL request may
identify the play-out rate desired by the user device. At 708,
a transcoder 1s controlled to perform transcoding of the
received live content. At 710, the live content 1s transcoded
from a rate at which the live content 1s received over the
content network interface to a current output rate that is
substantially equal to the desired play-out rate. At 712, the
output 1s stored as a plurality of content segments (typically
2 to 5 or more) that are made available to the user device
using, ¢.g., a metafile listing of URLs of the content seg-
ments. At 714, the plurality of entries 1n the list are updated
to include the current output rate, a first rate that 1s greater
than the current output rate and a second rate that 1s less than
the current output rate. For example, using such a descrip-
tion file, the user device may be able to request a higher
quality stream (when channel 1s better) or a lower quality
stream (when channel 1s 1impaired).

FIG. 8 1s a block diagram representation of an apparatus
800 for providing live content to a user device using a single
transcoder. The module 802 1s for receiving live content over
a first network interface. The module 804 1s for making
available, over a second interface, availability of the live
content 1n a list. The module 806 1s for receiving, over the
second network interface, a viewing request from a user
device. The viewing request 1s indicative of a desired
play-out rate. The module 808 is for transcoding content.
The module 810 1s for controlling the transcoder to
transcode the live content from a rate at which the live
content 1s received over the first network interface to a
current output rate. The module 812 1s for storing output of
the transcoder as content segments and making content
segments available to the user device. The module 814 1s for
updating entries in the list to include the current output
bitrate, a first bitrate higher than the current output bitrate
and a second bitrate lower than the current output rate.

The techmiques disclosed 1n this document are equally
applicable to streaming of pre-recorded content that 1s being
read from a storage device, as would be case for a pre-
recorded content 1 a digital video recorder (DVR) or a
personal video recorder (PVR). In a typical PVR device,
content 1s stored at a pre-specified bitrate. However, due to
time-varying conditions i1n the 1in-home network, a
transcoder may be useful to transcode the content to diflerent
rates (or qualities), as described 1n this document. In some
embodiments, an apparatus for presenting a pre-recorded
content to a user, the apparatus comprises a memory that
stores program instructions, an interface over which the
apparatus receives the content and associated metadata, and
a processor that that reads and executes program instructions
from the memory to receive, from the user, a viewing request
for the content, 1nitiate a streaming session with a server of
the live content, wherein the streaming session comprises
downloading the content as multiple program segments,
cach having an encoding bitrate, communicate a maximum
bitrate change from one program segment to next that 1s
acceptable to the apparatus and present the downloaded
program segments to the user. In some 1implementations, an
operational parameter 1s monitored (e.g., buller fullness,
network bandwidth, packet errors, etc.). Based on the opera-
tional parameter, a program segment 1s selected for next
download. For example, i1 network bandwidth availability 1s
higher than previous determination, then a higher quality
program segment 1s selected for download. In some 1mple-
mentations, a time 1nterval value may be received. As
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previously disclosed, the time 1nterval value may be used by
a secondary device to control how often 1t fetches program
segments at diflerent quality rates from the server. In some
implementation, a feedback may be provided to the server
about the available network bandwidth. This feedback may
be used by the server to change transcoding rate of the live
transcoder.

FIG. 9 1s a block diagram illustrating components of a
machine 900, according to some example embodiments,
able to read instructions from a machine-readable medium
(e.g., a machine-readable storage medium) and perform any
one or more of the methodologies discussed herein. Spe-
cifically, FIG. 9 shows a diagrammatic representation of the
machine 900 in the example form of a computer system and
within which instructions 924 (e.g., software) for causing
the machine 900 to perform any one or more of the meth-
odologies discussed herein may be executed. In alternative
embodiments, the machine 900 operates as a standalone
device or may be connected (e.g., networked) to other
machines. In a networked deployment, the machine 900 may
operate 1n the capacity of a server machine or a client
machine 1n a server-client network environment, or as a peer
machine 1 a peer-to-peer (or distributed) network environ-
ment. The machine 900 may be a server computer, a client
computer, a personal computer (PC), a tablet computer, a
laptop computer, a netbook, a set-top box (STB), a personal
digital assistant (PDA), a cellular telephone, a smartphone,
a web appliance, a network router, a network switch, a
network bridge, or any machine capable of executing the
istructions 924, sequentially or otherwise, that specity
actions to be taken by that machine. Further, while only a
single machine 1s 1llustrated, the term “machine” shall also
be taken to include a collection of machines that individually
or jointly execute the mstructions 924 to perform any one or
more of the methodologies discussed herein.

The machine 900 includes a processor 902 (e.g., a central
processing unit (CPU), a graphics processing umt (GPU), a
digital signal processor (DSP), an application specific inte-
grated circuit (ASIC), a radio-frequency integrated circuit
(RFIC), or any suitable combination thereof), a main
memory 904, and a static memory 906, which are configured
to communicate with each other via a bus 908. The machine
900 may further include a graphics display 910 (e.g., a
plasma display panel (PDP), a light emitting diode (LED)
display, a liqud crystal display (LLCD), a projector, or a
cathode ray tube (CRT)). The machine 900 may also include
an alphanumeric mput device 912 (e.g., a keyboard), a
cursor control device 914 (e.g., a mouse, a touchpad, a
trackball, a joystick, a motion sensor, or other pointing
instrument), a storage unit 916, a signal generation device
918 (e.g., a speaker), and a network interface device 920.

The storage unit 916 includes a machine-readable
medium 922 on which 1s stored the instructions 924 (e.g.,
soltware) embodying any one or more of the methodologies
or functions described herein. The instructions 924 may also
reside, completely or at least partially, within the main
memory 904, within the processor 902 (e.g., within the
processor’s cache memory), or both, during execution
thereol by the machine 900. Accordingly, the main memory
904 and the processor 902 may be considered as machine-
readable media. The 1nstructions 924 may be transmitted or
received over a network 926 (e¢.g., network 190) via the
network interface device 920.

It will be appreciated that techniques are provided to
enable live streaming of content at different rates using a
single transcoder per media stream output by the primary
device. In some embodiments, a single transcoding circuit or
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hardware corresponding to a given video program output
can be used to eflectively provide content at multiple dii-
ferent bitrates in parallel. In other words, from a receiving
device’s viewpoint, the streaming device would appear to
have the ability to simultaneously offer the same content at
multiple different bitrates. In some embodiments, a middle-
ware running on a primary device may perform an all-
soltware implementation of the transcoding module 204.

It will further be appreciated that the bitrate of the live
streaming can be controlled so that the rate at which the
bitrate changes 1s below a threshold. In some embodiments,
the threshold may be based on a capability of the receiving
device. In some embodiments, a query/response procedure
may be used to provide information about the capability to
the streamer of the live content.

The disclosed and other embodiments, modules and the
functional operations described 1n this document (a network
interface, a content list advertiser, a play-out request
receiver, a transcoder, a list updater, a request checker, etc.)
can be mmplemented in digital electronic circuitry, or 1n
computer software, firmware, or hardware, including the
structures disclosed in this document and their structural
equivalents, or 1n combinations of one or more of them. The
disclosed and other embodiments can be implemented as
one or more computer program products, 1.e., one or more
modules of computer program instructions encoded on a
computer readable medium for execution by, or to control
the operation of, data processing apparatus. The computer
readable medium can be a machine-readable storage device,
a machine-readable storage substrate, a memory device, a
composition of matter effecting a machine-readable propa-
gated signal, or a combination of one or more them. The
term ““‘data processing apparatus’” encompasses all apparatus,
devices, and machines for processing data, including by way
of example a programmable processor, a computer, or mul-
tiple processors or computers. The apparatus can include, in
addition to hardware, code that creates an execution envi-
ronment for the computer program in question, e.g., code
that constitutes processor firmware, a protocol stack, a
database management system, an operating system, or a
combination of one or more of them. A propagated signal 1s
an artificially generated signal, e.g., a machine-generated
clectrical, optical, or electromagnetic signal, that 1s gener-
ated to encode information for transmission to suitable
receiver apparatus.

A computer program (also known as a program, software,
soltware application, script, or code) can be written 1n any
form of programming language, including compiled or
interpreted languages, and 1t can be deployed in any form,
including as a standalone program or as a module, compo-
nent, subroutine, or other unit suitable for use in a computing,
environment. A computer program does not necessarily
correspond to a file 1n a file system. A program can be stored
in a portion of a file that holds other programs or data (e.g.,
one or more scripts stored 1n a markup language document),
in a single file dedicated to the program in question, or 1n
multiple coordinated files (e.g., files that store one or more
modules, sub programs, or portions of code). A computer
program can be deployed to be executed on one computer or
on multiple computers that are located at one site or dis-
tributed across multiple sites and interconnected by a com-
munication network.

The processes and logic flows described 1n this document
can be performed by one or more programmable processors
executing one or more computer programs to perform func-
tions by operating on 1nput data and generating output. The
processes and logic flows can also be performed by, and
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apparatus can also be implemented as, special purpose logic
circuitry, e.g., an FPGA (field programmable gate array) or
an ASIC (application specific itegrated circuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive instructions and data from a read only memory or a
random access memory or both. The essential elements of a
computer are a processor for performing instructions and
one or more memory devices for storing instructions and
data. Generally, a computer will also include, or be opera-
tively coupled to receive data from or transier data to, or
both, one or more mass storage devices for storing data, e.g.,
magnetic, magneto optical disks, or optical disks. However,
a computer need not have such devices. Computer readable
media suitable for storing computer program instructions
and data include all forms of non-volatile memory, media
and memory devices, including by way of example semi-
conductor memory devices, e.g., EPROM, EEPROM, and
flash memory devices; magnetic disks, e.g., iternal hard
disks or removable disks; magneto optical disks; and CD
ROM and DVD-ROM disks. The processor and the memory
can be supplemented by, or incorporated in, special purpose
logic circuitry.

While this patent document contains many specifics, these
should not be construed as limitations on the scope of an
invention that 1s claimed or of what may be claimed, but
rather as descriptions of features specific to particular
embodiments. Certain features that are described in this
document 1n the context of separate embodiments can also
be implemented 1n combination in a single embodiment.
Conversely, various features that are described 1n the context
of a single embodiment can also be implemented 1n multiple
embodiments separately or in any suitable sub-combination.
Moreover, although features may be described above as
acting in certain combinations and even 1itially claimed as
such, one or more features from a claimed combination can
in some cases be excised from the combination, and the
claimed combination may be directed to a sub-combination
or a variation of a sub-combination. Similarly, while opera-
tions are depicted 1n the drawings in a particular order, this
should not be understood as requiring that such operations
be performed 1n the particular order shown or 1n sequential
order, or that all illustrated operations be performed, to
achieve desirable results.

Only a few examples and implementations are disclosed.
Variations, modifications, and enhancements to the
described examples and implementations and other 1mple-
mentations can be made based on what 1s disclosed.

What 1s claimed 1s what 1s disclosed and illustrated,
including:

1. A method comprising:

receiving, by a first device, at least a portion of media

content from a second device, wherein the media
content 1s associated with a step size threshold con-
straining changes 1n bitrates for bitrate requests to at
least one transcoder, and wherein the step size thresh-
old 1s related to a constraint on changes i1n output
bitrates of the at least one transcoder;

recerving a file including a number of entries defining

bitrates at which the media content 1s available for the
first device, the bitrates defined by the number of
entries including a first bitrate, a second bitrate that 1s
greater than the first bitrate, and a third batrate that 1s
greater than the second bitrate, wherein a difference
between the first bitrate and the second bitrate satisfies
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the step size threshold, and wherein a difference
between the second bitrate and the third bitrate satisfies
the step size threshold;
sending, by the first device to the second device, an
indication of a selection of the first bitrate from the file;

receiving, by the first device, transcoded media content
from the second device, the transcoded media content
being transcoded to the first bitrate; and

receiving an updated file including the first bitrate, the

second bitrate, and a fourth bitrate that i1s less than the
first bitrate, wherein a diflerence between the first
bitrate and the fourth bitrate satisfies the step size
threshold.

2. The method of claim 1, wherein the media content 1s
transcoded to the first bitrate based on the first bitrate being
different from a bitrate at which the media content 1is
accessed by the first device.

3. The method of claim 1, wherein the first bitrate, the
second bitrate, and the fourth bitrate are provided in the
updated file for selection by the first device.

4. The method of claim 1, turther comprising;:

receiving the updated file in response to the media content

being transcoded to the first bitrate.

5. The method of claim 1, turther comprising;:

accessing, by the first device, one or more program

segments of the media content.

6. The method of claim 1, wherein the first device 1s a
mobile device or a computer, and wherein the second device
includes the at least one transcoder.

7. A first device comprising:

one or more processors; and

memory accessible to the one or more processors, the

memory storing mstructions, which upon execution by

the one or more processors, cause the one or more

processors to perform operations to:

receive at least a portion of media content from a
second device, wherein the media content 1s associ-
ated with a step size threshold constraining changes
in bitrates for bitrate requests to at least one
transcoder, and wherein the step size threshold 1s
related to a constraint on changes in output bitrates
of the at least one transcoder;

receive a file including a number of entries defining
bitrates at which the media content 1s available for
the first device, the bitrates defined by the number of
entries ncluding a first bitrate, a second bitrate that
1s greater than the first bitrate, and a third bitrate that
1s greater than the second bitrate, wherein a differ-
ence between the first bitrate and the second baitrate
satisfies the step size threshold, and wherein a dif-
ference between the second bitrate and the third
bitrate satisfies the step size threshold;

send, to the second device, an indication of a selection
of the first bitrate from the file;

receive transcoded media content from the second
device, the transcoded media content being
transcoded to the first bitrate based on the selection
of the first bitrate; and

receive an updated file including the first bitrate, the
second bitrate, and a fourth bitrate that 1s less than
the first bitrate, wherein a difference between the first

bitrate and the fourth bitrate satisfies the step size
threshold.
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8. The first device of claim 7, wherein the media content
1s transcoded to the first bitrate based on the first bitrate
being different from a bitrate at which the media content 1s
accessed by the first device.

9. The first device of claim 7, wherein the first bitrate, the
second bitrate, and the fourth bitrate are provided in the
updated file for selection by the first device.

10. The first device of claam 7, wherein the 1nstructions,
upon execution by the one or more processors, cause the one
Or more processors to perform operations to:

recerve the updated file 1n response to the media content

being transcoded to the first bitrate.
11. The first device of claim 7, wherein the first device 1s
a mobile device or a computer, and wherein the second
device 1ncludes the at least one transcoder.
12. A non-transitory computer-readable medium of a first
device having stored thereon instructions that, when
executed by one or more processors, cause the one or more
Processors to:
receive at least a portion of media content from a second
device, wherein the media content 1s associated with a
step size threshold constraining changes 1n bitrates for
bitrate requests to at least one transcoder, and wherein
the step size threshold 1s related to a constraint on
changes in output bitrates of the at least one transcoder;

recerve a file mcluding a number of entries defining
bitrates at which the media content 1s available for the
first device, the bitrates defined by the number of
entries including a first bitrate, a second bitrate that 1s
greater than the first bitrate, and a third bitrate that 1s
greater than the second bitrate, wherein a difference
between the first bitrate and the second bitrate satisfies
the step size threshold, and wherein a difference
between the second bitrate and the third bitrate satisfies
the step size threshold;

send, to the second device, an indication of a selection of

the first bitrate from the file;

rece1ve transcoded media content from the second device,

the transcoded media content being transcoded to the
first bitrate based on the selection of the first bitrate;
and

recerve an updated file including the first bitrate, the

second bitrate, and a fourth bitrate that 1s less than the
first bitrate, wherein a difference between the first
bitrate and the fourth bitrate satisfies the step size
threshold.

13. The non-transitory computer-readable medium of
claim 12, wherein the media content 1s transcoded to the first
bitrate based on the first bitrate being diflerent from a bitrate
at which the media content 1s accessed by the first device.

14. The non-transitory computer-readable medium of
claim 13, wherein the instructions, when executed by the

one or more processors, cause the one or more processors to:
receive the updated file 1n response to the media content
being transcoded to the first bitrate.

15. The non-transitory computer-readable medium of
claim 12, wherein the first device 1s a mobile device or a
computer, and wherein the second device includes the at
least one transcoder.
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