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SYSTEMS AND METHODS FOR DATA
PRIVACY AND SECURITY

FIELD OF THE DISCLOSURE

This disclosure relates generally to data privacy and
security, and more particularly to systems and methods that
provide for enhanced privacy and/or security for data.

BACKGROUND OF THE DISCLOSURE

As data analysis and collection has become increasingly
important 1 operation and research and development for
various industries, so has the protection of such data. As
such, improving the ability to control the privacy and/or
security of data, which may include data associated with
people, may be desirable.

SUMMARY

The examples of this disclosure are directed to systems
and methods for maintaining the privacy and/or security of
data, which may be associated with people. In some
examples, the data may be stored 1n association with a data
access policy that defines one or more access restrictions for
accessing the data. In some examples, the data may be
encrypted and stored in a data capsule along with 1its
associated data access policy that may be defined by the user
or person with whom the data 1s associated. In some
examples, the systems of the disclosure may allow {for
accessing ol the data only if the data access request is
permitted by the data access policy, which may be checked
by a policy checker and may be based on the data access
policy, the requester and/or the data access request 1itself. In
some examples, the data access request may be allowed to
operate on the data, within a secure execution environment,
and the results of that operation may be shared with the data
requester without sharing of the data itsellf.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic view of an exemplary computing
system for implementing data privacy and/or security pro-
tection according to examples of the disclosure.

FI1G. 2A 1llustrates an example schematic of a data upload
and/or storage scheme that implements data privacy and/or
security protection according to examples of the disclosure.

FI1G. 2B illustrates an example schematic of a data access
scheme that implements data privacy and/or security pro-
tection according to examples of the disclosure.

FIG. 3 illustrates an example method and system for
implementing data privacy and/or security protection
according to examples of the disclosure.

FIGS. 4A-4F illustrate example flow diagrams for imple-
menting data privacy and/or security protection according to
examples of the disclosure.

DETAILED DESCRIPTION

In the following description, reference 1s made to the
accompanying drawings which form a part hereof, and 1n
which it 1s shown by way of illustration specific examples
that may be practiced. It 1s to be understood that other
examples may be used and structural changes may be made
without departing from the scope of the examples of the
disclosure.

10

15

20

25

30

35

40

45

50

55

60

65

2

The examples of this disclosure are directed to systems
and methods for maintaining the privacy and/or security of
data, which may be associated with people. In some
examples, the data may be stored 1n association with a data
access policy that defines one or more access restrictions for
accessing the data. In some examples, the data may be
encrypted and stored in a data capsule along with 1ts
associated data access policy that may be defined by the user
or person with whom the data 1s associated. In some
examples, the systems of the disclosure may allow {for
accessing of the data only if the data access request is
permitted by the data access policy, which may be checked
by a policy checker and may be based on the data access
policy, the requester and/or the data access request 1itself. In
some examples, the data access request may be allowed to
operate on the data, within a secure execution environment,
and the results of that operation may be shared with the data
requester without sharing of the data itself. In these ways
and others described below, the examples of the disclosure
may maintain the privacy and/or security of the data in
question.

FIG. 1 1s a schematic view of an exemplary computing
system 100 for implementing data privacy and/or security
protection according to examples of the disclosure. The
components of the computing system 100, as well as the
components of other systems, hardware architectures, and
soltware architectures discussed herein, may be combined,
omitted, or organized 1nto different architectures for various
examples.

Generally, the computing system 100 may include one or
more processors (CPU) 104 that execute one or more
applications, operating systems, instructions, among others.
The CPU 104 may also execute the various instructions
related to data upload, data storage, data access, data policy
checking, and any other operations associated with the data
privacy and/or security protection schemes of this disclo-
sure, which will be described 1n more detail below.

In some examples, the CPU 104 may include a respective
microprocessor, one or more application-specific integrated
circuit(s) (ASIC), or other similar devices. The CPU 104
may also include respective internal processing memory, an
interface circuit, and bus lines for transferring data, sending
commands, and communicating with the plurality of com-
ponents of the computing system 100 (e.g., storage 114 and
communication unit 116). The CPU 104 may also include a
respective communication device (not shown) for sending
data mternally to components of the computing system 100
and/or may include a communication unit 116 for commu-
nicating with externally hosted computing systems (e.g.,
external to the computing system, such as at the data owner
102 and/or the data consumer 110). For example, during a
data upload operation, data owner 102 (e.g., a computing
system associated with the data owner) may communicate
with the computing system of FIG. 1, via communication
umt 116, to upload data and/or a data access policy (e.g., a
file, table, or other data/data structure that contains the
information for implementing the data access policy as
described herein) associated with the data to storage unit
114, as will be described 1n more detail below.

As another example, during a data access operation, data
consumer 110 (e.g., a computing system associated with the
data consumer) may communicate with the computing sys-
tem of FIG. 1, via communication unit 116, to transmit a
program for accessing the data, and computing system 100
may transmit or provide access to, via communication unit
116, the result of such program being performed on the data
to the data consumer 110, as will be described 1n more detail
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below. In some examples, communication unit 116 may be
any appropriate device that {facilitates communications
between computing systems, such as a network communi-
cations device. In some examples, computing system 100 1s
controlled by data owner 102 and/or 1s the same computing
system from which data owner 102 provides data uploads to
the computing system 100. In some examples, computing,
system 100 1s not controlled by data owner 102, but rather
1s a computing system of a third party, and/or 1s a different
computing system ifrom which data owner 102 provides data
uploads to the computing system 100. In some examples,
computing system 100 1s not controlled by data consumer
110, but rather 1s a computing system of a third party, and/or
1s a different computing system from which data consumer
110 provides data access requests to the computing system
100.

In an exemplary embodiment, the CPU 104 may addi-
tionally communicate with a storage unit 114 (e.g., memory,
such as a computer-readable storage medium that stores
instructions for the various functions or applications imple-
mented by the computing system) to execute one or more
applications, operating systems, instructions, and the like
that are stored on the storage unit 114. In some examples,
data for which privacy and/or security 1s being protected
according to this disclosure may be stored on storage unit
114. In one or more embodiments, the storage unit 114 may
be accessed by the CPU 104 and/or communications unit
116 during data upload, data access, policy checking, etc.,
operations according to examples of this disclosure, as will
be described 1n more detail below.

FIG. 2A 1llustrates an example schematic of a data upload
and/or storage scheme that implements data privacy and/or
security protection according to examples of the disclosure.
Various aspects of FIG. 2A may be implemented by com-
ponents of FIG. 1, as described previously and below. As
previously described, the privacy and/or security of data
(e.g., data associated with a person or user) may be protected
according to some examples of this disclosure at least by
defining, generating and/or storing a data access policy 1n
association with the data. For example, a data owner 200,
which may be an entity that has generated the data 202 in
question, may define a data access policy 204 for the data
202. In some examples, the data access policy 204 may
define one or more data access restrictions associated with
the data 202, such as how or if the data 202 1s to be encrypted
while stored (e.g., 1n storage unit 114) and/or how the data
202 1s to be used or accessed. In some examples, the data
access policy may be a file, table, or other data/data structure
that contains the information for implementing the data
access policy as described herein

Example data access restrictions may include defining
who (enfities or persons) 1s allowed to access the data 202
(e.g., users internal to the data owner 200, third party access,
etc.), how the data 202 may be accessed or used (e.g., what
kinds of operations may be performed on the data 202, such
as only allowing analysis of the data 202 and access to the
results of such analysis, and not allowing copying/extraction
of portions of the data 202), security requirements for
accessing and/or storing the data 202 (e.g., secure hardware
requirements that a data consumer must have before the data
consumer may be given access to the data 202 and/or the
results of performing operations on the data 202, secure
hardware requirements for performing operations on the
data 202, defined by the data consumer, before the system
will allow the operations to be performed on the data 202,
etc.). For example, the data access restrictions may define
that the data may only be accessed for research and devel-
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opment purposes, and cannot be accessed by third parties. In
some examples, the data access restrictions may be defined
by the person with whom the data 1s associated (e.g., a
consumer or user ol a product of the data owner 200). In
some examples, the person may define whether the data
should be collected or stored at all, and if the person
authorizes data collection and/or storage, may define who 1s
able to access their data, what kind of data may be stored/
accessed and/or for what purpose the data may be stored/
accessed (e.g., in the manners described herein).

Other data access restrictions that define restrictions on
the access, usage, storage, mampulation, or other operation
with respect to the data 202 may additionally or alternatively
be defined 1n the data access policy 204. It 1s understood that
different sets of data may be associated with different data
access policies such that the access controls for individual
sets of data stored on computing system 100 may differ. By
utilizing data access policies as described herein to control
access to data, the examples of the disclosure may eliminate
local silos (e.g., of data) and replications (e.g., of data)
across different entities or computing systems, and may
aggregate all (or many) diflerent databases associated with
different data owners into one location (e.g., computing
system 100). The data owner of each dataset may take
control of their dataset and control/restrict the accesses to
theirr data via the data policies associated with that data
owner’s data. As such, the examples of the disclosure may
provide an automated process for data access control in
which users/entities may be granted access to data 11 1t 1s so
defined 1n that data’s “data access policy.” Further, 1n some
examples as described in this disclosure, data access
requests and/or access grants and/or rejections may be
recorded to a distributed ledger (DLT). As a result of the
examples of the disclosure, entities across the world may be
able to obtain access to specific datasets while the cost of
governing/monitoring the databases may be reduced and
may be more secure. Additionally, compliance with privacy
laws may occur 1n a centralized location (e.g., computing
system 100) with embedded capabilities as explained 1n this
disclosure.

In some examples, computing system 100 (e.g., a permis-
s10n agent 1n conjunction with a key manager) may generate
and/or provision information related to encrypting and
decrypting the data 202 during storage and/or access at
computing system. For example, a permission agent on
computing system 100, 1n response to receiving the data 202
and/or data access policy 204 from the data owner 200, may
request that a key manager on the computing system 100
provision two keys: a public key used to encrypt and/or
verily the data 202 (e.g., during data storage and/or before
permitting data access), and a private key used to decrypt the
data 202 (e.g., during data access). In some examples, the
public key may be shared with entities providing data to the
computing system 100 1n FIG. 1 for encrypting the data 20
(c.g., the data owner). In some examples, the corresponding,
private key may be stored (e.g., on storage unit 114) by the
secure key manager in computing system 100, and may be
inaccessible to data owner 200 (and/or the data consumer).
It 1s understood that different sets of data and/or associated
data access policies stored on computing system 100 may be
encrypted and decrypted with different sets of public and
private keys.

In some examples, the secure key manager may be
decentralized across diflerent computing systems and/or
different individual key managers 1n which each computing
system/individual key manager may store diflerent subsets
of the private keys such that a security failure at any given




US 11,611,587 B2

S

one of the key managers may avoid jeopardizing the security
of all of the private keys managed by the secure key
manager. In some examples, the data 202 may be encrypted
with the public key while 1t 1s stored on storage unit 114. In
some examples, data owner 200 may encrypt the data 202 on
its computing system with the public key provided by the
permission agent and/or key manager, and may transmit the
encrypted data 202 to computing system 100 for storage. I
some examples, data owner 200 may similarly encrypt the
data access policy 204 with the provided public key and
transmit the encrypted data access policy 204 to computing,
system 100 for storage (e.g., on storage unit 114), though 1n
some examples, the data access policy 204 may not be
encrypted, or may be encrypted with a different public key
provisioned by the permission agent and/or key manager. In
some examples, the encrypted data 202 and data access
policy 204 may be stored 1n association with each other on
storage unit 114.

In some examples, data access policy 204 may be
installed into a smart contract (e.g., for another component
of the system, such as the permission agent described with
reference to FIGS. 2B, 3 and 4). In some examples, the smart
contract may be a computer protocol that digitally facili-
tates, verifies, and/or enforces the negotiation or perfor-
mance of defined agreements (e.g., 1n the context of this
disclosure, the performance of the various data access
restrictions defined by the data access policy 204). In at least
these ways described with reference to FIG. 2A, the privacy
and/or security of the data 202 may be protected during data
upload and/or while the data 1s at rest (e.g., stored on storage
unit 114), according to examples of this disclosure.

FI1G. 2B illustrates an example schematic of a data access
scheme that implements data privacy and/or security pro-
tection according to examples of the disclosure. Various
aspects of FIG. 2B may be implemented by components of
FIG. 1, as described previously and below. As previously
described, a data consumer 206 (e.g., an entity or person)
may request that one or more operations (e.g., program 208)
be performed on encrypted data 202 stored at the computing,
system. Program 208 may correspond to any operation that
the data consumer 206 requests be performed on the
encrypted data 202, such as an analytics program for ana-
lyzing the data and generating a result, a machine learning
program for similarly analyzing the data and generating a
result, etc. The examples of this disclosure may be applied
to any type of program 208 that defines operations to be
performed on the encrypted data 202. In some examples,
CPU 104 on computing system 100 may implement a
permission agent 210, which may comprise a policy checker
and a key manager (as described with reference to FIG. 2A).

In response to receiving the program 208 from the data
consumer 206, the policy checker may check program 208
against data access policy 204 (e.g., defined as described
with reference to FIG. 2A) to determine whether program
208, from data consumer 206, is allowed to run on the
encrypted data 202. As previously described, the data access
policy 204 may have been installed into the smart contract
of permission agent 210. Therefore, in some examples,
permission agent 210 may interact with the policy 204 (e.g.,
retrieve 1t, execute 1t, etc.) via smart contract. If the program
208 and/or data consumer 206 do not satisfy the require-
ments ol the data access policy 204, then the policy checker
and/or permission agent 210 may deny access to the
encrypted data 202, may forgo running the program 208 on
the data 202, and/or computing system 100 may transmit a
denial indication to the data consumer 206. If the program
208 and/or data consumer 206 do satisty the requirements of
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the data access policy 204, the policy checker and/or per-
mission agent 210 may initiate the launching of a secure
execution environment for running the program 208 on the
data 202, as will be described 1n more detail with reference
to FIG. 3.

Further, in some examples, the permission agent 210
and/or policy checker may log (e.g., transmit and/or write)
information associated with the data access request to a
distributed ledger (e.g., a blockchain ledger), external to
computing system 100, to provide for a record (e.g., secure
and/or immutable) of data access requests associated with
the data 202. In some examples, this information logged to
the distributed ledger may exclude the data 202 itself, or any
part of the data 202. In some examples, this information
logged to the distributed ledger may be any information
associated with the data access request that may provide
information about the request and/or the requestor. For
example, the mformation may include a timestamp of the
data request, information about the identity of the enfity
requesting the access to the data, information about the type
of data access requested (e.g., information i1dentifying the
program 208, the operations requesting 1n the program 208,
the type of result to be generated by the program 208, etc.),
a hash of the program 208, a hash of some combination of
the encrypted data 202 and the program 208, etc. In some
examples, the permission agent 210 and/or policy checker
may log the information associated with the data access
request to the distributed ledger only 11 the permission agent
210 and/or policy checker allows for the data access to
occur, only 1f the permission agent 210 and/or policy
checker denies the data access from occurring, or whether or
not the permission agent 210 and/or policy checker allows
for the data access to occur.

FIG. 3 illustrates an example method and system for
implementing data privacy and/or security protection
according to examples of the disclosure. Various aspects of
FIG. 3 may be implemented by components of FIG. 1, as
described previously and below. As previously described,
encrypted data 305 and 1ts corresponding data access policy
304, received from data owner 300, may be stored on the
storage unit 114 of computing system 100, as described with
reference to FIG. 2A. In some examples, encrypted data 303
and data access policy 304 may be stored together 1n a data
capsule 305. In some examples, the entirety of the data
capsule 305 may be encrypted with the public key corre-
sponding to the data 303 and data access policy 304. In some
examples, the data 303 may be encrypted with the public key
corresponding to the data 303, while the data access policy
304 may not be encrypted.

Data consumer 306 may provide, to the computing system
100, a program 308 that includes a request to perform one
or more operations on the encrypted data 303. The program
308 and the data access policy 304 may be transmitted to
permission agent 310. Permission agent 310 may determine,
via policy checker 312, whether the program 308 and/or data
consumer 306 are allowed to access the encrypted data 303
based on the data access policy 304, as described with
reference to FIG. 2B. If the program 308 access 1s not
verified by the policy checker 312, the program 308 may be
rejected and prevented from running on the encrypted data
303. In some examples, the permission agent 310 may or
may not write a log of the denied access request to the
distributed ledger 324 as described with reference to FIG.
2B.

I1 the program 308 access 1s verified by the policy checker
312, the policy checker 312 may transmit to the key manager
314 proof that the program 308 access has been verified. In
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some examples, the permission agent 310 or key manager
314 may or may not write a log of the verified access request
to the distributed ledger as described with reference to FIG.
2B. In some examples, the data owner (and/or other entities)
may access the distributed ledger 324 to audit data access
requests that have occurred at the computing system 100.
In response to receiving the proot of verification from the
policy checker 312, the key manager 314 may instantiate a
secure execution environment (SEE) 316 (e.g., within com-
puting system 100 or external to computing system 100) or
other analogous trusted environment 1n which to run pro-
gram 308 on decrypted data 303. In some examples, each
time a program 1s run on data in accordance with this
disclosure, a new SEE =

may be instantiated, and that SEE
may be terminated at the conclusion of running each of such
programs. In some examples, the SEE may be persistent
across diflerent programs being run—ior example, different
sets of data may be associated with different SEEs such that
programs run on those different sets of data may be run in
their corresponding SEEs across multiple program requests,
or different data consumers may be associated with different
SEEs such that programs run by different data consumers
may be run in their corresponding SEEs across multiple
program requests. In some examples, SEE 316 may be a
processing environment that guarantees one or more of the
following: authenticity of the code/program to be executed
in SEE 316; integrity of the runtime states; and confidenti-
ality of the code, data and/or runtime states within SEE 316
with respect to unauthorized applications (e.g., the main
operating system of computing system 100).

In some examples, the key manager 314 may venly the
program 308 and/or the data 303 (e.g., using remote attes-
tation). If the program 308 and/or the data 303 are verified
by the key manager 314, the key manager 314 may transmit
decryption information (e.g., private decryption key) for the
data 303 to the SEE 316. If the key manager 314 1s not able
to verily the program 308 and/or the data 303 (e.g., using
remote attestation), the key manager 314 may forgo trans-
mitting the decryption information for the data 303 to the
SEE.

Thus, 11 the permission agent 310 has verified/allowed the
program 308 request, the encrypted data 303, the program
308 and the decryption information for the data 303 may be
transmitted to and reside 1 the SEE 316. In some examples
program 308 may be encrypted by data consumer 306, in
which case program 308 may be decrypted within SEE 316
so that 1t may be run on the data 303. In some examples, key
manager 314 may store, provide, manage, etc. the encryp-
tion and decryption mformation used for program 308 1n a
manner similar to as done with respect to data capsule 305,
encrypted data 303 and/or policy 304. Within the SEE 316,
the data 303 may be decrypted with the decryption infor-
mation, and the program 308 may be run on the decrypted
data 303. Resulting data 318 may be generated as a result of
the program 308 running on the decrypted data 303. Upon
completion of the running of the program 308 on the
decrypted data 303, SEE 316 may be terminated and/or
decrypted data 303 and/or program 308 may be deleted. In
this way, decrypted data 303 may only exist within SEE 316
and may not exist outside of SEE 316, or be observable
outside of SEE 316, within the computing system 100.

The resulting data 318 may be encrypted as encrypted
resulting data 319. In some examples, the resulting data 318
may be encrypted using a public key (e.g., the same public
key with which encrypted data 303 1s encrypted). In some
examples, resulting data capsule 322 may include all the
information needed to decrypt the encrypted result 319, such
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that the data consumer 306 may be able to access the
encrypted result 319 subject to the residual policy 320. In
some examples, resulting data 318 may be encrypted within
SEE 316, and enerypted resulting data 319 may be stored
outside ef SEE 316, such that encrypted resulting data 319
but not unencrypted resulting data 318 may be accessible
outside of SEE 316. Further, encrypted resulting data 319
may be stored (e.g., on storage unit 114, outside of SEE 316)
in associated with a residual policy 320; in some examples,
the encrypted resulting data 319 may be stored with the
residual policy 320 in a resulting data capsule 322, analo-
gously to data capsule 305. Details of encryption and storage
with respect to data capsule 305 may apply similarly to
resulting data capsule 322.

Access to encrypted resulting data 319 may be provided
in the same or analogous manner as access 1s provided to
encrypted data 303 (e.g., as described throughout this dis-
closure). Residual policy 320 may define access restrictions
to the encrypted resulting data 319 in the same or analogous
manner as data access policy 304 defines access restrictions
to the encrypted data 303. For example, residual policy 320
may define whether the data consumer 306 1s able to
download the encrypted resulting data 319, query the
encrypted resulting data 319 and/or run additional programs
on the encrypted resulting data 319 (e.g., similar to running
program 308 on encrypted data 303). In some examples, one
or more restrictions of residual policy 320 may be defined by
data access policy 304 and/or program 308. In some
examples, one or more restrictions of residual policy 320
may be defined by data owner 300. In some examples, one
or more restrictions of residual policy 320 may be defined by
the user or person with whom data 303 1s associated. In some
examples, one or more restrictions of residual policy 320
may be based on the type of data in resulting data 318 and/or
the program 308. In some examples, resulting data capsule
322 may be stored within computing system 100 (e.g., on
storage unit 114) or outside of computing system 100.

In some examples, data capsule 305 may be stored on
storage umit 114. In some examples, program 308 may be
stored on storage unit 114. In some examples, permission
agent 310 may be implemented by CPU 104 (e.g., executing
instructions stored on storage unit 114). In some examples,
SEE 316 may be implemented by CPU 104 (or another
dedicated processor) and storage unit 114 (or another dedi-
cated storage unit). In some examples, resulting data capsule
322 may be stored on storage unit 114. Other implementa-
tions 1 which various components or aspects of FIG. 3 are
implemented or stored by different computing systems,
while maintaining one or more of the privacy and/or security
schemes described herein, are similarly contemplated.

FIGS. 4A-4F 1llustrate example flow diagrams for imple-
menting data privacy and/or security protection according to
examples of the disclosure. Blocks of FIGS. 4A-4F may
include one or more of the features described with reference
to FIGS. 2A-2B and 3, some of which will not be repeated
here for brevity. In FIG. 4A, process 400 includes, at 402,
bundling the encrypted data and the data access policy into
a data capsule. In some examples, the data owner may
perform such bundling, or such bundling may be performed
by computing system 100 upon receiving the data and/or
data access policy from the data owner. Block 402 may be
part of the secure data upload and/or secure data storage
aspect of this disclosure.

During data access, at block 404, the data consumer may
submit a program, to computing system 100, to be executed
on the data. At block 406, the data consumer may request
that the program be run on the data. The program may
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correspond to any operation that the data consumer requests
be performed on the encrypted data, such as an analytics
program for analyzing the data and generating a result, a
machine learning program for similarly analyzing the data
and generating a result, etc. The examples of this disclosure
may be applied to any type of program that defines opera-
tions to be performed on the encrypted data.

In FI1G. 4B, process 410 includes, at block 412, transmuit-
ting the submitted program and the data access policy to a
permission agent. At block 414, the policy checker in the
permission agent may check the submitted program against
the policy corresponding to the data. If the policy 1s not
satisfied, the policy checker may reject the program/the
request to run the program on the data. For example, the
policy checker may check the program against the policy
(e.g., defined as described with reference to FIG. 2A) to
determine whether the program, from the data consumer, 1s
allowed to run on the encrypted data. As previously
described, the policy may have been installed into the smart
contract of the permission agent—therefore, 1 some
examples, the permission agent may interact with the policy
(e.g., retrieve 1t, execute 1t, etc.) via smart contract. If the
program and/or data consumer do not satisiy the require-
ments of the data access policy, then the policy checker
and/or permission agent may deny access to the encrypted
data, may forgo running the program on the data, and/or
computing system 100 may transmit a denial indication to
the data consumer. If the program and/or data consumer do
satisiy the requirements of the data access policy, the policy
checker and/or permission agent may 1nitiate the launching
of a secure execution environment for running the program
on the data, which will be described later.

In FIG. 4C, process 420 includes, at block 422, 11 the data
access policy 1s satisfied, transmission by the policy checker
to the key manager, prool ol correctness of the program
and/or policy and/or proof that the data access policy has
been satisfied. At block 424, the key manager may store
information about the data access request to a distributed
ledger (DLT). For example, in some examples, the permis-
sion agent and/or policy checker may log (e.g., transmit
and/or write) information associated with the data access
request to a distributed ledger (e.g., a blockchain ledger),
external to computing system 100, to provide for a record
(c.g., secure and/or immutable) of data access requests
associated with the data. In some examples, this information
logged to the distributed ledger may exclude the data 1tsellf,
or any part of the data. In some examples, this information
logged to the distributed ledger may be any information
associated with the data access request that may provide
information about the request and/or the requestor. For
example, the mmformation may include a timestamp of the
data request, information about the identity of the enfity
requesting the access to the data, information about the type
of data access requested (e.g., information identifying the
program, the operations requesting in the program, the type
of result to be generated by the program, etc.), a hash of the
program, a hash of some combination of the encrypted data
and the program, etc. In some examples, the permission
agent and/or policy checker may log the information asso-
ciated with the data access request to the distributed ledger
only if the permission agent and/or policy checker allows for
the data access to occur, only 11 the permission agent and/or
policy checker denies the data access from occurring, or
whether or not the permission agent and/or policy checker
allows for the data access to occur.

In FIG. 4D, process 430 includes, at block 432, the key
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run on the data. At block 434, the key manager may verily
the program and data (e.g., via remote attestation) before
transmitting the decryption information (e.g., private key)
for the data (and 1n some examples, the program) to the SEE.
At block 436, 11 the key manager has been able to venty the
program and data, it may transmit the decryption informa-
tion (e.g., private key) for the data (and 1n some examples,
the program) to the SEE. If the key manager has not been
able to verily the program and data, the key manager may
not transmit the decryption information for the data (and in
some examples, the program) to the SEE, and the program
may be prevented from runming on the data. For example, in
response to receiving the proof of verification from the
policy checker, the key manager may instantiate a secure
execution environment (SEE) (e.g., within computing sys-
tem 100 or external to computing system 100) or other
analogous trusted environment in which to run the program
on decrypted data. In some examples, each time a program
1s run on data 1n accordance with this disclosure, a new SEE
may be mstantiated, and that SEE may be terminated at the
conclusion of running each of such programs. In some
examples, the SEE may be persistent across diflerent pro-
grams being run—Iior example, different sets of data may be
associated with different SEEs such that programs run on
those different sets of data may be run 1n their corresponding,
SEEs across multiple program requests, or different data
consumers may be associated with different SEEs such that
programs run by different data consumers may be run in
their corresponding SEEs across multiple program requests.
In some examples, the SEE may be a processing environ-
ment that guarantees one or more of the following: authen-
ticity of the code/program to be executed in the SEE;
integrity of the runtime states; and confidentiality of the
code, data and/or runtime states within the SEE respect to
unauthorized applications (e.g., the main operating system
of computing system 100).

In some examples, the key manager may verily the
program and/or the data (e.g., using remote attestation). If
the program and/or the data are verified by the key manager,
the key manager may transmit decryption information (e.g.,
private decryption key) for the data to the SEE. If the key
manager 1s not able to verily the program and/or the data
(e.g., using remote attestation), the key manager may forgo
transmitting the decryptlon information for the data to the
SEE. Thus, if the permission agent has verified/allowed the
program request, the encrypted data, the program and the

decryption information for the data may be transmitted to
and reside 1n the SEE.

In FIG. 4E, process 440 includes, at block 442, decryption
of the data (and 1n some examples, the program) within the
SEE. At block 443, the program may be run on the decrypted
data within the S. j.,ﬁ At block 444, the encrypted resulting
data and the residual policy that controls access to the
encrypted resulting data may be written to a new, resulting
data capsule. For example, within the SEE, the data may be
decrypted with the decryption information, and the program
may be run on the decrypted data. Resulting data may be
generated as a result of the program running on the
decrypted data. Upon completion of the running of the
program on the decrypted data, the SEE may be terminated
and/or the decrypted data and/or the program may be
deleted. In this way, decrypted data may only exist within
the SEE and may not exist outside of the SEE, or be
observable outside of the SEE, within the computing system
100.

The resulting data may be encrypted. In some examples,
the resulting data may be encrypted using a public key (e.g.,
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the same public key with which the original encrypted data
1s encrypted). In some examples, the resulting data capsule
may 1nclude all the information needed to decrypt the
encrypted result, such that the data consumer may be able to
access the encrypted result subject to the residual policy. In
some examples, resulting data may be encrypted within the
SEE, and the encrypted resulting data may be stored outside
of the SEE, such that encrypted resulting data but not
unencrypted resulting data may be accessible outside of the
SEE. Further, the encrypted resulting data may be stored
(e.g., on storage umt 114, outside of the SEE) 1n associated
with a residual policy; 1n some examples, the encrypted
resulting data may be stored with the residual policy 1n a
resulting data capsule, analogously to the original data
capsule 1n which the original data and the original data
access policy were stored. Details of encryption and storage
with respect to the original data capsule may apply similarly
to the resulting data capsule.

In FIG. 4F, process 450 includes, at block 452, controlling
access to the encrypted result based on the residual policy.
At block 454, access to the DLT may be provided to one or
more entities (e.g., data providers/owners, people/users
associated with the data, and/or data consumers, etc.) to
allow those one or more entities to determine and 1dentily
how their data was accessed, by whom, etc. For example,
access to the encrypted resulting data may be provided 1n the
same or analogous manner as access 1s provided to the
original encrypted data (e.g., as described throughout this
disclosure). The residual policy may define access restric-
tions to the encrypted resulting data 1n the same or analogous
manner as the original data access policy defines access
restrictions to the original encrypted data. For example, the
residual policy may define whether the data consumer 1s able
to download the encrypted resulting data, query the
encrypted resulting data and/or run additional programs on
the encrypted resulting data (e.g., similar to running the
program on the original encrypted data). In some examples,
one or more restrictions of residual policy may be defined by
the original data access policy and/or program. In some
examples, one or more restrictions of the residual policy
may be defined by the data owner. In some examples, one or
more restrictions of the residual policy may be defined by
the user or person with whom the data 1s associated. In some
examples, one or more restrictions of the residual policy
may be based on the type of data 1n the resulting data and/or
the program. In some examples, the resulting data capsule
may be stored within computing system 100 (e.g., on storage
unit 114) or outside of computing system 100.

Therefore, the examples of the disclosure provide for
systems and methods for maintaining the privacy and/or
security ol data.

As such, according to the above, some examples of the
disclosure are directed to a method comprising: at a respec-
tive computing system: receiving, from outside of the
respective computing system, a request to run a program on
a first set of data stored within the respective computing
system, wherein the program includes structions that
define one or more operations to be performed on the first set
of data, and wherein the first set of data i1s stored 1in
association with a first data access policy that defines access
restrictions for the first set of data; 1n response to receiving,
the request, determining whether the request to run the
program on the first set of data satisfies the access restric-
tions defined by the first data access policy; and in response
to determining whether the request to run the program
satisiies the access restrictions: in accordance with a deter-
mination that the request to run the program satisfies the
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access restrictions, running the program, including performs-
ing the one or more operations, on the first set of data 1n
accordance with the first data access policy, wherein running
the program on the first set of data includes running the
program 1n an environment within the respective computing
system, wherein a contents of the environment cannot be
accessed from outside of the environment; and i1n accor-
dance with a determination that the request to run the
program does not satisly the access restrictions, forgoing
running the program on the first set of data. Additionally or
alternatively to one or more of the examples of above, 1n
some examples, the access restrictions define one or more of
an entity that 1s able to access the first set of data, a manner
ol use for the first set of data, or security requirements for
accessing the first set of data. Additionally or alternatively to
one or more of the examples of above, 1n some examples, the
first set of data 1s encrypted 1n a first manner and stored with
the first data access policy in a first data capsule, a second
set of data 1s encrypted 1n a second manner and stored with
a second data access policy 1n a second data capsule, and the
second data access policy defines access restrictions for the
second set of data, different from the access restrictions for
the first set of data. Additionally or alternatively to one or
more of the examples of above, 1n some examples, the first
data access policy 1s encrypted in the first manner, and the
second data access policy 1s encrypted in the second manner.
Additionally or alternatively to one or more of the examples
of above, 1n some examples, the first set of data 1s encrypted
with encryption mformation, running the program on the
first set of data comprises decrypting the first set of data; and
forgoing running the program on the first set of data com-
prises forgoing decrypting the first set of data. Additionally
or alternatively to one or more of the examples of above, 1n
some examples, running the program on the first set of data
further comprises: istantiating the environment, which 1s a
secure execution environment, within the respective com-
puting system; providing the encrypted first set of data, the
decryption information and the program to the secure execu-
tion environment; and within the secure execution environ-
ment: decrypting the encrypted first set of data using the
decryption information; and running the program on the
decrypted first set of data and generating a second set of data
as an output of the program. Additionally or alternatively to
one or more of the examples of above, 1n some examples, the
method further comprises making available, to outside of the
respective computing system, the second set of data, without
making available, to outside of the secure execution envi-
ronment, the first set of data. Additionally or alternatively to
one or more of the examples of above, 1n some examples, the
second set of data 1s encrypted within the secure execution
environment, and stored in associated with a second data
access policy that defines access restrictions for the second
set of data, and making available, to outside of the respective
computing system, the second set of data comprises making
available, to outside of the respective computing system, the
encrypted second set of data stored 1n association with the
second data access policy without making available, to
outside of the secure execution environment, the unen-
crypted second set of data. Additionally or alternatively to
one or more of the examples of above, 1n some examples, the
method further comprises allowing access, from outside of
the respective computing system, to the encrypted second
set of data 1n accordance with the second data access policy.
Additionally or alternatively to one or more of the examples
of above, 1n some examples, the method further comprises
transmitting a record of the request to run the program on the
first set of data for storage on a distributed ledger, outside of
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the respective computing system. Additionally or alterna-
tively to one or more of the examples of above, 1n some
examples, the distributed ledger 1s a blockchain ledger.
Additionally or alternatively to one or more of the examples
of above, 1n some examples, the first set of data 1s data
associated with a person, and the first data access policy 1s
defined by the person.

Some examples of the disclosure are directed to a com-
puter-readable storage medium storing instructions, which
when executed by one or more processors of a respective
computing system, cause performance of: receiving, from
outside of the respective computing system, a request to run
a program on a first set of data stored within the respective
computing system, wherein the program includes instruc-
tions that define one or more operations to be performed on
the first set of data, and wherein the first set of data 1s stored
in association with a first data access policy that defines
access restrictions for the first set of data; in response to
receiving the request, determining whether the request to run
the program on the first set of data satisfies the access
restrictions defined by the first data access policy; and in
response to determining whether the request to run the
program satisfies the access restrictions: in accordance with
a determination that the request to run the program satisfies
the access restrictions, running the program, including per-
forming the one or more operations, on the first set of data
in accordance with the first data access policy, wherein
running the program on the first set of data includes running
the program 1n an environment within the respective com-
puting system, wherein a contents of the environment cannot
be accessed from outside of the environment; and 1n accor-
dance with a determination that the request to run the
program does not satisly the access restrictions, forgoing
running the program on the first set of data. Additionally or
alternatively to one or more of the examples of above, 1n
some examples, the first set of data 1s encrypted in a first
manner and stored with the first data access policy 1n a first
data capsule, a second set of data 1s encrypted 1n a second
manner and stored with a second data access policy 1n a
second data capsule, and the second data access policy
defines access restrictions for the second set of data, difler-
ent from the access restrictions for the first set of data.
Additionally or alternatively to one or more of the examples
ol above, 1n some examples, the first set of data 1s encrypted
with encryption information, running the program on the
first set of data comprises decrypting the first set of data; and
forgoing running the program on the first set of data com-
prises forgoing decrypting the first set of data. Additionally
or alternatively to one or more of the examples of above, 1n
some examples, running the program on the first set of data
turther comprises: istantiating the environment, which 1s a
secure execution environment, within the respective com-
puting system; providing the encrypted first set of data, the
decryption information and the program to the secure execus-
tion environment; and within the secure execution environ-
ment: decrypting the encrypted first set of data using the
decryption information; and running the program on the
decrypted first set of data and generating a second set of data
as an output of the program.

Some examples of the disclosure are directed to a respec-
tive computing system comprising: one or more processors;
and memory storing instructions, which when executed by
the one or more processors, cause performance of: receiving,
from outside of the respective computing system, a request
to run a program on a {lirst set of data stored within the
respective computing system, wherein the program includes
instructions that define one or more operations to be per-
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formed on the first set of data, and wherein the first set of
data 1s stored in association with a first data access policy
that defines access restrictions for the first set of data; in
response to receiving the request, determining whether the
request to run the program on the first set of data satisfies the
access restrictions defined by the first data access policy; and
in response to determining whether the request to run the
program satisiies the access restrictions: in accordance with
a determination that the request to run the program satisfies
the access restrictions, running the program, including per-
forming the one or more operations, on the first set of data
in accordance with the first data access policy, wherein
running the program on the first set of data includes running
the program 1n an environment within the respective com-
puting system, wherein a contents of the environment cannot
be accessed from outside of the environment; and 1n accor-
dance with a determination that the request to run the
program does not satisly the access restrictions, forgoing
running the program on the first set of data. Additionally or
alternatively to one or more of the examples of above, 1n
some examples, the first set of data 1s encrypted in a first
manner and stored with the first data access policy in a first
data capsule, a second set of data 1s encrypted 1n a second
manner and stored with a second data access policy 1n a
second data capsule, and the second data access policy
defines access restrictions for the second set of data, difler-
ent from the access restrictions for the first set of data.
Additionally or alternatively to one or more of the examples
of above, 1n some examples, the first set of data 1s encrypted
with encryption information, running the program on the
first set of data comprises decrypting the first set of data; and
forgoing running the program on the first set of data com-
prises forgoing decrypting the first set of data. Additionally
or alternatively to one or more of the examples of above, 1n
some examples, running the program on the first set of data
further comprises: istantiating the environment, which 1s a
secure execution environment, within the respective com-
puting system; providing the encrypted first set of data, the
decryption information and the program to the secure execu-
tion environment; and within the secure execution environ-
ment: decrypting the encrypted first set of data using the
decryption information; and running the program on the
decrypted first set of data and generating a second set of data
as an output of the program.

Although examples have been fully described with refer-
ence to the accompanying drawings, 1t 1s to be noted that
various changes and modifications will become apparent to
those skilled in the art. Such changes and modifications are
to be understood as being included within the scope of
examples of this disclosure as defined by the appended
claims.

What 1s claimed 1s:
1. A method comprising:
at a respective computing system:
storing a first set of data, wherein the first set of data 1s
stored 1n association with a first data access policy
that defines access restrictions for the first set of data,
and wherein the first set of data 1s encrypted with
encryption information;
receiving, irom outside of the respective computing
system, a request to run a program on the first set of
data, wherein the program includes instructions that
define one or more operations to be performed on the
first set of data;
in response to receiving the request, determining
whether the request to run the program on the first set
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ol data satisfies the access restrictions defined by the
first data access policy; and
in response to determining whether the request to run
the program satisfies the access restrictions:
in accordance with a determination that the request
to run the program satisiies the access restrictions,
running the program, including performing the
one or more operations, on the first set of data in
accordance with the first data access policy,
wherein running the program on the first set of
data includes:
instantiating a secure execution environment
within the respective computing system;
providing the encrypted first set of data, decryp-
tion information, and the program to the secure
execution environment;
running the program in the secure execution envi-
ronment within the respective computing sys-
tem, wherein contents of the secure execution
environment cannot be accessed from outside
of the secure execution environment, wherein
running the program in the secure execution
environment cComprises:
decrypting the encrypted first set of data using the
decryption information;
running the program on the decrypted first set of
data and generating a second set of data as an
output of the program; and
making available, to outside of the respective
computing system, the second set of data, with-
out making available, to outside of the secure
execution environment, the first set of data; and
in accordance with a determination that the request
to run the program does not satisfy the access
restrictions, forgoing running the program on the
first set of data, wherein forgoing runmng the
program on the first set of data comprises forgoing
decrypting the first set of data.

2. The method of claim 1, wherein the access restrictions
define one or more of an entity that 1s able to access the first
set of data, a manner of use for the first set of data, or
security requirements for accessing the first set of data.

3. The method of claim 1, wherein the first set of data 1s
encrypted 1n a first manner and stored with the first data
access policy 1n a first data capsule, a second set of data 1s
encrypted 1 a second manner and stored with a second data
access policy 1n a second data capsule, and the second data
access policy defines access restrictions for the second set of
data, different from the access restrictions for the first set of
data.

4. The method of claim 3, wherein the first data access
policy 1s encrypted in the first manner, and the second data
access policy 1s encrypted in the second manner.

5. The method of claim 1, wherein the second set of data
1s encrypted within the secure execution environment, and
stored 1n association with a second data access policy that
defines access restrictions for the second set of data, and
making available, to outside of the respective computing,
system, the second set of data comprises making available,
to outside of the respective computing system, the encrypted

second set of data stored 1n association with the second data
access policy without making available, to outside of the
secure execution environment, the second set of data that 1s
unencrypted.
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6. The method of claim 5, further comprising:
allowing access, from outside of the respective computing,
system, to the encrypted second set of data 1n accor-
dance with the second data access policy.
7. The method of claim 1, further comprising transmitting,
a record of the request to run the program on the first set of
data for storage on a distributed ledger, outside of the
respective computing system.
8. The method of claim 7, wherein the distributed ledger

1s a blockchain ledger.

9. The method of claim 1, wherein the first set of data 1s
data associated with a person, and the first data access policy
1s defined by the person.

10. The method of claim 1, wherein running the program
in the secure execution environment COmMprises:

making available, to outside of the secure execution

environment, the second set of data, without making
avallable, to outside of the secure execution environ-
ment, the first set of data.
11. The method of claim 1, wherein running the program
in the secure execution environment cComprises:
generating a second set of data as an output of the
program, wherein the second set of data 1s based only
on the first set of data stored at the respective comput-
ing system when the request to run the program 1s
received.
12. A non-transitory computer-readable storage medium
storing instructions, which when executed by one or more
processors of a respective computing system, cause perfor-
mance of:
storing, at the respective computing system, a first set of
data, wherein the first set of data 1s stored 1n association
with a first data access policy that defines access
restrictions for the first set of data, and wherein the first
set of data 1s encrypted with encryption information;

recerving, from outside of the respective computing sys-
tem, a request to run a program on the first set of data,
wherein the program includes instructions that define
one or more operations to be performed on the first set
of data;

in response to recerving the request, determining whether

the request to run the program on the first set of data
satisfies the access restrictions defined by the first data
access policy; and

in response to determining whether the request to run the

program satisilies the access restrictions:
in accordance with a determination that the request to

run the program satisfies the access restrictions,

running the program, including performing the one

or more operations, on the first set of data 1n accor-

dance with the first data access policy, wherein

running the program on the first set of data includes:

instantiating a secure execution environment within
the respective computing system;

providing the encrypted first set of data, decryption
information, and the program to the secure execu-
tion environment;

running the program in the secure execution envi-
ronment within the respective computing system,
wherein a contents of the secure execution envi-
ronment cannot be accessed from outside of the
secure execution environment, wherein running
the program 1n the secure execution environment
COMPrises:
decrypting the encrypted first set of data using the

decryption information;
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running the program on the decrypted first set of

data and generating a second set of data as an
output of the program; and

making available, to outside of the respective

computing system, the second set of data, with-

out making available, to outside of the secure

execution environment, the first set of data; and

in accordance with a determination that the request to

run the program does not satisty the access restric-

tions, forgoing runmng the program on the first set of

data.
13. The non-transitory computer-readable storage
medium of claim 12, wherein the first set of data 1s encrypted
in a first manner and stored with the first data access policy
in a first data capsule, a second set of data 1s encrypted 1n a
second manner and stored with a second data access policy
in a second data capsule, and the second data access policy
defines access restrictions for the second set of data, differ-
ent from the access restrictions for the first set of data.
14. A respective computing system comprising;:
one or more processors; and
memory storing instructions, which when executed by the
One or more processors, cause performance of:

storing a first set of data, wherein the first set of data 1s
stored 1n association with a first data access policy that
defines access restrictions for the first set of data, and
wherein the first set of data 1s encrypted with encryp-
tion 1information;

receiving, from outside of the respective computing sys-

tem, a request to run a program on the first set of data,
wherein the program includes instructions that define
one or more operations to be performed on the first set
of data;

in response to recerving the request, determining whether

the request to run the program on the first set of data
satisfies the access restrictions defined by the first data
access policy; and

in response to determining whether the request to run the

program satisfies the access restrictions:

in accordance with a determination that the request to
run the program satisfies the access restrictions,
running the program, including performing the one
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or more operations, on the first set of data i accor-
dance with the first data access policy, wherein
running the program on the first set of data includes:

instantiating a secure execution environment within
the respective computing system;

providing the encrypted first set of data, decryption
information, and the program to the secure execu-
tion environment;

running the program in the secure execution envi-
ronment within the respective computing system,
wherein a contents of the secure execution envi-
ronment cannot be accessed from outside of the
secure execution environment, wherein running
the program 1n the secure execution environment
COMpPrises:

decrypting the encrypted first set of data using the
decryption mnformation;

running the program on the decrypted first set of
data and generating a second set of data as an
output of the program; and

making available, to outside of the respective
computing system, the second set of data, with-
out making available, to outside of the secure
execution environment, the first set of data; and

in accordance with a determination that the request to
run the program does not satisiy the access restric-
tions, forgoing running the program on the first set of
data, wherein forgoing running the program on the

first set of data comprises forgoing decrypting the
first set of data.

15. The respective computing system of claim 14,
wherein the first set of data 1s encrypted 1n a first manner and
stored with the first data access policy 1n a first data capsule,
a second set of data 1s encrypted 1n a second manner and
stored with a second data access policy 1 a second data
capsule, and the second data access policy defines access
restrictions for the second set of data, different from the
access restrictions for the first set of data.
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