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ARTIFICIAL NEURAL NETWORKS IN
MEMORY

PRIORITY INFORMAITON

This application 1s a Continuation of U.S. application Ser.

No. 16/538,146, filed Aug. 12, 2019, the contents of which
are 1ncorporated herein by reference.

TECHNICAL FIELD

The present disclosure relates generally to memory, and
more particularly to apparatuses and methods associated
with artificial neural networks 1n memory.

BACKGROUND

Memory systems may be implemented in electronic sys-
tems, such as computers, cell phones, hand-held electronic
devices, etc. Some memory systems, such as solid state
drives (S5Ds), embedded Multi-Media Controller (eMMC)
devices, Universal Flash Storage (UFS) devices, and the
like, may 1nclude non-volatile storage memories for storing
host (e.g., user) data from a host. Non-volatile storage
memories provide persistent data by retaining stored data
when not powered and may include NAND flash memory,
NOR flash memory, read only memory (ROM), Electrically
Erasable Programmable ROM (EEPROM), Erasable Pro-

grammable ROM (EPROM), and resistance variable
memory, such as phase change random access memory
(PCRAM), 3D XPoint™, resistive random access memory
(RRAM), ferroelectric random access memory (FeRAM),
magnetoresistive random access memory (MRAM), and
programmable conductive memory, among other types of
memory.

Artificial neural networks (ANNSs) are networks that can
process information by modeling a network of neurons, such
as neurons 1n a human brain, to process information (e.g.,
stimuli) that has been sensed 1n a particular environment.
Similar to a human brain, neural networks typically include
a multiple neuron topology (e.g., that can be referred to as
artificial neurons).

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of an apparatus 1n the form of
a computing system including a host and a memory system
in accordance with a number of embodiments of the present
disclosure.

FIG. 2 1llustrates an example of an artificial neuron in
accordance with a number of embodiments of the present
disclosure.

FIG. 3 1s a block diagram of an example memory device
including a plurality of layers 1n accordance with a number
of embodiments of the present disclosure.

FIG. 4 1s a block diagram of an example logic block of a
memory device 1n accordance with a number of embodi-
ments ol the present disclosure.

FIG. 5 1s a block diagram of a number of memory devices
and a number of logic blocks included within respective
memory devices in which multiple artificial neural networks
are 1mplemented 1n accordance with a number of embodi-
ments ol the present disclosure.

FIG. 6 illustrates an example flow diagram of a method
for implementing ANNs in memory in accordance with a
number of embodiments of the present disclosure.
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FIG. 7 illustrates an example flow diagram of a method
for operating multiple ANNs 1n memory in accordance with

a number of embodiments of the present disclosure.

FIG. 8 illustrates an example ANN 1n accordance with a
number of embodiments of the present disclosure.

FIG. 9 illustrates an example machine of a computer
system within which a set of instructions, for causing the
machine to perform various methodologies discussed herein,
can be executed.

DETAILED DESCRIPTION

Apparatuses and methods disclosed herein are related to
multiple artificial neural networks (ANNs) in memory. A
method may 1include configuring a first portion of a memory
device as a first ANN and configuring a second portion of the
memory device as a second ANN. The memory device may
include a plurality of logic blocks 1n complimentary metal-
oxide-semiconductor (CMOS) under an array of memory
cells and the first portion and the second portion of the
memory device each comprise at least one of the plurality of
logic blocks.

A number of embodiments described herein provide ben-
efits, such as eliminating a need to have multiple memory
systems for operating multiple ANNs. For example, the
present disclosure can implement multiple ANNs within a
single memory system, which can perform multiple ANN
operations (e.g., by operating multiple ANNs) concurrently
within the same memory system. Accordingly, multiple
ANNs 1mplemented within a single memory system can
reduce a cost and time associated with operating multiple
ANNS.

As used herein, “a number of” something can refer to one
or more of such things. For example, a number of memory
devices can refer to one or more memory devices. A
“plurality” of something intends two or more. Additionally,
designators such as “N,” as used herein, particularly with
respect to reference numerals 1n the drawings, indicates that
a number of the particular feature so designated can be
included with a number of embodiments of the present
disclosure.

The figures herein follow a numbering convention in
which the first digit or digits correspond to the drawing
figure number and the remaining digits identily an element
or component 1n the drawing. Similar elements or compo-
nents between different figures may be identified by the use
of stmilar digits. As will be appreciated, elements shown 1n
the various embodiments herein can be added, exchanged,
and/or eliminated so as to provide a number of additional
embodiments of the present disclosure. In addition, the
proportion and the relative scale of the elements provided in
the figures are mtended to 1llustrate various embodiments of
the present disclosure and are not to be used 1n a limiting
sense.

FIG. 1 1s a block diagram of an apparatus in the form of
a computing system 100 including a host 102 and a memory
system 104 1n accordance with a number of embodiments of
the present disclosure. As used herein, an “apparatus™ can
refer to, but 1s not limited to, a variety of structures or
combinations of structures. For instance, host 102 and
memory system 104 might also be separately considered an
“apparatus.”

In this example, the computing system 100 includes a host
102 coupled to memory system 104 via an interface 103. The
host 102 can be a personal laptop computer, a desktop
computer, a digital camera, a mobile telephone, a memory
card reader, or an Internet-of-Things (IoT) enabled device,
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among various other types of systems. The host 102 can
include a number of processing resources (€.g., one or more
pProcessors, microprocessors, or some other type of control-
ling circuitry) capable of accessing memory system 104. The
host 102 can include a system motherboard and/or back-
plane and can include a number of processing resources
(e.2., one Oor more Processors, mMiCroprocessors, or some
other type of controlling circuitry).

The system 100 can include separate integrated circuits or
both the host 102 and the memory system 104 can be on the
same ntegrated circuit. The system 100 can be, for instance,
a server system and/or a high performance computing (HPC)
system and/or a portion thereof. Although the example
shown 1n FIG. 1 1llustrates a system having a Von Neumann
architecture, embodiments of the present disclosure can be
implemented 1n non-Von Neumann architectures, which
may not include one or more components (e.g., CPU, ALU,
etc.) often associated with a Von Neumann architecture.

The host 102 can include instructions that can be provided
to memory system 104 via interface 103. As an example, the
instructions can include ANN instructions 109 that can
enable, when provided to memory system 104, memory
system 104 to perform various ANN operations using ANNs
distributed over a number of memory devices 108-1, . . .
108-N.

The interface 103 coupling host 102 to memory system
104 can include, for example, a physical interface employ-
ing a suitable protocol (e.g., a data bus, an address bus, and
a command bus, or a combined data/address/command bus).
Such protocol may be custom or proprietary, or the interface
103 may employ a standardized protocol, such as Peripheral
Component Interconnect Express (PCle), Compute Express
Link (CXL), Gen-7Z, CCIX, or the like.

The memory system 104 includes controller 106 and a
number of memory devices 108-1, 108-2, . . . 108-N
(collectively referred to as memory devices 108). The con-
troller 106 can comprise a state machine, a sequencer, and/or
some other type of control circuitry, and include hardware
and/or firmware (e.g., microcode structions) in the form of
an application specific integrated circuit (ASIC), field pro-
grammable gate array, etc. The controller 106 can be located
local to each of the memory devices 108. Stated differently,
although one controller 106 1s illustrated mn FIG. 1, the
memory system 104 can include a plurality of controller
cach being located local to respective memory devices 108.

The memory devices 108 can comprise memory cells
arranged 1n rows coupled by access lines (which may be
referred to herein as word lines or select lines) and columns
coupled by sense lines (which may be referred to herein as
digit lines or data lines). The array of memory cells can
include, but not limited to, DRAM array, SRAM array, STT
RAM array, PCRAM array, TRAM array, RRAM array,
NAND flash array, and/or NOR flash array, for instance. The
memory devices 108 can be in the form of a plurality of
individual memory die and/or distinct memory layers
formed as integrated circuits on a chip.

In various embodiments, the memory devices 108 can be
three-dimensional (3D) and can include multiple lavers
stacked together. As an example, each of the memory
devices 108 can include a first layer including a logic
component (e.g., logic blocks, row dnivers, and/or column
drivers), and a second layer stacked on the first layer and
including a memory component such as an array or memory
cells.

Although not shown 1n FIG. 1, the memory system 104
can also mnclude a decoder (e.g., row/column decoders) that
can be controlled by the controller 106 to decode address
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signals recetved from the host 102, for instance. The
decoded address signals can be further provided, via the
controller 106, to row/column drivers, which can activate
row/columns of an array of memory cells of the memory
devices 108.

The controller 106 can map physical locations (e.g.,
addresses) of respective logics (e.g., logic 422 as described
in connection with FIG. 4) and/or memory cells of memory
devices 108 to respective logical addresses and store the
mapping information in a lookup table 111. Using the lookup
table 111, the controller 106 can access, accordingly, logics
422 and/or memory cells of the memory devices 108 and/or
track a topology of ANNs implemented within the memory
devices 108 by using the mapping information stored in the
lookup table 111.

In a number of embodiments, the controller 106 can
configure various portions of the memory devices 108 as
multiple ANNs and perform, in response to receiving ANN
istructions 109, respective ANN operations using the
memory devices 108 configured as ANNs. As used herein,
the term “configuring” refers to designating a group of
clements as elements of the same network. For example, a
particular set of logic blocks can be configured as an ANN,
such that the particular set of logic blocks are utilized for
performing an operation (e.g., ANN operation) requested to
be performed via the ANN. As used herein, an ANN opera-
tion refers to an operation that performs, to process a given
task, process inputs using artificial neurons. In some
embodiments, the ANN operation involves performing vari-
ous machine learning algorithms to process the inputs.
Example tasks that can be processed by performing ANN
operations can include computer vision, speech recognition,
machine translation, social network filtering, and/or medical
diagnosis.

ANNs can be implemented within memory device 108 at
various granularities. In an example 1n which each memory
device includes a plurality of logic blocks (e.g., logic block
316 as illustrated 1n FIG. 3), an ANN can be implemented
within a single logic block, and/or over multiple logic blocks
and/or memory devices (e.g., memory devices 108). Each
ANN 1mplemented within memory device 108 can be oper-
ated independently from each other such that, for example,
a number of ANN operations can be performed concurrently.

FIG. 2 illustrates an example of an artificial neuron 207
that can be used to mimic a biological neuron (e.g., of a
human brain) 1n accordance with a number of embodiments
of the present disclosure. Such neurons can sometimes be
referred to as perceptrons. A number of mputs x1 to xN,
which can be referred to as stimuli, can be respectively
applied to inputs 213-1 to 213-N of neuron 207. Signals,
such as voltages, currents, or particular data values (e.g.,
binary digits), corresponding to inputs x1 to xN can be
generated responsive to sensing some form of stimuli and
can be applied mputs 213-1 to 213-N.

In various instances, the inputs x1 to xN can be respec-
tively weighted by the weights w1l to wNN that can be referred
to as synaptic weights. For example, inputs x1 to xN can be
respectively multiplied by the weights wl to wlN to respec-
tively weight inputs x1 to xN. For example, each weighted
input can be referred to as a synapse, and the weight can
correspond to a memory 1 human brain behavior.

Neuron 207 can include a summation function 215 that
can perform an addition operation on the weighted iputs to
produce an output 217, such as SUM=x1wl+x2w2+ . . .
+XxNwN. In neural network theory, for example, “SUM” can
be referred to as “NET” (e.g., from the term “NETwork™).
For example, the weighted signals corresponding to
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weighted inputs x1wl to xXNwN can be summed. In some
examples, the summation function can be referred to as a
transfer function. Neuron 207 further includes a function
219, such as a function @, configured to respond to the
summation SUM and to generate an output value Y at an
output 221. In some examples, function 219 can be referred
to as an activation function. Outputs of neurons can some-
times be referred to as classes.

Various functions can be utilized for the function 219. For
example, function 219 can include a threshold function (e.g.,
a step function) to determine 1f SUM 1s above or below a
particular threshold level. Such a threshold function might
generate a logic high output (e.g., a logical 1) on the output
221 if SUM 1s greater than or equal to the particular
threshold amount and might generate a logic low (e.g., a
logical 0) on the output 221 1if SUM 1s below the particular
threshold amount.

In some examples, function 219 can be a sigmoid func-
tion, wherein the sigmoid function might be expressed as
S(z)=1/(1+e™), in which A is a constant and z can be SUM.
For example, function 219 can be a non-linear function. In
some examples, the generated output value Y at the output
221 can be applied to a number of additional neurons, such
as to mputs 213 of different neurons, of a neural network of
neurons. The function 219 can further include a sign func-
tion and/or linear function, among others.

FIG. 3 1s a block diagram of an example memory device
308 including a plurality of layers in accordance with a
number ol embodiments of the present disclosure. The
memory device 308 can be analogous to memory device 108
previously described 1n connection with FIG. 1.

As 1llustrated 1 FIG. 1, the memory device 308 1s a 3D
memory device including multiple layers stacked together.
As an example, a first layer 312 (e.g., memory array as
illustrated 1n FIG. 3) of the memory device 308 is stacked on
a second layer 314 (e.g., CMOS under array as 1llustrated 1n
FIG. 3) of the memory device 308. The first layer 312 of the
memory device 308 can include an array of memory cells.
Although embodiments are not so limited, memory cells of
the array can include DRAM memory cells.

The second layer 314 can include a number of logic
blocks that are configured to perform various functions, for
example, using data values stored in the array of memory
cells. As further 1llustrated in connection with FIG. 4, each
logic block can include also row/column drivers.

FIG. 4 1s a block diagram of an example logic block 416
of a memory device 1n accordance with a number of embodi-
ments of the present disclosure. As described 1n connection
with FIG. 3, the logic block 416 may be one of a plurality
of logic blocks included within a memory device such as

memory device 108 and/or 308 as previously described in
connection with FIGS. 1 and 3, respectively.

Alogic block can be a configurable logic block (CLB) that
1s a fundamental building block of a field programmable
gate array (FPGA). A FPGA refers to a chip having an ability
to change its data paths and/or be reprogrammed while in the
ficld. With such an ability, the FPGA can flexibly switch
between, for example, central processing unit (CPU) and
graphics processing umt (GPU). As an example, the FPGA
that has been functioning as a microprocessor can be repro-
grammed, while 1n the field, to function as a graphic card

and/or an encryption unit.
As 1llustrated 1 FIG. 4, the logic block 416 includes a
logic 422. The logic 422 can be a LUT-based logic. As an

example, a physical location (e.g., address) of the logic 422
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can be mapped to a logical address and the mapping infor-
mation can be stored 1n a lookup table such as lookup table
111.

The logic block 416 can turther include row drivers 418,
and column drivers 420 that can be enabled to activate a row
(or rows) and/or a column (or columns) of a memory array
(e.g., memory array 312 previously described 1n connection
with FIG. 3). As described herein, row drivers 418 and
column drivers 420 can receive address signals decoded by
respective row decoders and column decoders that are
controllable by a controller such as controller 106 previously
described in connection with FIG. 1. Although not shown 1n
FIG. 4, the logic block 416 can also include (e.g., be coupled
to) a plurality of data buses coupling logic block 416 to
another logic block and/or another external device (e.g.,
device located external to memory device 308). A data bus
of the logic block 416 that couples the logic block 416 to
another logic block can include an interconnect fiber, as

further described below.

FIG. 5 15 a block diagram of a number of memory devices
508-1, 508-2, . . . 508-N and a number of logic blocks 516
included within respective memory devices in which mul-
tiple artificial neural networks are implemented 1n accor-
dance with a number of embodiments of the present disclo-
sure. The number of memory devices 508-1, 508-2, . . .
508-N (collectively referred to as memory devices 508) can
be analogous to memory devices 108 and/or 308 as previ-
ously described 1n connection with FIGS. 1 and 3, respec-
tively. As described herein, each memory device 5308 can be
in the form of an individual memory die such as a DRAM
memory die.

As 1llustrated 1n FIG. 5, each logic block can include a
data bus coupling a logic block to another logic block and/or
another device (e.g., device located external to the memory
device (e.g., memory device 508-1)). For example, a data
bus 521-1 coupled to a logic block 516-A and extending
beyond the memory device 508-1 1s an example data bus
(e.g., I/O boundary) enabling a data communication between
the memory device 508-1 and another device located exter-
nal to the memory device 508-1. For example, the memory
device 508-1 can communicate with a host (e.g., host 102 as
illustrated 1n FIG. 1) via a data bus, such as the data bus
521-1. For example, a data bus 521-2 (e.g., interconnect
fiber) coupling the logic block 516-A to 516-(A+3) 1s an
example data bus enabling an inter-block data path among
logic blocks, such as between logic blocks 516-A and
516-(A+3).

As 1llustrated in FIG. 5, multiple ANNs are implemented
within memory device 508-1. As an example, a first set of
logic blocks 516-A, 516-(A+1), 516-(A+2), 3516-(A+3),
516-(A+4), and 516-(A+35) are configured as a first ANN
524-1; a second set of logic blocks 516-B, 516-(B+1),
516-(B+2), 516-(B+3), 516-(B+4), 516-(B+5), 516-(B+6),
516-(B+7), 516-(B+8), 516-(B+9), 516-(B+10), and 516-
(B+11) are configured as a second ANN 524-2; a third set of
logic blocks 516-C, 516-(C+1), 516-(C+2), and 516-(C+3)
are configured as a third ANN 524-3, and a fourth set of
logic blocks 516-D, 516-(D+1), 516-(D+2), 3516-(D+3),
516-(D+4), 516-(D+5), 516-(D+6), 516-(D+7), and 516-(D+
8) are configured as a fourth ANN 3524-4. Accordingly, at
least four diflerent ANNs are implemented over a plurality
of logic blocks 516 of memory device 508. In some embodi-
ments, ANNs can be implemented at a granularity of a single
logic block 516 and/or multiple memory devices 508 as
well.

Four ANNs 524-1, 524-2, 524-3, and 524-4 (collectively

referred to as ANNs 524) can have diflerent topologies (e.g.,
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logical topologies). In some embodiments, respective
topologies of the ANNs 524 can correspond to physical
topologies of a constituent logic block(s). In an example in
which an ANN 1s implemented over multiple logic blocks,
a logical topology of the ANN can correspond to a physical
topology of the multiple logic blocks (e.g., each configured
as a node of the ANN).

In some embodiments, respective topologies of the ANNs
524 may not correspond to physical topologies of a con-
stituent logic block(s). In thus example, a controller (e.g.,
controller 106 as previously described in connection with
FIG. 1) can map (e.g., upon configuring various portions of
the memory devices 508 as the ANNs 3524) and track a
respective topology of each ANNs implemented within the
memory devices 508 using a lookup table (e.g., lookup table
111 as previously described 1n connection with FIG. 1), for
instance. The controller can also update the mapping infor-

mation stored 1n the lookup table responsive to changes in
ANNs 524. The changes in ANNs 524 can include changes

of constituent logic blocks of the ANNs 524 and/or addition/
deletion of ANNs within the memory devices 508.

Multiple ANNs implemented within memory devices 508
(e.g., memory device 5308-1) can be operated independently
from each other. Stated differently, multiple ANN operations
can be performed concurrently using multiple ANNs imple-
mented within memory devices 508, as described further
herein.

FIG. 6 illustrates an example flow diagram of a method
630 for implementing ANNs 1n memory in accordance with
a number of embodiments of the present disclosure. At 632,
a {irst portion of a memory device can be configured as a first
ANN. At 634, a second portion of the memory device can be
configured as a second ANN. The memory device can be
analogous to memory device 108, 308, and/or 508 previ-
ously described in connection with FIGS. 1, 3, and 5,
respectively. As described herein, the memory device can
include a plurality of logic blocks (e.g., logic block 416) and
at least one of the first portion and the second portion of the
memory device can include a respective one of the plurality
of logic blocks.

In one embodiment, an ANN (e.g., etther first or second
ANN) can be implemented within a single logic block. In
another embodiment, an ANN can be implemented over
multiple logic blocks and/or multiple memory devices. In
some embodiments, constituent logic blocks of the ANN can
be modified by configuring a different portion of the memory
device as the ANN.

FIG. 7 illustrates an example flow diagram of a method
740 for operating ANNs 1n memory 1n accordance with a
number of embodiments of the present disclosure. At 742, a
first ANN operation can be performed by controlling a {first
set of logic blocks configured as a first ANN. At 744, a
second ANN operation can be performed independently
from the first ANN by controlling a second set of logic
blocks configured as a second ANN. In some embodiments,
the first set of logic blocks and the second set of logic blocks
can be a part of a same memory device (e.g., memory device
108).

Performing an ANN operation (e.g., first and/or second
ANN operations) can including passing and/or weighing an
input recerved from an artificial neuron of a previous ANN
layer. In one embodiment, the mput received at a particular
artificial neuron can be passed to another artificial neuron of
a next ANN layer as 1s. In another embodiment, as described
in connection with FIG. 2, the received input can be weighed
and summed with other inputs prior to providing an output
to an artificial neuron of a next ANN layer.
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As described herein, the first ANN operation and the
second ANN operation can be performed concurrently. In
some embodiments, multiple ANN operations being concur-
rently performed can be associated with a same task and
performed based on same nputs. In this example, one of
results obtained from performing multiple ANN operations
can be selected as a verified result. In some embodiments,
the verified result can be a result that 1s verified by a majority
of a plurality of ANNs that have performed the multiple
ANN operations.

FIG. 8 illustrates an example model of an ANN 848 1n
accordance with a number of embodiments of the present
invention. ANN 848 can include an ANN layer 850 (e.g.,
input layer) having nodes 856-1 to 8356-N that receive

various 1nputs, such as mputs x1 to xN as previously
described 1n connection with FIG. 2. Nodes of each ANN

layer (e.g., ANN layers 850, 852-1, 852-2, 852-3, and 854)
can correspond to artificial neurons as described herein.

ANN 848 can 1include ANN layers 852-1 to 852-3. ANN
layer 852-1 can include nodes 858-1 to 858-L.. As 1llustrated
in an 1nterconnection region 866-1, each of the respective
nodes 858-1 to 858-L can be coupled to recerve mputs from
nodes 856-1 to 856-N. ANN layer 852-2 can include nodes
860-1 to 860-L. As illustrated in an interconnection region
866-2, cach of the respective nodes 860-1 to 860-L can be
coupled to receive inputs from nodes 858-1 to 858-L. ANN
layer 852-3 can include nodes 862-1 to 862-L. As illustrated
in an interconnection region 866-3, cach of the respective
nodes 862-1 to 862-L can be coupled to receive inputs from
nodes 860-1 to 860-L.. The ANN 848 may be configured in
a training process 1n which the various connections in the
interconnection regions 866 are assigned a weight value or
updated with a new weight value that 1s used for operations
or computations at nodes 858, 860, or 862. The training
process may be diflerent depending on a particular applica-
tion or use of the ANN 848. For instance, an ANN may be
trained for image recognition, speech recognition, or any
number of other processing or computational tasks.

ANN 848 can 1nclude an output layer 854 having output
nodes 864-1 to 864-K. Each of the respective output nodes
864-1 to 864-K can be coupled to recerve mputs from nodes
862-1 to 862-L. The process of receiving usable outputs at
output layer 854 and output nodes 864 as a result of inputs
fed into nodes 856 at ANN layer 850 may be referred to as
inference or forward propagation. That 1s, mput signals
representative ol some real world phenomena or application
may be fed mto a trained ANN 848 and through inference
that occurs as a result of calculations enabled by various
nodes and interconnects, a result may be output. In the case
of an ANN 848 trained for speech recognition, the input may
be signals representative of human speech 1n one language,
and the output may be signals representative of human
speech 1n a different language. In another case of an ANN
848 trained for image recognition, the input may be signals
representative of a photograph and the output may be signals
representative of the subject in the photograph.

As described herein, multiple ANNs may be configured
within a memory device. The multiple ANNs may be
separately trained (either locally or remotely) and the trained
ANNSs may be used for inference within the memory device.
The multiple ANNs may perform the same or different
functions. They may have the same or diflerent weights
relative to one another.

FIG. 9 illustrates an example machine of a computer
system 900 within which a set of instructions, for causing
the machine to perform various methodologies discussed
herein, can be executed. In various embodiments, the com-
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puter system 900 can correspond to a system (e.g., the
system 100 of FIG. 1) that includes, 1s coupled to, or utilizes
a memory sub-system (e.g., the memory system 104 of FIG.
1) or can be used to perform the operations of a controller
(e.g., the controller 106 of FIG. 1). In alternative embodi-
ments, the machine can be connected (e.g., networked) to
other machines 1n a LAN, an intranet, an extranet, and/or the
Internet. The machine can operate in the capacity of a server
or a client machine 1in client-server network environment, as
a peer machine 1 a peer-to-peer (or distributed) network
environment, or as a server or a client machine 1n a cloud
computing infrastructure or environment.

The machine can be a personal computer (PC), a tablet
PC, a set-top box (STB), a Personal Digital Assistant (PDA),
a cellular telephone, a web appliance, a server, a network
router, a switch or bridge, or any machine capable of
executing a set of mnstructions (sequential or otherwise) that
specily actions to be taken by that machine. Further, while
a single machine 1s illustrated, the term “machine” shall also
be taken to include any collection of machines that indi-
vidually or jointly execute a set (or multiple sets) of mnstruc-
tions to perform any one or more of the methodologies
discussed herein.

The example computer system 900 includes a processing
device 902, a main memory 972 (e.g., read-only memory
(ROM), flash memory, dynamic random access memory
(DRAM) such as synchronous DRAM (SDRAM) or Ram-
bus DRAM (RDRAM), etc.), a static memory 974 (e.g.,
flash memory, static random access memory (SRAM), etc.),
and a data storage system 980, which communicate with
cach other via a bus 982.

Processing device 902 represents one or more general-
purpose processing devices such as a microprocessor, a
central processing unit (CPU), or the like. More particularly,
the processing device can be a complex instruction set
computing (CISC) microprocessor, reduced instruction set
computing (RISC) microprocessor, very long instruction
word (VLIW) microprocessor, or a processor implementing,
other struction sets, or processors implementing a combi-
nation of 1nstruction sets. Processing device 902 can also be
one or more special-purpose processing devices such as an
application specific integrated circuit (ASIC), a field pro-
grammable gate array (FPGA), a digital signal processor
(DSP), network processor, or the like. The processing device
902 15 configured to execute mstructions 970 for performing
the operations and steps discussed herein. The computer
system 900 can further include a network interface device
986 to communicate over the network 976.

The data storage system 980 can include a machine-
readable storage medium 984 (also known as a computer-
readable medium) on which 1s stored one or more sets of
istructions 970 or software embodying any one or more of
the methodologies or functions described herein. The
istructions 970 can also reside, completely or at least
partially, within the main memory 972 and/or within the
processing device 902 during execution thereof by the
computer system 900, the main memory 972 and the pro-
cessing device 902 also constituting machine-readable stor-
age media.

In one embodiment, the instructions 970 include 1nstruc-
tions to implement functionality corresponding to the host
102 and/or the memory system 104 of FIG. 1. While the
machine-readable storage medium 984 1s shown 1 an
example embodiment to be a single medium, the term
“machine-readable storage medium” should be taken to
include a single medium or multiple media that store the one
or more sets of instructions. The term “machine-readable
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storage medium™ shall also be taken to include any medium
that 1s capable of storing or encoding a set of instructions for
execution by the machine and that cause the machine to
perform any one or more of the methodologies of the present
disclosure. The term “machine-readable storage medium”™
shall accordingly be taken to include, but not be limited to,
solid-state memories, optical media, and magnetic media.

Although specific embodiments have been illustrated and
described herein, those of ordinary skill in the art will
appreciate that an arrangement calculated to achieve the
same results can be substituted for the specific embodiments
shown. This disclosure 1s mtended to cover adaptations or
variations of various embodiments of the present disclosure.
It 1s to be understood that the above description has been
made 1n an 1illustrative fashion, and not a restrictive one.
Combinations of the above embodiments, and other embodi-
ments not specifically described herein will be apparent to
those of skill 1in the art upon reviewing the above descrip-
tion. The scope of the various embodiments of the present
disclosure 1ncludes other applications 1n which the above
structures and methods are used. Therefore, the scope of
vartous embodiments of the present disclosure should be
determined with reference to the appended claims, along
with the full range of equivalents to which such claims are
entitled.

In the foregoing Detailed Description, various features are
grouped together 1n a single embodiment for the purpose of
streamlining the disclosure. This method of disclosure 1s not
to be interpreted as reflecting an intention that the disclosed
embodiments of the present disclosure have to use more
features than are expressly recited in each claim. Rather, as
the following claims reflect, inventive subject matter lies in
less than all features of a single disclosed embodiment.
Thus, the following claims are hereby incorporated into the
Detailed Description, with each claim standing on 1ts own as
a separate embodiment.

What 1s claimed 1s:

1. An apparatus, comprising;:

a plurality of logic blocks 1n complementary metal-oxide-
semiconductor (CMOS) under an array of memory
cells of a memory device, wherein:

a first portion of the plurality of logic blocks 1s con-
figured as a first artificial neural network (ANN); and

a second portion of the plurality of logic blocks 1s
configured as a second ANN; and

wherein multiple ANN operations are concurrently per-
formable using the first ANN and the second ANN.

2. The apparatus of claim 1, wherein a particular logic
block of the plurality of logic blocks comprises a data bus
coupling the particular logic block to a device located
external to the memory device.

3. The apparatus of claim 1, wherein at least one of the
plurality of logic blocks 1s a configurable logic block (CLB).

4. The apparatus of claim 1, wherein the plurality of logic
blocks of the memory device are configured as more than
two ANNSs including the first and the second ANNS.

5. The apparatus of claim 1, wherein the memory device
comprises a dynamic random access memory (DRAM)
memory device.

6. The apparatus of claim 1, wherein a logical topology of
at least one of the first ANN and the second ANN 1s different
than a physical topology of the at least one of the first ANN
and the second ANN.

7. The apparatus of claim 1, wherein a logical topology of
at least one of the first ANN and the second ANN corre-
sponds to a physical topology of the at least one of the first

ANN and the second ANN.
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8. A method, comprising:

configuring a first portion of a plurality of logic blocks in
complimentary metal-oxide-semiconductor (CMOS)
under an array of memory cells of a memory device as
a first artificial neural network (ANN);

configuring a second portion of the memory device as a
second ANN, wherein the first portion and the second
portion of the memory device each comprises at least
one of the plurality of logic blocks of the memory

device; and
performing a first ANN operation using the first ANN
concurrently with a second ANN operation using the

second ANN.
9. The method of claim 8, wherein at least one of the first

ANN and the second ANN comprises a plurality of ANN
layers; and
wherein the method further comprises:
receiving an 1mput from an artificial neuron of a previ-
ous one of the plurality of ANN layers; and
passing the received mput to an artificial neuron of a
next one of the plurality of ANN layers.
10. The method of claim 9, turther comprising;:
welghing a plurality of mputs received from artificial
neurons of the previous one of the plurality of ANN
layers;
summing the plurality of inputs into an output; and
provide the output to an artificial neuron of the next one
of the plurality of ANN layers.
11. The method of claim 8, further comprising:
performing a plurality of ANN operations including the
first ANN operation and the second ANN operation
concurrently to perform a same task based on a same
input; and
selecting a result verified by a majonity of results of the
plurality of ANN operations.
12. The method of claim 8, further comprising moditying
a constituent logic block of the first ANN or the second ANN
by configuring a different portion of the memory device as
the first ANN or the second ANN.
13. The method of claim 8, further comprising modifying
a constituent logic block of the first ANN or the second ANN
by reducing constituent logic blocks of the first ANN or the
second ANN.
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14. The method of claim 8, wherein performing the first
and the second ANN operations concurrently comprises
executing respective ANN functions comprising at least one

of:

a threshold function:

a sign function;

a sigmoid function; and

a linear function.

15. A system, comprising:

a plurality of memory devices, each one of the plurality of
memory devices comprises:
a memory array; and
a plurality of logic blocks in complementary metal-

oxide-semiconductor (CMOS) under an array of

memory cells of a respective one of the plurality of
memory devices;

a controller coupled to the plurality of memory devices,

the controller configured to:

configure logic blocks distributed over at least two of
the plurality of memory devices as a first artificial
neural network (ANN); and

configure a portion of logic blocks of the plurality of
memory devices as a second ANN.

16. The system of claim 15, wherein at least one logic
block of the plurality of memory devices i1s a fundamental
building block of a field programmable gate array (FPGA).

17. The system of claim 16, wherein the logic block as the
FPGA 1s configured to flexibly switch between a central
processing unit (CPU) and a graphics processing unit
(GPU).

18. The system of claim 15, wherein the controller com-
prises a lookup table and configured to use the lookup table
to track a topology of a plurality of ANNs including the first
ANN and the second ANN implemented within the plurality
of memory devices.

19. The system of claim 18, wherein the controller 1s
configured to update mapping information stored in the
lookup table 1n response to changes of constituent logic
blocks of the first ANN or the second ANN.

20. The system of claim 15, wherein at least one logic
block of a first one of the plurality memory devices 1s
coupled to a different logic block of a second one of the
plurality of memory devices.
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