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SYSTEM AND METHODS FOR SUPPORTING
ARTIFICIAL INTELLIGENCE SERVICE IN A
NETWORK

FIELD OF THE INVENTION

The present disclosure pertains to artificial intelligence
service and 1n particular to a system and methods for
supporting an artificial intelligence service mn a communi-
cation network.

BACKGROUND

Machine learning 1s an artificial intelligence (Al) tech-
nology that uses artificial neural network (ANN). Machine
learning 1s popularly used for modeling, classitying, and
recognizing complex data. In parallel to the flourishing of Al
technology, machine learning 1s also increasingly associated
with more devices including personal devices such as smart
phones and tablets.

Deep learning, as a branch of machine learning, extracts
features from training data and identifies which of features
are relevant to the target problem. Deep learning 1s espe-
cially suitable for correlated data and becomes useful 1n a
variety of applications. Currently, deep learning is increas-
ingly performed, and thus a large amount of data 1s collected
for training because data collection 1s directly related to the
accuracy of the Al model associated with the deep learning.
As the data collected for deep learning oiften includes
sensitive and private data, privacy issues arise and privacy-
preserving techniques are desired.

In deep learning, protection of data privacy (e.g. difler-
ential privacy) may be achieved using various techniques.
For example, noise may be added into Al training data
without jeopardizing its statistical properties, so that the
trained Al model can capture features in the original data set.
In another example, cryptographic techniques may be
applied to Al training data such that learning 1s based on
encrypted data without decryption.

Alternatively, protection of data privacy can be achieved
using federated learning (FL) and split learning (SL). FL and
SL. train a deep learning model (e.g. deep neural network
(DNN)) without requiring raw training data to leave client
devices, which own or hold the data. Put another way, both
FL and SL do not require raw training data to be uploaded
to the training server. As clients do not send raw training data
but send model parameters to the training server, both FL
and SL are considered to provide some level of differential
privacy. As 1s known, differential privacy 1s a system for
publicly sharing information about a dataset by describing
the patterns of groups within the dataset while withholding
information about individuals 1n the dataset.

In FL., each of the individual clients trains a local model
only using their own data sets and updates the model
parameters (e.g. 1in the form of gradients) to a training server
where a global model 1s maintained. The training server
aggregates updates received from the clients thereby adjust-
ing the existing global model. Then, the updated global
model parameters are returned to the clients. Upon receipt of
the global model parameters, the clients update the local
model using the parameters and continue to train the local
model using local data. The procedure repeats until the
global model converges or a predetermined termination
condition 1s met (e.g. reaching a maximum number of
repetitions or an accuracy threshold 1s reached). FLL can be
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viewed as a generalized implementation of stochastic gra-
dient decent (SGD) with flexible batch size and participating
clients.

FL combines simultaneously trained local models to gen-
crate a global model. However, as the local models are based
on pure local data that 1s, in general, non IID (independent
and 1dentically distributed), FL lacks model accuracy while
providing good scalability.

In SL, the DNN 1s split mnto two disjoint components by
a pre-defined cut layer, as 1s illustrated 1n FIG. 1. Referring
to FIG. 1, layers 101 and 105 are respectively an input layer
and output layer, and layers 102 to 104 are hidden layers.
The lower layer component includes the input layer 101 and
1s run on the client side. The upper layer component runs on
the training server side. A cut can be at any layer below the
output layer 105 (e.g. any of the layers 101 to 104 in FIG.
1). The cut or the cut layer can also be freely defined as long
as 1t can properly produce two partitions. For example, the
cut layer can be defined as the middle cut 120, as 1is
illustrated in FIG. 1. Clients interact with the training server
sequentially in order to train the DNN using their local data.
Clients iteratively update the model parameters related to the
cut layer to the traiming server and receive the corresponding
gradients from the training server. Hence, the two compo-
nents can be viewed as two concatenated machine learning
models. One feeding 1ts output to the other as an input.
When a client finishes the training with the training server
using 1ts local data, the client provides the up-to-date model
parameters to the next client. Then, the next client continues
the training based on 1ts own data set and the recerved
up-to-date model parameters. The training sequentially pro-
ceeds among the clients this way, until all clients perform the
training. A new round of training may be triggered by the
training server on an as need basis.

SL substantially trains the global model directly using all
of the local data sets and thus can 1n principle have little or
no loss of model accuracy. However, SL has scalability
1ssues due to the sequential learning nature.

It has been known that an 1insider adversary with complete
knowledge of the learning model can construct information
that 1s very similar to the training data by taking advantage
of the gradual course of model convergence. In FL, this
causes information leakage to malicious clients without
violating differential privacy. SL does not have the same
problem are FL. However, as no client has complete knowl-
edge of the deep learming model, information leakage to the
training server 1s as inevitable i SL as i FL.

In view of the foregoing, 1f the learning process mvolves
only a small number of clients, information leakage can be
severe as information similarity 1s narrowed down to the
local data of the small set of clients. It 1s thus desirable to
ensure a minimum number k of participating clients, where
k 1s a system parameter. This provides further privacy
protection and 1s known as k-anonymiaty.

However, there 1s no successtul work on k-anonymity
provisioming tailored for SL. In case of FL, a secure aggre-
gation protocol to achieve k-anonymity 1n FL 1s defined by
K. Bonawitz, V. Ivanov, B. Kreuter, A. Marcedone, H.
Brendan McMahan, S. Patel, D. Ramage, A. Segal, and K.
Seth, “Practical Secure Aggregation for Privacy-Preserving
Machine Learming,” Proc. ACM CCS, pp. 1175-1191, 2017.
This protocol 1s built on the concept of secure sharing and
runs between devices and the server. However, as k-ano-
nymity relies on the server’s mvolvement, this protocol, at
least 1n some cases, cannot reduce clients or devices privacy
concerns, especially when trust between the devices and the
server has not been established. This anxiety can be largely
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due to fear related to concentrated power—e.g. the server
not only 1s the primary entity of the learning (e.g. owns the

learning model and oversees the entire learning process) but
also knows which devices contributed to the learning.

In view of the foregoing, there 1s therefore a need for a
system and methods for supporting an artificial intelligence
service 1n a communication network, that 1s not subject to
one or more limitations of the prior art.

This background information 1s provided to reveal infor-
mation believed by the applicant to be of possible relevance
to the present disclosure. No admission 1s necessarily
intended, nor should be construed, that any of the preceding
information constitutes prior art against the present disclo-
sure.

SUMMARY

An object of embodiments of the present disclosure 1s to
provide a system and methods for supporting an artificial
intelligence service 1n a communication network, which
may address emerging problems relating to registration for
artificial intelligence (Al) services.

Embodiments of the present disclosure can further pro-
vide for privacy-preserving deep learming with decentralized
data, 1n particular where privacy preservation includes pro-
tection of data privacy (e.g. differential privacy) and user
privacy (e.g. k-anonymity).

In accordance with embodiments of the present disclo-
sure, there 1s provided a system including a platform con-
troller for managing artificial intelligence services, wherein
the system includes a processor coupled with a memory,
having stored thereon instructions. The instructions, when
executed by the processor, configure the platform controller
to receive an artificial intelligence (Al) service registration
request Irom an Al controller controlling the Al service, the
Al service registration request including information indica-
tive of locations of the Al service. The instructions, when
executed by the processor, further configure the platform
controller to transmit an Al service registration response to
the Al controller, the Al service registration response includ-
ing routing information at least 1n part specifying how to
reach a coordinator associated with the AI service, the
coordinator corresponding to a location of the Al service and
transmit a notification indicative of availability of the Al
service to a device. When a request for access to the Al
service 1s received from the device, the instructions, when
executed by the processor, further configure the platform
controller to transmit a response to the device, wherein the
response 1s ndicative of whether the request 1s accepted.

According to embodiments, a possible technical effect of
the system 1s enhancement and eflicient provision of Al
services to a device. The provision of the Al services can be
enabled by a coordinator corresponding to a location of the
Al service that can provide the device with the requested Al
SErvices.

According to some embodiments, the request for access to
the Al service indicates the Al service to be accessed and
routing information specitying how to reach the device, the
request Turther including status information of the device. A
possible technical eflect of this feature 1s to allow the system
to know which service the device 1s accessing and how to
route service-related data traflic to the device. The device
status information will be taken 1nto account by the system
when selecting a cut layer for the device for model traiming,
in order that the selected cut layer can fit the device better.

According to some embodiments, 1 response to the
service registration request, the platform controller 1s further
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configured to create or update an Al service nstance for the
Al service and provide configuration information to the
coordinator, the configuration information indicating how to
reach the location of the Al service from the coordinator. A
possible technical effect of this feature i1s to allow the data
plane (1.e. the Al service mstance) to be ready for use before
training starts. This can reduce system response time when
a training cycle request 1s received.

According to some embodiments, the platform controller
1s further configured to associate the device with the coor-
dinator in the Al service instance corresponding to the Al
service 1f the request 1s accepted. A possible technical etfect
of this feature 1s to allow the device to access the Al service
via the coordinator.

According to some embodiments, the platform controller
configures the coordinator associated with the device 1f the
request 1s accepted and notifies the coordinator of how to
reach the device to provide the Al service. A possible
technical eflect of this feature 1s to allow the coordinator to
know how to route service-related data trathic to the device

According to some embodiments, the platform controller
turther recerves, from the coordinator, routing information
configured by the coordinator, the routing information 1ndi-
cating an i1nterface between the coordinator and the device,
and notifies the device of the interface in the response. A
possible technical eflect of this feature 1s to allow the
coordinator to dynamically generate and configure routine
information on 1ts end to receive service-related data traflic
from device.

According to some embodiments, the response further
indicating to the device how to reach the coordinator asso-
ciated with the Al service. A possible technical effect of this
feature 1s to allow the device to obtain the routing informa-
tion dynamically generated by the coordinator and use 1t to
route service related data traflic to the coordinator.

According to some embodiments, the response includes
routing information indicating an interface through which
the device can reach the coordinator, the interface being
between the coordinator and the device. A possible technical
ellect of this feature 1s to allow the device to use the
information to route service related data trathic to the coor-
dinator.

According to some embodiments, the platform controller
1s further configured to provide the coordinator with con-
figuration information, the configuration information includ-
ing information indicative of at least one of the cut layer and
the device and receive, from the coordinator, routing infor-
mation indicating how the device reaches the coordinator. A
possible technical eflect of this feature 1s to allow the
coordinator to invite the device 1n a proper way according to
the selected cut layer and to dynamically generate and
configure routing information on its end for receiving data
tratlic from the device.

According to some embodiments, the platform 1s further
configured to notily the AI controller of the cut layer
corresponding to the location of the Al service. A possible
technical effect of this feature 1s to allow the Al controller to
notily an Al server corresponding to the Al service location
of the cut layer so that the Al server and the device take
consistent actions during model training according to the cut
layer.

According to some embodiments, the platform controller
1s Turther configured to notity the device of at least one of the
cut layer and how to reach the coordinator. A possible
technical effect of this feature 1s to allow the device to
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behave according to the selected cut layer during model
training and route service-related data traflic to the coordi-
nator.

According to some embodiments, the platiorm controller
1s further configured to select other devices for the training
cycle and associate the other devices with the coordinator
for the training of the Al model, wherein the cut layer
selected by the platform controller are for all the devices
associated with the coordinator. A possible technical effect
of this feature 1s to allow multiple devices to participate the
model training via the same coordinator (training the same
model at the same Al service location) and to behave
consistently with respect to the same selected cut layer
during the model training.

According to some embodiments, the system further
includes a coordinator configured to recerve the configura-
tion information and the routing information from the plat-
form controller, invite the device associated with the coor-
dinator for the tramning cycle and receive, from the device,
a consent notification in response to the invitation from the
coordinator. A possible technical eflect of this feature 1s to
specily the behaviour of the coordinator.

According to some embodiments, the coordinator 1s fur-
ther configured to invite other (k—1) devices associated with
the coordinator for the training cycle, where k 1s an integer
larger than 1; wherein the coordinator sends invitations to at
least k devices 1n order to receive consent notifications from
at least k devices. A possible technical effect of this feature
1s to provide k-anonymity.

According to some embodiments, the amount of devices
that are associated, by the platform controller, with the
coordinator for the training of the Al model i1s not smaller
than k. A possible technical effect of this feature 1s to ensure
suflicient devices to be associated with the coordinator so
that k-anonymity can be achieved.

According to some embodiments, the coordinator 1s fur-
ther configured to send the invitations to the at least k
devices 1n parallel, when the selected cut layer indicates one
of a top cut and a bottom cut or in a time sequence, when the
selected cut layer indicates a middle cut or. A possible
technical effect of this feature 1s to allow the devices to
participate 1n model training in a proper way so that the
model training procedure can proceed properly, especially in
the case that a middle cut 1s applied and 1n the case of top
cut and bottom cut, this allows parallel processing and
reduces delay.

According to some embodiments, the Al server 1s con-
figured to perform training corresponding to the traimning
cycle with the device via the coordinator configured to
provide anonymous interaction between the Al server and
the device so that parameters associated with the Al model
are updated. A possible technical efliect of this feature 1s to
allow the coordinator to mask the device and the Al server
from each other, achieving anonymous interaction. In the
process, data trailic 1s destined to the coordinator without

knowing the actual receiver, and the coordinator routes the
data to the correct recerver.

According to some embodiments, the platform controller
1s configured to select the cut layer for the device based on
one or more of an association between the coordinator and
the device, a status of the device, a condition of the Al
server, a location of the devices and the location of the Al
service and a condition of the communication network
including the platform controller or the coordinator. A
possible technical eflect of this feature 1s to allow customi-
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zation of the tramming method according to a variety of
factors to achieve balanced load/overhead on the device, the
server and the network.

In accordance with embodiments of the present disclosure
there 1s provided a method for managing artificial intelli-
gence services. The method includes receiving, by the
plattorm controller, an artificial intelligence (Al) service
registration request from an Al controller controlling the Al
service, the Al service registration request including infor-
mation indicative of locations of the Al service. The method
turther 1includes transmitting, by the platform controller, an
Al service registration response to the Al controller, the Al
service registration response including routing information
at least 1 part specifying how to reach a coordinator
associated with the Al service, the coordinator correspond-
ing to a location of the AI service. The method further
including transmitting, by the platform controller, a notifi-
cation mndicative of availability of the Al service to a device.
When a request for access to the Al service 1s received from
the device, the method further includes transmitting a
response to the device, the response indicative of whether
the request 1s accepted.

In accordance with embodiments of the present disclo-
sure, there 1s provided a system supporting a multi-level
learning framework for artificial intelligence (Al) services 1n
a communication network. The system includes one or more
platform controllers communicatively connected to one or
more devices and an Al controller controlling the Al ser-
vices. The platform controllers configured to manage the Al
services upon request by the Al controller, and select a cut
layer for each of the devices, the cut layer designating a
bottom learning level within the multi-level learning frame-
work, the bottom learning level being associated with any of
split learming, local learning and centralized learning,
wherein a top learning level associated with the multi-level
learning framework being associated with federated leamn-
ing. The system further including a plurality of coordinators
associated with the platform controllers, each coordinator
communicatively connected to one or more Al servers. Each
coordinator 1s configured to anonymously route data
between the devices and the communicatively connected Al
SErver.

In accordance with embodiments of the present disclo-
sure, there 1s provided a method for managing artificial
intelligence services in a system supporting a multi-level
learning framework 1 a communication network. The
method 1ncludes transmitting, by a platform controller, noti-
fication indicative of availability of an artificial intelligence
(Al) service to a device and receiving, by the platform
controller, a request for access to the Al service from the
device. The method further includes transmitting, by the
platform controller, a response to the device, the response
indicative of whether the request 1s accepted, wherein the
multi-level learning framework 1s associated with a cut
layer, the cut layer designating a bottom learning level
within the multi-level learning framework, the bottom learn-
ing level being associated with any of split learning and local
learning and centralized learning, wherein a top learning
level associated with the multi-level learning framework
being associated with federated learning.

In accordance with embodiments of the present disclo-
sure, there 1s provided a method for training an artificial
intelligence (Al) model for an Al service in a system
supporting a multi-level learning framework 1 a commu-
nication network. The method includes receiving, by a
coordinator associated with the Al service, a notification to
start training of the Al model and nviting, by the coordi-
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nator, a device associated with the coordinator for the
training of the Al model. The method further includes
performing, by an Al server associated with the Al service,
the training of the Al model with the device via the coor-
dinator, the coordinator providing anonymous interaction
between the Al server and the device and transmitting, by
the device, to the coordinator a notification for completion
of the traiming of the AI model. The multi-level learning
framework 1s associated with a cut layer, the cut layer
designating a bottom learning level within the multi-level
learning framework, the bottom learning level being asso-
ciated with any of split learning and local learning and
centralized learning, wherein a top learning level associated
with the multi-level learming framework being associated
with federated learning.

According to embodiments, the device can be configured
as a terminal device, which can include by not limited to an
internet of things (Io'T) device, a wearable device, a vehicu-
lar device, a vehicle mounted device, a vehicle on board
device and other terminal device as would be readily under-
stood.

According to embodiments, the Al service can be used 1n
a variety of different applications, including but not limited
to satellite communications, internet of vehicle (IoV) appli-
cations and other applications as would be readily under-
stood.

Embodiments have been described above in conjunctions
with aspects of the present disclosure upon which they can
be implemented. Those skilled 1n the art will appreciate that
embodiments may be implemented 1n conjunction with the
aspect with which they are described, but may also be
implemented with other embodiments of that aspect. When
embodiments are mutually exclusive, or are otherwise
incompatible with each other, it will be apparent to those
skilled 1n the art. Some embodiments may be described 1n

relation to one aspect, but may also be applicable to other
aspects, as will be apparent to those of skill 1n the art.

BRIEF DESCRIPTION OF THE FIGURES

Further features and advantages of the present disclosure
will become apparent from the following detailed descrip-
tion, taken 1n combination with the appended drawings, in
which:

FIG. 1 illustrates a deep neural network (DNN) with
different types of cut layers partitioning the network.

FIG. 2 illustrates a generic multi-level learning frame-
work with a bottom learning level and a top learning level,
in accordance with embodiments of the present disclosure.

FIG. 3 illustrates a client-server association i a DNN
with a mix cut applied, in accordance with embodiments of
the present disclosure.

FIG. 4 illustrates an architecture of the Al service plat-
form that supports multi-level learning framework, 1n accor-
dance with embodiments of the present disclosure.

FIG. § illustrates a device-coordinator association and a
coordinator-server association in the Al service supporting
platform, 1n accordance with embodiments of the present
disclosure.

FIG. 6 1illustrates, 1n a flow diagram, a procedure for Al
service registration or Al service registration update, 1n
accordance with embodiments of the present disclosure.

FIG. 7 illustrates, in a flow diagram, a procedure for
notifying the service availability and requesting service
access, 1 accordance with embodiments of the present
disclosure.
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FIG. 8 illustrates an Al model traiming cycle at the Al
service platform that supports multi-level learning frame-
work, 1n accordance with embodiments of the present dis-
closure.

FIG. 9 illustrates, in a flow diagram, a procedure for
preparing a training cycle for Al service, 1n accordance with
embodiments of the present disclosure.

FIG. 10 illustrates, 1n a tlow diagram, a procedure for
executing a training cycle for Al service, 1n accordance with
embodiments of the present disclosure.

FIG. 11 1llustrates, in a schematic diagram, an electronic
device 1 accordance with embodiments of the present
disclosure.

It will be noted that throughout the appended drawings,
like features are identified by like reference numerals.

DETAILED DESCRIPTION

It should be noted that ‘device’ and ‘client’ are inter-
changeably used in the instant application. It should be
turther noted that ‘Al server’, ‘training server’ and ‘server’
are mterchangeably used 1n the instant application. It should
be further noted that Al training and ‘training’ are inter-
changeably used in the instant application. It should be
further noted that ‘Al inference and ‘inference’ are inter-
changeably used 1n the instant application.

It should be noted that ‘bottom level’, ‘bottom learning
level” and ‘bottom learning’ are interchangeably used 1n the
istant application. Stmilarly, 1t should be further noted that
‘top learning level’, “top level” and ‘top learming’ are inter-
changeably used in the instant application.

The present disclosure addresses emerging problems for
privacy-preserving deep learning where deep learning 1s
performed with decentralized data and privacy preservation
includes protection of data privacy (e.g. differential privacy)
and user privacy (e.g. k-anonymity). The present disclosure
provides a system comprising two entities, an artificial
intelligence (Al) service provider and Al service consumer
(e.g. data owner). According to embodiments, the Al service
provider includes a deep learning model and offers its
customer Al services based on the model. The Al services
provided by the Al service provider may include model
training and Al inference. In order to provide the Al services,
the Al service provider may train the Al model and deploy
the Al model to Al servers. The Al model provides a
mapping of iputs to outputs wherein this mapping therebe-
tween can be developed or “learnt” by the Al model, by
training of the Al model with training data which include
particular mputs and the associated outputs. In various
embodiments, the Al service consumer (e.g. data owner)
owns tramning data and may contribute to the Al model
training. In some embodiments, the Al service consumer
may be an individual subscriber or part of a vertical cus-
tomer of an Al model provider associated with the Al
service. According to embodiments, each Al service con-
sumer (€.g. data owner) corresponds to an individual device
(e.g. smartphone, terminal, server, network function, or
other computing device) and interacts with the Al model
training servers (1.e. traiming servers) for training of the Al
model. Al inference applies knowledge from the trained Al
model and uses it to infer a result (e.g. output(s)) from
input(s). In various embodiments, Al inference 1s performed
at an Al server based on mputs provided from an Al service
consumer (e.g. the corresponding device), and the inferred
result 1s returned back to the Al service consumer. In some
embodiments, Al inference i1s performed locally on the
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device using an Al model at the device, wherein the Al
model may be provided or updated from the Al service
provider (e.g. an Al server).

Embodiments of the present disclosure provide an alter-
native enhanced system and methods for supporting Al
services using techniques that do not require raw training
data for Al model training. Using such techmiques, clients
may not be required to send a large size of raw training data
but may only send Al model parameters to the server.
Federated learning (FL) and split learning (SL) are two
typical examples of this approach.

According to embodiments, SL 1s generalized by extend-
ing the definition of the cut layer such that FLL and central-
1zed learning (CL) are regarded as special cases of the SL,
and SL. and FL are combined to construct a multi-level
learning framework. In the multi-level learning framework,
generalized SL runs at the bottom learning level for training
multiple local (Al) models using data obtained from various
groups ol devices. In addition, FL runs at the top learning

level and aggregates the local (Al) models into a global Al
model. The multi-level framework can inherit merits of both
FL. and SL without some of the drawbacks associated
therewith, and may perform such that the performance
curve, 1 terms ol convergence and model accuracy, of the
multi-level framework 1s positioned between the imndividual
performance curves of FLL and SL.

Embodiments of the present disclosure also provide for
the selecting of a cut layer which separates the framework
into mult1 levels. An optimal cut layer may balance the
learning overheads on devices, servers and networks 1n
several aspects. Further, with an optimal cut layer being
selected, a mix of local learning (at the client side), CL (at
the server side) and SL (on both sides) may concurrently
appear at the bottom learning level.

Embodiments of the present disclosure further provide an
Al service supporting platform or system (or, Al service
platform or system) that supports the multi-level learning
framework 1n a communication network environment. The
plattorm supports the multi-level learning framework by
selecting an appropriate cut layer for each device at the
bottom learning level (i.e. bottom learning) and by routing,
traflic between devices and servers. In some embodiments,
the platform can be fully or partially virtualized. For
example, all or some of the platform’s components, 1n
particular data plane components, may be virtual network
functions. The virtualization may be combined with cut
layer selection thereby enabling a determination of an end-
to-end solution that may minimize resource usage and
balance overall learning overhead simultaneously.

FIG. 1 illustrates a deep neural network (DNN) with
different types of cut layers partitioning the network. Refer-
ring to FIG. 1, the DNN 100 includes a number of nodes
(neurons). Each node 1s on one of the layers 101, 102, 103,
104 and 105, and 1s communicatively connected to one or
more other nodes 1n adjacent layers. The layer 101 repre-
sents an input layer, the layer 105 represents an output layer,
and the layers 102, 103 and 104 may represent hidden layers.
Each of the bottom cut 110, middle but 120 and top cut 130
1s also 1llustrated 1n the figure.

Embodiments of the present disclosure provide a generic
multi-level learning framework by combining FL. and the
generalized SL. As stated above, SL can be generalized by
extending the definition of the cut layer such that FLL and CL
are regarded as two special cases of the SL. In FL, each
device (or client) has knowledge of the AI model and trains
the model using their respective local data set. FL can be
considered as SL applying a top cut (e.g. top cut 130), where
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the cut layer 1s selected at or above the output layer (e.g.
output layer 105). On the other hand, CL requires devices to
send raw training data to the Al server and learning occurs
purely on the server side. CL can thus be viewed as SL
applying a bottom cut (e.g. bottom cut 110), where the cut
layer 1s at or below the mput layer (e.g. input layer 101).
Traditional SL corresponds to cases where the DNN 1s
partitioned by a middle cut (e.g. middle cut 120), where the
cut layer 1s between the mput layer (e.g. input layer 101) and
the output layer (output layer 105).

FIG. 2 illustrates a multi-level learning framework with a
bottom learning level and a top learning level, in accordance
with embodiments of the present disclosure. The multi-level
learning framework 200 includes the bottom learning level
(1.e. bottom learning) 210 and the top learning level (1.e. top
learning) 220. At the bottom learning level 210, there are
devices 211 and local Al servers 212. At the top learning
level 220, there are aggregators 221 and a central Al server
222 and further include the local Al servers 212 as 1llustrated
in FIG. 2. Generalized SL can be applied at the bottom
learning level 210 and FL can be applied at the top learning
level 220.

According to embodiments, bottom learming level 210
operates between devices 211 and the local Al servers 212
in order to train local Al models at the local Al servers 212.
On the other hand, top learning level 220 operates between
the local Al servers 212 and the central Al server 222,
optionally with assistance from one or multiple aggregators
221.

The aggregator(s) 221 1s a form of a local Al server 212.
The aggregator(s) receive model parameters of the trained
local Al models, for example from local Al servers 212
which interact with devices 211 for bottom learning level.
Upon receipt of the model parameters, the aggregator(s) 221
aggregate (e.g. average) the received model parameters and
sends them to the central Al server 222 1n an aggregate form.

The central Al server 222 generates or updates model
parameters ol a global Al model using the received model
parameters (which may be 1n an aggregate form) of local Al
models. The central Al server 222 also provides the latest
model parameters of the global Al model to the local Al
servers 212 thereby synchronizing the local Al models and
the global Al model.

According to embodiments, the local Al servers 212, the
aggregators 221 and the central Al server 222 are logical
components. As such, 1n some embodiments, some or all of
these components may be integrated or combined into a
single entity where functions of each component are 1mple-
mented.

According to embodiments, the multi-level learning
framework 200 may provide advantages of both FL. and SL
without some of their respective drawbacks, in particular
when a middle cut (e.g. middle cut 120 1n FIG. 1) 15 selected
for the cut layer. According to embodiments, the selected cut
layer designates a bottom learning level within the multi-
level learning framework. As bottom learning level 210 runs
based on combined data sets of multiple clients 211, the
local Al models trained by the local Al servers 212 are more
accurate than Al models trained by the single device 211
using only 1ts own data set in FL. It may be noted that the
combined data set of multiple devices 1s less non-indepen-
dent and 1dentically distributed (non-I1ID) and therefore the
combined data sets can be more independent and 1dentically
distributed than a data set of a single device. Generally
speaking, improved local model accuracy can result 1n
accelerated convergence (e.g. to a satisfactory configuration)
of the global Al model. Thus, the multi-level learning
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framework can be expected to perform such that the per-
formance curve, in terms of convergence and model accu-
racy, of the multi-level framework i1s positioned between
performance the individual curves of FLL and SL. Further,

since devices (clients) do not have complete knowledge of 5

the Al model (e.g. DNN structure, model parameters),
information in the tramning data will not be leaked to
adversarial entities (e.g. vicious/malicious client devices).

On the contrary, the top cut and the bottom cut may not
be selected for the multi-level learning framework 200.
When the bottom learning level 210 runs under a top cut
(c.g. top cut 130 1n FIG. 1), individual devices 211 can
operate as a local Al server such that bottom learning level
210 scales down and only 1includes Al model training at the
individual client 211. In this case, local learning (ILL) occurs
at the bottom learning level (that 1s, at the bottom learning
level, devices train a local version of the Al model 1ndi-
vidually using their own data), and the framework 200
reduces to FLL and may sufler from information leakage.
When bottom learning level 210 runs under a bottom cut
(e.g. bottom cut 110 1n FIG. 1), the framework 200 may not
offer differential privacy. In this instance, the top cut and the
bottom cut may not be selected, especially when privacy
concerns exist. The top cut or the bottom cut, however, may
be selected in consideration of other factors as described
clsewhere 1n the present disclosure.

According to embodiments, as the cut layer moves from
bottom (e.g. mput layer) toward top (e.g. output layer),
devices are increasingly involved 1n training of the local Al
model (e.g. run training at more and more (ludden) layers or
a larger portion of the DNN). For instance, devices may be
exposed to increasingly large amounts of information for
training Al models and therefore heavily loaded with com-
putational tasks. This can eventually cause the devices’
computational capacity to be exceeded and may further lead
to high energy consumption and thus undermining the
devices” performance on other computing tasks. As such, at
least for devices, it can be desirable to have a cut layer close
to the bottom (e.g. lower layer, mput layer) in the DNN so
that the devices” computational load can be more balanced
and their energy consumption level can be lowered. For Al
model providers, 1t 1s desirable to disclose massive amounts
of information (only) to trustworthy devices (e.g. reliable
devices with large computational capacity). Therefore, con-
sidering interests of both devices and Al model providers, a
different cut layer can be assigned or selected for each
device 1n accordance with the Al model providers” trust 1n
cach device. When a device qualifies for multiple cut layers,
the highest layer that can be selected as a cut layer may be
limited by the Al service provider’s trust in the device. When
multiple cut layers are available, a proper cut layer for the
device to use may be selected, for example by the Al service
platform disclosed herein. When selecting the cut layer, the
selecting entity (e.g. Al service platform) would consider
privacy requirements (e.g. whether differential privacy 1s
required) and status of the device (e.g. remaining energy/
power level and computational capacity—which can impact
device lifetime and model convergence (or convergence
speed), respectively).

In various embodiments, bottom learning level with a
middle cut may mtroduce least overall communication over-
head than bottom learning level with a top cut or a bottom
cut. Also, with a middle cut being selected, use of different
cut layers can bring about different communication over-
heads as mformation (e.g. model parameters, gradients) to
be communicated between the device and the local Al server
varies depending on the structure of the cut or cut layers. A
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cut layer of simple structure (e.g. structure with a small
number of nodes (neurons) and links) 1s normally associated
with lower communication cost than that of a complex
structure (e.g. structure with a large number of nodes (neu-
rons) and links). When multiple cut layers are appropriate or
can be selected for use, a cut layer with the lowest commu-
nication cost, in terms of energy consumption and resource
utilization, may be selected.

According to embodiments, devices associated with the
same local Al server for bottom learning level may be
assigned to a single cut layer. In other words, same cut layer
may be selected for devices associated with the same local
Al server for bottom learning level. In this way, the devices
and the local Al server can operate in consistent with each
other’s behaviour during the Al model training (e.g. leamn-
ing). Under this constraint, a mix cut may be applied for
bottom learning level 1n consideration of device status (e.g.
power/energy level), Al server condition (e.g. loading),
network conditions (e.g. loading, congestion, etc.) and loca-
tions of devices and servers. A mix cut optimally applied for
bottom learning level may maximize performances of
device, server and network altogether.

According to embodiments, when a mix cut 1s applied, a
different cut layer can be selected for each group of devices
(e.g. for each individual client 1n the group) and each device
group 1s associated with a different local Al server, as
illustrated 1 FIG. 3. FIG. 3 illustrates a client-server asso-
ciation in the DNN 300 with a mix cut applied, 1n accor-
dance with embodiments of the present disclosure. Referring
to FIG. 3, each link connecting the device 310 and the local
Al server 320 or the one or more aggregators 325 represents
their association. Clients 310 linked to the same local Al
server (e.g. one of the local Al servers 320) form a device
group associated with that local Al server. In FIG. 3, there
are three groups of clients 310 associated with three different
local Al servers 320. Each group 1s associated with the
bottom cut 351, the middle cut 352 and the top cut 353,
respectively. In some embodiments, the central Al server
330 and the aggregator(s) 325 may be the same entity, as 1s
indicated by the dashed box surrounding them in the figure.
In some embodiments, the central Al server 330 and the
aggregator(s) 325 may be two diflerent entities.

It may be noted, as stated above, in a DNN, bottom
learning level may select a different cut for respective
devices with consideration of device status (e.g. power/
energy level), Al server condition (e.g. loading), network
conditions (e.g. loading, congestion, etc.) and locations of
devices and servers. A different cut can be optimally applied
for bottom learming level and may maximize performances
of device(s), server(s) and network altogether.

According to embodiments, the Al service supporting
plattorm can support the multi-level learning framework
illustrated above or elsewhere 1n this disclosure. Such a
platiorm can be operated by a third party. The third party 1s
referred to as a platform operator, as 1t can be distinguished
from an Al service consumer (e.g. entity that owns or
controls the devices) or an Al service provider (e.g. entity
that owns or controls the Al servers). In various embodi-
ments, the platform includes one or more control plane
components (e.g. platform controllers) and a number of data
plane components (e.g. coordinators). It 1s understood that
these components may be logical components.

FIG. 4 illustrates an architecture of the Al service plat-
form 400 that supports multi-level learning framework, 1n
accordance with embodiments of the present disclosure. The
plattorm 400 includes a number of components including

the device 410, the coordinator 420, the Al server 430, the
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plattorm controller 440 and the AI controller 450. The
components are communicatively connected to each other
via various interfaces. Specifically, referring to FI1G. 4, the
device 410 1s communicatively connected to the coordinator
420 over the mterface T2 402 and to the platform controller
440 over the interface T1 401. The coordinator 420 is
communicatively connected to the device 410 over the
interface T2 402, to the Al server 430 over the interface T4
404 and to the platform controller 440 over the interface TS
405. The Al server 430 1s communicatively connected to the
coordinator 420 over the mterface T4 404 and 1s commu-
nicatively connected to the Al controller 450. The platform
controller 440 1s communicatively connected to the device
410 over the interface T1 401, to the Al controller 450 over
the interface 13 403 and to the coordinator 420 over the
interface T5 405. The Al controller 450 1s communicatively
connected to the platform controller 440 over the interface
13 403 and 1s communicatively connected to the Al server
430. It may be noted that the interfaces T1 401, T3 403 and
15 405 are control plane interfaces (or connections) and the
interfaces T2 402 and T4 404 are data plane interfaces (or
connections).

According to embodiments, the platform controller 440
manages (e.g. register, modily, de-register) Al services upon
request from Al service providers (e.g. Al controller 450).
For a registered Al service, the platform controller 440
creates or maintains a service instance comprising all or a
selected subset of the coordinators 420. The platform con-
troller 440 associates each of the coordinators 420 1n the
service instance with the local Al server 430 providing the
Al service. In various embodiments, one coordinator 1s
assoclated with one local Al server, as 1llustrated 1n FIG. 5.

FIG. § illustrates a device-coordinator association and a
coordinator-server association in the Al service supporting
platform 500, 1n accordance with embodiments of the pres-
ent disclosure. Referring to FIG. 5, each link indicates
association between a device (e.g. devices 511 to 517) and
a coordinator (e.g. coordinators 521, 522, 523) or associa-
tion between a coordinator and a server (e.g. servers 531,
532, 533). Specifically, each of the devices 511, 512, 513
and 514 1s communicatively connected to the coordinator
521, and the coordinator 521 1s communicatively connected
to the server 531. Similarly, each of the devices 515, 516 and
517 1s communicatively connected to the coordinator 522,
and the coordinator 522 1s communicatively connected to
the server 532. The coordinator 523 and the server 533 are
also communicatively connected to each other as 1llustrated
in the figure. As coordinators are logical components, 1n
some embodiments, two or more coordinators can be co-
located or implemented at the same network entity.

According to embodiments, the platform controller
selects or authorizes clients based on the clients’ consent
and/or subscription to the Al service. The platform controller
also associates the clients with one or more coordinators
included 1n the service instance. This may happen when a
device 1s registered at the platform or when the Al service
provider requests for training (e.g. training an Al model).

As illustrated 1n FIG. 5, each of the coordinators 521, 522
and 523 1s associated with either no device (e.g. coordinator
523) or a group of at least k devices for the Al service (e.g.
coordinators 521 and 322). Here, k 1s a system parameter

related to k-anonymity provisioning. In case of the example
shown 1n FIG. 3, the value of k would be three (3). In other

words, the coordinators in FIG. 5 are associated with either
no device or 3 or more devices.

According to embodiments, the client-server association
(e.g. client-server association described 1n FIG. 2) 1s realized
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via coordinators. For example, referring to FIG. S, the
devices 511, 512, 513 and 514, each of which are commu-
nicatively connected to the coordinator 521, are associated
with the server 531, which 1s also communicatively con-
nected to the coordinator 521. In this way, the devices 511
to 514 and the server 531 can be associated without knowing
each other, as the client-server association 1s realized via the
intermediary entity, the coordinator 521.

According to embodiments, in support of Al model train-
ing, the platform controller selects a single cut layer (1.e.
same cut layer) for devices associated with the same coor-
dinator. Based on the cut layer selected, bottom learning
level or top learning level 1s performed by the Al server and
the devices. The Al server and the devices are associated,
without knowing each other, via the intermediary coordina-
tor to which the Al server and the devices are communica-
tively connected, respectively. Specifically, when a top cut
(e.g. top cut 130 1n FIG. 1) 1s selected, the learning 1s bottom
learning level. Otherwise, the learning 1s top learning level.
In some embodiments, the cut layers selected for devices
associated with different coordinators may be different from
cach other. With different cut layers, learning corresponds to
the mix cut scenario described elsewhere in this disclosure.

According to embodiments, coordinators operate like
proxy and route data between devices and Al servers that are
associated with (or communicatively connected to) them,
during Al model traiming and Al inference for the Al service.
Each coordinator ensures k-anonymity provisioning in the
process (e.g. ensure at least k devices, or at least k devices
among the devices associated with the coordinator, are
involved 1n the process). When there are insutlicient number
of devices involved 1n the process (e.g. client’s dropout from
model training or client’s refusal to model training), the
coordinator can request the platform controller for additional
devices to associate with it.

According to embodiments, the Al service supporting
plattorm allows Al service providers to register their Al
services via a control plane interface. Specifically, the Al
service supporting platform allows network entities repre-
senting the Al service providers (e.g. Al controllers) to
register their Al services via interface 13 (e.g. iterface T3
403 1n FIG. 4). The Al service provider offers one or more
Al services, for example based on different Al models. The
Al service provider may need to register at the platform
several times, for example whenever a different Al model (or
Al service) 1s requested or whenever the Al service provider
offers a different Al service (or Al model). During registra-
tion, an Al controller, which represents the Al service
provider and possibly controls the Al service, may provide
the platform controller with information related to the Al
service. The mnformation provided by the Al controller may
include one or more of the followings.

(1) Information about the AI model: The information
about the Al model may indicate, for example, avail-
able cut layers, respective communication cost, and
cost of transmitting model parameters for model aggre-
gation. The available cut layers may be demonstrated
using one or more references (e.g. 1n the form of
identifiers) to pre-determined cut layers. The respective
communication cost may be related to the structure of
the cut layer (as 1llustrated elsewhere 1n this disclosure)

and may be expressed or measured by amount of data
to be transmitted or transierred.

(2) (Potential) locations of the Al service: The (potential )

locations of the Al service may include, for example, a
list of 1dentifiers, names or network addresses. Each of

these may 1dentily a location that an Al server 1s or can
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be (potentially) deployed for the AI service. When
multiple Al servers are deployed at the same Al service
location, the platform controller does not distinguish
but considers each Al server equivalently. Thus, the
(potential) locations of the Al service are indicative of
a matching number of Al servers for the Al service
from the platform’s point of view. It may be noted that
a location of the Al service may be referred to as an Al
service location or an Al server location.

(3) Information about Al service locations: The informa-
tion about each Al service location identified above in
(2) 1s provided. The mformation may include loading
information (e.g. a value indicative of work load at the
Al service location), routing information (e.g. protocol
type, network address and port number, tunnel end
pomnt ID, tunnel ID, etc.). The routing information
specifies how to reach the Al server over the data plane

interface T4 (e.g. interface T4 404 1n FIG. 4).

(4) Information about the devices allowed to access the Al
service: The devices may be allowed to access the Al
services for Al model training, Al inference or both.
The information about the allowed devices may include
identity information (e.g. device IDs, device group 1Ds
or any other data indicative of devices), anticipated area
for Al service location (e.g. zone IDs—identifier
indicative of pre-configured zones), and allowed cut
layer(s) (e.g. references to pre-determined cut layers).
In some cases, the devices allowed to access the Al
service may include any devices. In some cases, the
devices allowed to access the Al service may include
only devices having a valid subscription to the Al
service. It may be noted that 1n some embodiments the
information element (4) 1s optional.

(5) Parameters related to the model training: Some
examples of the parameters related to the Al model
training 1nclude batch size and number of epochs for
bottom learning level and learning rate. It may be noted
that 1n some embodiments the information element (5)
1s optional

(6) Requested or suggested value of parameter k: The
parameter k 1s a system parameter related to k-ano-
nymity provisioning. It may be noted that in some
embodiments the information element (6) 1s optional

As stated above, the Al service provider may be provided

with a level of discretionary power to grant access to the Al
service (e.g. for training and/or inference) to any device or
to only devices with a valid subscription. In some cases, the
Al service provider (e.g. the Al controller) may suggest, in
the request (e.g. request for Al service registration), the
number of devices needed for ensuring privacy protection so
that the platform can provide k-anonymity protection to the
devices during their access to the Al service. The parameter
k may be negotiated between the platiorm controller and the
Al controller during the registration procedure. For example,
the Al controller may suggest (or request) the value of
parameter k 1n the registration request, and the platform
controller may determine the value of the parameter k and
respond with the determined parameter k. The value of
parameter k may be determined based on local configura-
tion, such as the potential number of devices allowed to
access the Al service and the requested/suggested value of
parameter k received from the Al controller. The potential
number of devices allowed to access the Al service may be
acquired or inferred from the information, mcluded in the
registration request, about the devices allowed to access the
Al service. The Al service may be 1dentified by an Al service
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ID. The AI service ID may be allocated by the platiorm
controller or provided by the Al controller 1n the registration
request during registration.

Based on the information provided by the Al controller,
the platform controller may select coordinators and associate
the selected coordinators with the Al server locations 1den-
tified 1n the registration request. The selected coordinators
and the Al server locations may be associated 1n a “many-
to-one” or ‘one-to-one’ fashion. It may be noted that ‘one-
to-one’ 1s a special case of ‘many-to-one’.

The selected coordinators and the Al server locations may
be associated to create a service instance. The service
instance may be created such that the anticipated overall
communication cost can be minimized and work load on the
coordinators and the Al servers 1s balanced. For example,
more coordinators can be selected for areas with high client
density than for area with low client density. Each selected
coordinator can provide ‘balanced coverage’ to clients 1n the
area by associating with the closest and least-loaded Al
server. Here, ‘balanced coverage” may imply a balanced
number of associated clients per coordinator and balanced
communication overhead for client-coordinator interaction
per coordinator. Also, ‘closest” may 1mply lowest commu-
nication cost between the coordinator and the Al server.

To select coordinators and associate the selected coordi-
nators with Al server locations 1n a manner described above,
the platform controller captures information indicative of
network conditions between coordinators and Al servers and
between clients and coordinators. The network conditions
may be estimated, imn terms of throughput or bit rate, for
example along a pre-determined communication path
between a coordinator and an Al server. The network
condition or the information about the network condition
may be provided to the platform controller from network
resource provider(s), which can be a network operator. The
platform controller can configure the service instance by
preparing or setting up connections between the selected
coordinator(s) and the Al servers. This may include provid-
ing the selected coordinators with information of the Al
service (e.g. the Al service ID) and information about Al
servers associated with the Al service (e.g. routing informa-
tion specified 1n the registration request or information
associated with the routing information specified in the
registration request). The platform controller notifies the Al
controller about routing information. The routing 1informa-
tion may specily, for each Al server, how to reach the
associated coordinator over the data plane interface T4 (e.g.
interface T4 404 i FIG. 4). Some example ol routing
information includes protocol type, network address, port
number, tunnel end point ID, and tunnel ID.

The Al service provider may update the information of the
Al service or information about Al servers associated with
the Al service. Also, the Al service provider may deregister
the Al service from the platform by referring to the Al
service 1D.

The information update may cause the (Al) service
instance, if exists, to be modified or released. When the
network condition changed, the platform controller may be
notified, for example by the network resource provider,
about the network condition change. Changes 1n the network
condition may trigger changes 1n the (Al) service instance.

The platform controller notifies the clients about the
registered Al service. According to their run-time status (e.g.
loading, energy level, etc.), the clients can dynamically
consent or refuse to participate 1n, or dropout of training Al
model(s) for the Al service, by notifying the platform
controller. In a consent notification (e.g. step 1042 1n FIG.
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10) or a service request (e.g. step 740 1 FIG. 7), the client
may provide its status information (e.g. loading, energy
level, etc.), and the platform controller can accordingly
select the client, or another client suitable for a training
cycle.

FI1G. 6 1llustrates, 1n a flow diagram, the procedure 600 for
Al service registration or Al service registration update, in
accordance with embodiments of the present disclosure. The
service registration or service registration update may be
mitiated by an Al controller. The Al controller may be
responsible for managing the Al server. The Al controller
may belong to or be controlled by the Al service provider.
The Al controller represents the Al service provider. Accord-
ing to embodiments, the Al server corresponds to the loca-
tion of the Al service.

Referring to FIG. 6, at step 610, the Al controller 603
sends a request to the platform controller 602 for registration
of an Al service or for update of the existing Al service
registration. The request may be referred to as registration
request or registration update request, respectively. The
request may include one or more of the followings.

(1) Information about the Al model: The information
about the Al model may indicate, for example, avail-
able cut layers, respective communication cost, and
cost of transmitting model parameters for model aggre-
gation. The available cut layers may be demonstrated
using one or more relferences (e.g. in the form of
identifiers) to pre-determined cut layers. The respective
communication cost may be related to the structure of
the cut layer (as 1llustrated elsewhere 1n this disclosure)
and may be expressed or measured by amount of data
to be transmitted or transferred.

(2) (Potential) locations of the Al service: The (potential)
locations of the A service may include, for example, a
list of 1dentifiers, names or network addresses. Each of
these may 1dentily a location that an Al server 1s or can
be (potentially) deployed for the Al service. When
multiple Al servers are deployed at the same Al service
location, the platform controller does not distinguish
but considers each Al server equivalently. Thus, the
(potential) locations of the Al service can be indicative
of a matching number of Al servers for the Al service
from the platform’s point of view. It may be noted that
a location of the Al service may be referred to as an Al
service location or an Al server location.

(3) Information about Al service locations: The informa-
tion about each Al service location identified above in
(2) 1s provided. The information may include loading
information (e.g. a value indicative of work load at the
Al service location), routing information (e.g. protocol
type, network address and port number, tunnel end
pomnt ID, tunnel ID, etc.). The routing information
specifies how to reach the Al server over the data plane
interface T4 (e.g. interface T4 404 1n FIG. 4).

(4) Information about the devices allowed to access the Al
service: The devices may be allowed to access the Al
services for AL model training, Al inference or both.
The imnformation about the allowed devices may include
identity information (e.g. device IDs, device group 1Ds
or any other data indicative of devices), anticipated area
for Al service location (e.g. zone IDs— identifier
indicative of pre-configured zones), and allowed cut
layer(s) (e.g. references to pre-determined cut layers).
In some cases, the devices allowed to access the Al
service may include any devices. In some cases, the
devices allowed to access the Al service may include
only devices having a valid subscription to the Al
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service. It may be noted that 1n some embodiments the
information element (4) 1s optional.

(5) Parameters related to the model tramning: Some
examples of the parameters related to the Al model
training include batch size and number of epochs for
bottom learming level. It may be noted that 1n some
embodiments the information element (35) 1s optional.

(6) Requested or suggested value of parameter k: The
parameter kK 1s a system parameter related to k-ano-
nymity provisioning. It may be noted that in some
embodiments the information element (6) 1s optional.

(7) Information identifying the Al controller (e.g. Al
controller identifier)

(8) Information identifying the Al service (e.g. Al service
identifier)

Upon receiving the request from the Al controller 603, the
platform controller 602, at step 620, authorizes the registra-
tion request based on, for example, a contract associated
with the Al controller 603. The contract may be associated
with the information identifying the Al controller 603 1n the
request. The contract may be signed by the platform operator
and the Al service provider. This step can be optional, for
example, when the Al controller 603 is in the trust domain.

If the registration request 1s not authorized at step 620, the
platform controller 602, at step 630, sends a response to the
Al controller 603. The response indicates that the request 1s
rejected. Upon delivery of the rejection response, the pro-
cedure 600 may terminate. On the contrary, if the registra-
tion request 1s authorized at step 620, delivery of the
response indicating the request authorized 1s optional, and
the procedure 600 proceeds to step 640. In some embodi-
ments, step 630 would not be performed, 11 step 620 1s not
performed.

Based on the information 1n the registration or registration
update request received from the Al controller 603, the
plattorm controller 602, at step 640, creates a service
instance or updates an existing service instance for the Al
service. Step 640 includes sub-step 641 and sub-step 642, as
illustrated below.

Based on the information 610 received from the Al
controller 603, the platform controller 602, at sub-step 641,
selects one or more coordinators 601 and associates the
selected coordinator(s) 601 with the Al server location(s)
identified in the registration or registration update request.
Each coordinator 601 is associated with a single Al server
location, whereas each Al server location can be associated
with one coordinator, multiple coordinators or even no
coordinator.

Then, at sub-step 642, the platform controller 602 pro-
vides configuration information to each of the coordinators
601 sclected at sub-step 641. The configuration information
provided to the coordinator 601 may include routing infor-
mation to be used by the coordinator 601 for communication
with the associated Al server location (e.g. sending data to
the associated Al server location or recerving data from the
associated Al server location). The routing information may
include information related to the Al server location. The
routing information 1s included in the registration or regis-
tration update request. The routing information may specily
how to reach the Al server over the data plane interface T4
(e.g. mnterface T4 404 1n FIG. 4).

The configuration information provided to the coordinator
601 may further include information identifying the Al
service (e.g. as provided by the Al controller 603 1n step
610). The coordinator 601 can respond to the platform
controller 602 1n this step. In the response, the coordinator
601 provides routing information related to the coordinator
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601 to the platform controller 602 (e.g. network address,
port number, protocol, tunnel 1D, tunnel end point 1D, etc.).
The routing information specifies how to reach the coordi-
nator 601 over the data plane 1nterface T4 (e.g. interface T4
404 1n FIG. 4).

At step 6350, the platform controller 602 responses to the
Al controller 603 for the registration (or registration update)
request received at step 610. In the response, the platform
controller 602 may provide routing information for each of
the Al server locations associated with the coordinator 601.
The routing information (e.g. network address, port number,
protocol, tunnel 1D, tunnel end point ID) 1s related to the
coordinator 602 associated with the Al server location. The
routing information specifies how to reach the coordinator
601 over the data plane interface T4 (e.g. interface T4 404
in FIG. 4). It 1s recerved from the coordinator 601 at sub-step
641. The Al server deployed at the Al server location may
use this routing information to send messages or data to the
coordinator 601 over interface T4 (e.g. interface 14 404 1n
FIG. 4).

FI1G. 7 1llustrates, 1n a tflow diagram, the procedure 700 for
notifying the service availability and requesting service
access, 1 accordance with embodiments of the present
disclosure.

Referring to FIG. 7, at step 710, the Al controller 603
registers an Al service or update an existing Al service
registration at the platform controller 602, for example via
the procedure 600 1llustrated 1in FIG. 6. Through step 710,
the Al controller 603 can determine whether the device 701
1s allowed to access the Al service. After step 710, the Al
service 1s available for use or access by the devices 701.

At step 720, the device 701 sends a registration request to
the platform controller 602 to be registered at the platform
controller 602. The device registration request includes
information identitying the device 701. The platform con-
troller 602 authorizes the device 701 to be connected to the
platform, for example according to the device 701’°s sub-
scription to the Al platform. Step 720 can occur before or
after step 710 as illustrated in FIG. 7. In other words, the
device registration process can occur either as step 720a or
step 720b. It the device registration process 1s taking place
at step 720a, the platform controller 602 may send a
response message (e.g. a registration response) to the device
701. The response message may include information indi-
cating whether the device registration request 1s accepted
(1.e. whether the device 701 1s authorized to connect to the
platform) before the step 710. It may be noted that the
response message 1s not shown i FIG. 7.

At step 730, the platform controller 602 notifies the device
701 about availability of the Al service registered at step
710. This notification may include imnformation i1dentifying
the Al service (e.g. an Al service 1dentifier). In this step, the
plattorm controller 602 may further notity the device 701
about availability of other Al services, by including the
identifiers of those Al services 1n the notification. Step 730
can be performed 1n response to step 710 or step 720. If step
730 occurs 1n response to step 720 (either 720a or 72056),
step 730 may be in the form of a registration response
message (1.e. 1 the form of a response to the device
registration request at step 720), and the Al service avail-
ability may be provided to the device 701 1n the registration
response message (1.e. step 730).

At step 740, the device 701 sends a request, for the Al
service access, to the platform controller 602. The request
sent by the device 701 may include information identiiying
the Al service (e.g. the Al service 1dentifier) and can further
include status information (e.g. loading, energy level, etc.)
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of the device. The request may also indicate the purpose of
the access (e.g. whether the access 1s for AI model training,
Al 1nference or both). When the request indicates the
purpose of the access 1s Al model training, the device 701
would contribute to or participate in the Al model traiming
for the Al service. In this case, the request can be referred to
as consent notification. The request from the device 701 may
turther include routing information related to the device 701
speciiying how to reach the device 701 over data plane
interface T2 (e.g. interface T2 402 1n FIG. 4). The routing
information related to the device 701 may include one or
more of device network address, port number, protocol type,
tunnel end point ID and tunnel ID.

Upon receiving the request at step 740, the platform
controller 602, at step 750, associates or re-associates the
device 701 with the coordinator 601 in the service 1nstance
corresponding to the Al service. It may be noted that step
750 1s optional. Belore performing step 750, the platform
controller may authorize the request according to informa-
tion (e.g. mnformation about the devices allowed to access
the Al service) received from the Al controller in step 610
in FI1G. 6. If the device 1s not among those allowed to access
the Al service, the request 1s rejected (1.e. not authorized),
and steps 750 and 760 are not performed. In this case, the
plattorm controller 1 step 770 notifies the device of the
rejection and the cause of the rejection.

When the device 701 1s associated (or re-associated), the
platiorm controller 602, at step 760, configures the coordi-
nator 601 that the device 701 1s associated with. If routing
information 1s provided by the device 701 to the platform
controller 602 at step 730, the platform controller 602, at
step 760, provides the coordinator 601 with the routing
information received from the device 701 at step 730. The
routing information can be used by the coordinator 601 for
transmitting data, message or signal to the device 701 over
data plane interface T2 (e.g. mterface T2 402 1n FIG. 4).

The coordinator 601 may provide routing information
related to the coordinator 601, when the coordinator 601
responds to the platform controller 602 during the coordi-
nator configuration 760. The routing information may
specily how to reach the coordinator 601 over data plane
interface 12 (e.g. iterface T2 402 in FIG. 4). The routing
information may include one or more of coordinator net-
work address, port number, protocol type, tunnel end point
ID and tunnel ID. It may be noted that 1n some embodiments
step 760 1s optional, for example, when the coordinator has
been preconfigured and/or when the routine information
related to the coordinator has been preconfigured in the
platform controller.

At step 770, the platform controller 602 sends a response
to the device 701. The response indicates whether the
request for the Al service access made at step 740 1s
accepted. If the platform controller 602 received routing
information from the coordinator 601 in step 760, the
platiorm controller 602 includes the routing information
received from the coordinator 601 in the response. The
device 701 then uses the received routing information for
transmitting data, message or signal to the coordinator 601
over data plane interface T2 (e.g. interface T2 402 1n FIG.
4). After step 770, the platform controller 602 can, at any
time, provide updated routing information to the device 701
for the Al service, for example, when the coordinator 601
that the device 1s associated with 1s changed or relocated.

According to embodiments, after the Al service 1s regis-
tered, the Al controller may request for a training cycle (1.e.
a cycle of Al model training) for the Al service. The request
can be made by sending a request for a training cycle to the
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platiorm controller via interface T4 (e.g. step 910 1n FIG. 9).
The request for Al model training cycle can be made upon
necessity, for example when mitially building the Al model
or when i1dentifying Al model accuracy degradation and
improving Al model accuracy. Upon request, the platform
controller performs training cycle mitialization/preparation.
For example, the platform controller may 1nitialize or pre-
pare the service instance for the Al training cycle (e.g. step
940 1 FIG. 9). Duning the mitialization/preparation (e.g.
step 940 1n F1G. 9), the platform controller may select clients
to jo1n the traming cycle for the Al service (e.g. step 941 in
FIG. 9). The selected clients may participate in or contribute
to the Al model training within the training cycle.

In various embodiments, the platiorm controller selects
clients according to their consent to contribute to the Al
model training. The clients’ consent may be received for
example at step 740 of FIG. 7. In some embodiments, the
platform controller may select clients only from the devices
that have consented to contribute to the Al model training.
The platform controller may associate or re-associate the
selected clients with the coordinators 1n the service mstance
(e.g. step 941 in FIG. 9).

According to embodiments, a device can be associated
with only one coordinator whereas one coordinator can be
associated with no device, one or multiple devices. How-
ever, 1 support of k-anonymity, a coordinator should be
assoclated either no devices or at least k devices, where the
value of parameter k can be pre-configured in the platform
controller or negotiated with the Al controller (e.g. via the Al
service registration procedure illustrated in FIG. 6).

According to embodiments, the platform controller can
select a cut layer for each of the selected clients. The
platform controller selects the same cut layer for clients
associated with the same coordinator. According to embodi-
ments, after the training cycle mitialization/preparation, the
client’s association with the coordinator may change. For
example, the coordinator associated with the client during
the 1nitialization 1s different from the coordinator associated
with the client when the client’s request for the Al service
access 1s accepted by the platform controller. The platiorm
controller may configure each coordinator by providing
configuration information to the coordinator. The configu-
ration mformation may include the cut layer selected for
clients associated with the coordator (e.g. sub-step 942 1n
FIG. 9).

According to embodiments, the platform controller noti-
fies each of the selected devices about the cut layer selected
for the device (e.g. via the step 950 1n FIG. 9). The devices
are selected during the imitialization or preparation of the
training cycle. In various embodiments, the notification
includes information representing the selected cut layer, for
example a reference or an ID indicative of one of the
pre-defined cut. The notification may further include routing,
information related to the coordinator associated with the
client. The routing information may specily how to reach the
coordinator over data plane interface 12 (e.g. interface T2
402 in FIG. 4). The routing information may include one or
more of coordinator network address, port number, protocol
type, tunnel end point ID and tunnel ID. The coordinator
may determine the routing information and send the deter-
mined routing information to the platform controller (e.g.
via sub-step 942 of FIG. 9).

According to embodiments, the client can participate 1n or
contribute to the AI model training according to the cut layer
during the training cycle. The client may use the routing
information to send messages, data or signal to the coordi-
nator. In some embodiments, the notification 1s not sent from
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the platform controller but from the coordinator, when the
coordinator nvites the client to join the tramning cycle (e.g.
via sub-step 1041 1n FIG. 10). In other words, the notifica-
tion 1s sent to the device as part of the invitation by the
coordinator. The coordinator may obtain or receive infor-
mation indicative of the cut layer from the platform con-
troller, for example via sub-step 942 1n FIG. 9.

According to embodiments, some coordinators 1n the
service 1nstance may be associated with no client. In such a
case, the Al server locations associated with those coordi-
nators will not be used for the current Al training cycle, as
no data will be sent to them. Al server locations associated
with (other) coordinators that are associated with clients will
be used for the current training cycle. The platform control-
ler notifies the Al controller of the Al server locations that
will be used for the current training cycle. For example,
information 1ndicative of the Al server locations (e.g. a list
of location IDs, names or addresses) may be provided to the
Al controller by the platform controller. In the notification,
the platform controller also provides the cut layer associated
with the Al server location (e.g. the cut layer selected for
clients associated with the coordinator that the Al server
location 1s associated with). In some embodiments, the
platform controller may notily the Al controller of Al server
locations and the cut layer, using the response sent to the Al
controller for the training cycle request (e.g. step 960 1n FIG.
9). In other words, the platiorm controller may integrate the
information indicative of the Al service locations and the cut
layer 1nto the response. Then, the Al controller can provide
the cut layer information and the routing information to the
Al server at the Al server locations (e.g. step 970 1n FIG. 9),
and the Al servers will use these information to perform the
Al model traiming in the current training cycle. Then, the Al
server performs learning, e.g. either top learning level with
the devices or bottom learning level (CL or SL), 1n accor-
dance with the cut layer information provided by the Al
controller, as 1llustrated above.

To carry out the (Al model) training cycle, when the Al
servers are ready, the Al controller can notify the platform
controller that the training cycle can be started (e.g. sub-step
1021 in FIG. 10). Upon receiving the notification, the
platiorm controller will start the (Al model) training cycle.
When the platform controller starts the training cycle, it may
notity the coordinators to start the traiming cycle at the
bottom learning level (e.g. step 1030 mn FIG. 10). Upon
receiving the notification from the platform controller, each
coordinator invites their associated clients to the training
cycle (1.e. to join the traiming cycle). The coordinators may
send 1nvitations or notifications to the clients (e.g. sub-step
1041 1in FIG. 10). The mvitation sent by the coordinators
may include parameters related to the (Al) model training.
Some examples of these parameters include batch size,
number of epochs, learning rate, and information indicative
of the cut layer.

When a top or bottom cut 1s selected (e.g. the cut layer 1s
selected at or above the output layer, or at or below the 1nput
layer), the coordinator may invite all associated clients at the
same time. According to embodiments, any clients receiving,
the 1nvitation can accept or refuse the invitation. I a client
accepts the ivitation, the client, based on the parameters
included in the vitation, performs the model training and
sends local model parameters or raw training data to the
coordinator (e.g. at sub-step 1044 1n FIG. 10). The coordi-
nator forwards the received data to the associated Al server
location, where the top learning level or bottom learning
level (e.g. 1n centralized form, corresponding to centralized
learning scenario) occurs. When a middle cut 1s selected
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(c.g. the cut layer 1s selected between the output and the
input layer), the coordinator may vite (e.g. sub-step 1041
in FIG. 10) one client at a time (e.g., 1n a time sequence) to
jo01n the tramning cycle. In this case, the coordinator invites
next client after current client fimshes model training asso-
ciated with the training cycle.

FIG. 8 illustrates an Al model training cycle at the Al
service platform 800 that supports multi-level learning
framework, 1n accordance with embodiments of the present
disclosure. Reterring to FIG. 8, each of the clients 811, 812
and 813 1s communicatively connected to or associated with
the coordinator 820 for the Al service. The coordinator 820
1s communicatively connected to the local Al server 830. As
such, the clients 811, 812 and 813 are commumnicatively
connected to or associated with the local Al server 830 via
the coordinator 820. Fach of the clients 811, 812 and 813
may join the training cycle (including contributing to the
model training within the training cycle). The training cycle
which each of the clients 811, 812 and 813 joins may be
referred to as iteration. Fach iteration may be associated
with a particular client.

For each iteration, the model parameters at the Al server
830 may be updated once or multiple times to cover all the
batches of local data. Each update may correspond to a
different batch of local data on the respective client (e.g.
client 811). For every batch, the client 811 trains the local Al
model following the procedure of SL. The respective client
811 sends, to the Al server 830, parameters related to the cut
layer and receives, from the Al server 830, parameters (e.g.
gradients) related to the corresponding backpropagation.
The Al server 830 may perform (Al model) updates using
the cut layer parameters received from the client 811. The
client 811 may use the parameters (e.g. gradients) related to
the corresponding backpropagation for error correction or
(Al) model parameter tuning (or adjustment). For secure
data transier, the parameters are transmitted between the
client 811 and the Al server 830 via the coordinator 820.

At the end of the 1teration, the respective client 811 sends
(e.g. sub-step 1045 1n FIG. 10) the Al model parameters to
the coordinator 820. The Al model parameters are protected
from the coordinator 820 1n terms of confidentiality and

integrity. The Al model parameters demonstrate statuses of

neurons and weights of links at or below the selected cut
layer (inclusive). The client 811 sends the parameters to the
coordinator 820 through a message sent to the coordinator

820. This message may be also indicative of completion of

the 1teration associated with the particular client 811.
Upon recerving the indication, the coordinator 820 starts
the next iteration. At the beginming of the next iteration (with
a different client 812), the coordinator 820 sends the param-
cters to the respective client 812 as part of the invitation (e.g.
sub-step 1041 of FIG. 10) or through a separate message
(e.g. sub-step 1043 1n FIG. 10). The client 812 decrypts the
received parameters and uses them to update the local
component of the Al model (1.e. layers below the cut layer,
inclusive) to perform bottom learning level. The secure
transter of model parameters from the client 811 to the client
812 via the coordinator 820 1s illustrated by the dashed
arrows 815 1n FIG. 8 and 1s further illustrated in step 1050
of FIG. 10. In various embodiments, secure data transfer can
be achieved using cryptographic techniques and key man-
agement schemes such that the coordinator 820 cannot read
the parameters that will be forwarded to the client 812. For
example, the model parameters can be encrypted using a
group key that 1s not known to the coordinator 820 but
known to the clients associated with the coordinator 820 for

the Al service (e.g. clients 811, 812 and 813). The coordi-
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nator 820 performs the iterations with the associated clients,
for example by inviting each client sequentially (e.g. one
alter another) until 1t finishes a swipe of them. One swipe
corresponds to one epoch of the local data sets of the clients.
A training cycle may mvolve multiple swipes, depending on
the number of epochs specified by the Al controller in Al
service registration or training cycle request.

When the training cycle completes between the clients
(e.g. clients 811, 812, 813) and the Al server 830 (e.g. when
the required number of swipes have been reached), the
coordinator 820 notifies the Al server 830 of the training
cycle completion (e.g. via step 1060 in FIG. 10). Upon
receiving the notification, the Al server 830 performs top
learning level following the FL procedure using the trained
local AI model (e.g. step 1070 1n FIG. 10). The top learning
level of the training cycle may happen 1n the Al application
layer, between Al servers, without imnvolving platform com-
ponents.

After a training cycle completes, the Al controller can
request for, and trigger to start a new training cycle. The
training cycles continue until certain termination condition
1s met (e.g. model convergence). Between training cycles,
the Al server may determine a new learning rate, a new batch
s1ze, a new number of epochs needed for bottom learning
level or any combination thereof. The Al server may also
update the new parameters to the clients via the coordinator.
This occurs at the Al application layer and 1s up to Al-
application-layer implementation.

If some clients drops from or refuses the training cycle,
the coordinator interacts with the platform controller to
recruit or request more clients, thereby limiting any jeopar-
dization of k-anonymaity. Accordingly, the platform control-
ler may associate additional clients to the coordinator. In
some embodiments, when associating additional clients to
the coordinator, the platform controller may choose to
associate (re-associate) with some clients that are already
associated with other clients (e.g. recruit or moving clients
from other coordinators). After re-associated with those
clients, the coordinator may modify the Al training service
instance (e.g. removing coordinator(s)) to ensure, to ensure
k-anonymity protection. In such case, the platform controller
may coordinate with the Al service provider to restart the
training cycle i order to avoid training inconsistency. IT
enough number of available clients cannot be found, the
platform controller may stop the training cycle and notify
the Al service provider that there are msuilicient number of
clients.

When the training completes or terminates (e.g. when the
model converges or other pre-determined conditions are
met), Al server(s) may notily the Al controller of the
completion. Then, the Al controller may notify the platform
controller of the training completion. The training comple-
tion notification may include the Al controller ID and the Al
service 1dentifier.

Upon receiving the notification, the platform controller
can release resource related to the model training. The
platiorm controller notifies or configures the coordinator to
release resources related to the model training. According to
the notification or configuration, the coordinator releases the
resources (e.g. free memory, delete transient local data). In
some embodiments, the coordinator in turn notifies the
device to release resources related to the training. In some
embodiments, the coordinator notifies the device to releases
resource, 1f the notification received from the platform
controller includes indicates that the coordinator needs to
notily the device to release resources. Alternatively, the
platform controller may directly, without involving the coor-
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dinator, notify the device to release resource related to the
training. Upon recerving the notification from the coordina-
tor or the platform controller, the device releases the
resources (e.g. free memory, delete transient local data).

FI1G. 9 1llustrates, 1n a flow diagram, a procedure 900 for
preparing a training cycle for Al service, 1n accordance with
embodiments of the present disclosure. Referring to FIG. 9,
the Al controller 603, at step 910, requests for a traiming
cycle for the Al service. The Al controller 603 may send a
request for a training cycle for the Al service to the platform
controller 602. The request may include one or more of the
following information.

(1) Information identifying the Al controller (e.g. an Al
controller identifier): The information may be associ-
ated with a signed contract between the platiorm opera-
tor and the Al service provider.

(2) Information i1dentifying the Al service (e.g. an Al
service 1dentifier)

(3) Information related to the model training (e.g. learning
rate, batch size, number of epochs for bottom learming
level)

Upon recerving the request, the platform controller 602, at
step 920, authorizes the request, for example based on
information identifying the Al controller and information
identifying the Al service. In some embodiments, only the
Al controller 603 1n which the Al service 1s registered may
be allowed or authorized to request for a training cycle for
the Al service. Whether the Al service 1s registered at the Al
controller 603 may be i1dentified 1n the information 1dent-
tying the Al controller 603 (e.g. Al controller identifier).
This step can be optional, for example, when the Al con-
troller 603 1s 1n the trust domain (1.e. trusted by the platform
controller 602).

If the request 1s not authorized at step 920, the platform
controller 602, at step 930, sends a response to the Al
controller 603. The response indicates that the request is
rejected. Upon delivery of the rejection response, the pro-
cedure 900 may terminate. On the contrary, 1f the registra-
tion request 1s authorized at step 920, delivery of the
response indicating the request authorized 1s optional, and
the procedure 900 proceeds to step 940. Step 930 would not
be performed, if step 920 1s not performed.

The platform controller 602, at step 940, initializes or
prepares the service istance corresponding to the Al service
for the training cycle, as 1dentified 1n the request 1n at step
910. Step 940 includes sub-step 941 and sub-step 942, as
illustrated below.

Based on the information recerved from the Al controller
603, the platform controller 602, at sub-step 941, may select
clients 701, associate the selected clients 701 with the
coordinator(s) 601 in the service instance, and select a cut
layer for the selected clients 701. In various embodiments,
the platform controller 602 may select from the devices
allowed to access the Al service. This may be indicated by
the Al controller 603, for example 1n the registration (up-
date) request at step 610 of FIG. 6. When selecting client(s)
701, the platform controller 602 may also take into account
the clients’ consent, for example as 1s provided by the clients
701 at step 740 of FIG. 7. In some embodiments, the
plattorm controller 602 only selects clients which are
allowed to access the Al service and have consented to the
model training for the Al service. When selecting the cut
layer, the platform controller 602 selects among the cut
layers that are available (e.g. allowed to use) to the clients
701, as indicated by the Al controller 603. The available cut
layers may be indicated in the registration request (or
registration update request) at step 610 of FIG. 6.
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The platform controller 602, at sub-step 942, provides
configuration information to one or more coordinators 601
participating in the training cycle. Configuration information
may be provided for each of the one or more coordinators in
this step. For a coordinator 601, the configuration informa-
tion may include information about the clients 701 associ-
ated with the coordinator 601 (e.g. 1dentifiers or network
addresses of the clients or a client group ID) and information
about the cut layer selected for the clients 701 (e.g. infor-
mation indicative of the cut layer such as a reference to a
pre-defined cut layer or a cut layer ID; mformation indica-
tive of whether the cut layer 1s a top cut, a bottom cut or a
middle cut).

Upon receiving the configuration information from the
platiorm controller 602, the coordinator 601, still at sub-step
942, may send a response to the platform controller 602. The
response may include acknowledgment for receipt of the
configuration information. In the response, the coordinator
601 may also include routing information related to the
coordinator 601 (e.g. coordinator network address, port
number, protocol type, tunnel end point 1D, tunnel ID, etc.).
The routing information specifies how to reach the coordi-
nator 601 over the data plane interface 12 (e.g. interface 12
402 1n FIG. 4). In some embodiments, the routing informa-
tion may be provided for each client. In some embodiments,
the routing information may be the same for all clients
assoclated with the coordinator 601, as indicated in the
configuration information.

The platform controller 602, at step 950, sends a noftifi-
cation to each of the clients 701 selected at sub-step 941. The
notification sent to each client 701 may include information
indicative of the cut layer selected for the client 701 (e.g. a
reference to a pre-defined cut layer or a cut layer ID). The
notification may further include routing information related
to the coordinator 601 associated with the client 701 (e.g.
device network address, port number, protocol type, tunnel
end point ID, tunnel ID, etc.). The routing information
specifies how to reach the coordinator 601 over the data
plane interface 12 (e.g. mterface 12 402 1n FIG. 4). The
routing information may be obtained by the platform con-
troller 602 from the coordinator 601 1n sub-step 942. It may
be noted that step 950 1s optional.

The platform controller 602, at step 960, responds to the
Al controller 603 for the request received at step 910. The
response includes information mdicative of Al server loca-
tions where the training cycle will occur. The Al server
locations are those that are associated with the coordinator
601. It may be noted that the coordinator 601 1s associated
with one or more clients 701. It may be also noted that there
are one or more Al server locations. The information may
include 1dentifiers, names or addresses of the Al server
locations. The response may further include, for each Al
server location, mnformation indicative of a cut layer to be
used for the training cycle at the Al server location (e.g. a
reference to a predefined cut layer or a cut layer ID). The cut
layer corresponds to the cut layer selected for the clients 701
associated to the coordinator 601 associated with (or corre-
sponding to) the Al server location.

After receiving the response from the platform controller
602, the Al controller 603 may configure one or more Al
servers 901 at the Al server locations based on the infor-
mation included in the response. For example, the Al
controller 603 notifies each of the Al servers 901 about the
respective cut layer information. It may be noted that the Al
server 901 may be i1dentified 1n the response and may
perform model training based on the cut layer in the
response, as 1llustrated above.
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In some embodiments, Al server registration procedure
(e.g. procedure 600 1n FIG. 6) and training cycle request
procedure (e.g. procedure 900 in FIG. 9) may be integrated.
For example, the registration procedure 600 1s integrated
into the training cycle request procedure 900 as follows.

Each of steps 610 to 640 (including sub-steps 641 and
642) of FIG. 6 may be integrated with steps 910 to 940
(including sub-steps 941 and 942) of FIG. 9, respectively.
Further, step 630 of FIG. 6 may be integrated with step 960
of FIG. 9. Step 950 of FIG. 9 may be still performed in the
integrated procedure. Step 950 of FI1G. 9 1s similar to the step
730 1n FIG. 7 1n that these steps indicate availability of the
Al server(s). In other words, at step 9350 of FIG. 9, the
platiorm controller 602 notifies the device 701 about avail-
ability of the Al server(s).

In the integrated procedure, server instance creation and
training cycle initialization may be performed at the same
time for the Al server. According to embodiments, such
integration of the procedure can reduce signaling overhead
and delay.

FIG. 10 illustrates, 1 a flow diagram, a procedure 1000
for executing a training cycle for Al service, 1n accordance
with embodiments of the present disclosure. According to
embodiments, when a training cycle 1s prepared for the Al
service, the Al controller can notify the platform controller
that the training cycle can be started. Upon the notification,
the platform controller may instruct coordinators to start the
training cycle. For this, the platform controller may send a
notification to each of the coordinators that are associated
with clients for the Al service. The coordinators may be
included 1n the service instance of the Al service. According
to the notification, each of the coordinators invites its
associated devices to the training cycle. The devices can
train the Al model at the Al server associated with the Al
service, via the coordinator. According to embodiments, the
coordinator, during the training, route data between the
devices and the AI server. When data 1s transmitted, the
devices and the Al server(s) do not know about each other.
The coordinator also ensures k anonymity provision (1.e. at
least k devices should participate in the training).

Referring to FIG. 10, the Al controller 603, at step 1010,
triggers the platform controller 602 to prepare the service
instance for the training cycle, for example via the training
cycle request procedure 900 (1.¢. steps 910 to 960) 1llustrated
in FIG. 9. The service mstance includes the coordinator 601.
Afterwards, the Al controller 603 may configure the Al
servers 901 based on the information received from the
platform controller 602 for the training cycle. For example,
the Al controller 603 may imnform each of the Al servers 901
the cut layer to be used in the tramning cycle (e.g. as
described 1n the embodiment associated with FIG. 9, after
step 960).

When the Al servers 901 are configured, the Al controller
603, at sub-step 1021, notifies the platform controller 602 to
start the training cycle for the Al service. For example, the
Al controller 603, at sub-step 1021, may send a message to
the platform controller 602 to start the traming cycle. The
message sent by the Al controller 603 may include infor-
mation indicative of the Al service (e.g. Al service i1denti-
fier). The message may further include iformation indica-
tive of the Al controller 603 (e.g. Al controller 1dentifier).
The platform controller 602 may respond, at sub-step 1022,
to the Al controller 603 in order to acknowledge the receipt
of the notification.

At step 1030, according to the noftification received 1n
sub-step 1021, the platform controller 602 notifies the coor-
dinator 601 to start the training cycle for the Al service. For
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example, the platform controller 602 may send a message to
the coordinator 601 to start the training cycle. The message
sent by the platform controller 602 may include information
indicative of the Al service (e.g. Al service identifier). When
notifying the coordinator 601, the platform controller 602
may provide the coordinator 601 with the configuration
information described in sub-step 942 of FIG. 9, 1T the
information 1s not yet provided to the coordinator 601 (e.g.
if not provided to the coordinator at sub-step 942 of FI1G. 9).
The configuration mformation may be included in the mes-
sage that the platform controller 602 sends to the coordinator
601.

At step 1040, the coordinator 601 invites the client 701 to
the traming cycle. Upon the invitation, the device 701
contributes to the training. Step 1040 includes sub-step 1041
to sub-step 1045, as illustrated below.

At sub-step 1041, according to the notification received 1n
step 1030, the coordinator 601 invites the client 701 to the
training cycle. For this, the coordinator 601 may send a
message to the client 701. The client 701 1s associated with
the coordinator 601 as indicated in the configuration infor-
mation. As stated above, the configuration information may
be received from the platform controller 602 at step 930 or
sub-step 942 of FIG. 9. The mvitation (e.g. message sent
from the coordinator 601 to the client 701) may include
routing information related to the coordinator 601. Specifi-
cally, the routing information specifies how to reach the
coordinator over data plane interface 12 (e.g. interface T2
402 i FIG. 4). The routing information related to the
coordinator 601 may include coordinator network address,
port number, protocol type, tunnel end point ID and tunnel
ID. The routing information can be determined by the
coordinator 601 or recerved from the platform controller 602
at step 1030 as part of the configuration information.

In some embodiments, the invitation sent to the client 701
turther includes parameters related to the training cycle, e.g.
learning rate, batch size, number of epochs, cut layer, etc.
When a middle cut 1s selected (e.g. the cut layer 1s selected
between the output and the input layer), the platform con-
troller 602 may further provide model parameters in the
invitation 1n order to 1mtialize local component(s) of the Al
model (1.e. the components below the cut layer, inclusive).
In some embodiments, the Al model parameters may be
received by the platform controller 602 from another device
(1.e. device that 1s not the device 701 currently invited). The
Al model parameters may be received before mviting the
current device 701 and are protected from the coordinator
601 in terms of confidentiality and integrity. The platiorm
controller 602 may provide the device 701 with the model
parameters as 1s received.

At sub-step 1042, the client 701 accepts the invitation and
connects to the coordinator 601. The client 701 may connect
to the coordinator 601 using the routing information
included 1n the mvitation. The client 701 may send a
message to the coordinator 601 indicating that 1t accepts the
invitation (e.g. the client 710 agrees to join the training cycle
or agree to participate 1in the model training in the training
cycle). This sub-step 1042 (or the message sent from the
client 701 to the coordinator 601 in the sub-step 1042) can
be viewed as a consent notification.

At sub-step 1043, the coordinator 601 provides the device
701 with parameters related to the training cycle. Some
examples of the parameters include learning rate, batch size,
number of epochs and cut layer. When a middle cut 1s
selected (e.g. the cut layer 1s selected between the output and
the mput layer), the coordinator 601 may further provide
model parameters 1n the mvitation in order to 1mitialize local
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component(s) of the Al model (1.e. the components below
the cut layer, inclusive) 1n this step. The Al model param-
cters may be received or obtained by the coordinator 601
from another device (1.e. device that 1s not the device 701
currently invited). The Al model parameters may be
received before mviting the current device 701 (1.e. before
sub-step 1041) and are protected from the coordinator 601 1n
terms ol confidentiality and integrity. The coordinator 601
may provide the device 701 with the model parameters as 1s
received.

It may be noted that sub-step 1043 can be optional 11 the
parameters have been provided to the device 701, for
example at step 1041. Further, sub-step 1043 1s optional 1f
a bottom cut 1s selected (e.g. the cut layer 1s selected at or
below the mput layer). In some embodiments, sub-step 1043
1s optional 1 a top cut 1s selected (e.g. the cut layer 1is
selected at or above the output layer) as the parameters have
been pre-configured 1n the device 701.

At sub-step 1044, the device 701 participates 1n or con-
tributes to the Al model training for the Al service. For the
Al model training, the device 701 may use 1ts local data and
the parameters related to the training. The parameters may
be recerved from the coordinator 601 (e.g. sub-step 1041 or
1043). At sub-step 1044, the Al server 901 performs model
training or learming with the device 701 via the coordinator
601, without knowing about the device 701 (e.g. information
indicative of the device’s identity). It may be noted that
training, model training and learning refer to the same
process of establishing, improving or maintaining the Al
model 1n this disclosure.

If a bottom cut 1s selected (e.g. the cut layer 1s selected at
or below the mput layer), the device 701 sends raw training
data (1.e. training data 1n the original form) to the coordinator
601. The coordinator 601 forwards the data to the Al server
location associated with the coordinator 601. In this case, the
learning process occurs, in a centralized form, at the Al
server location (e.g. the Al server 901 deployed at the Al
server location). The Al server 901 trains the Al model using
the raw traiming data receirved from the coordinator 601. It
may be noted that this case for the bottom cut corresponds
to CL 1illustrated above.

When a top cut 1s selected (e.g. the cut layer 1s selected at
or above the output layer), the device 701 locally trains a
local version of the AI model using 1ts local data and sends
the model parameters (e.g. gradients) of the local AI model
to the coordinator 601. The coordmator 601 forwards the
parameters to the Al server location associated with the
coordinator 601. In this case, the learning process occurs, 1n
a localized form, at the device 701. Local model parameters
from other clients may be recerved, via the coordinator 601,
at the Al server location, for example the Al server 901
deployed at the AI server location. The Al server 901
aggregates or combines the local model parameters in order
to create or update the model parameters of the Al model. It
may be noted that this case for the top cut corresponds to FL
illustrated above.

If a middle cut 1s selected (e.g. the cut layer 1s selected
between the output and the 1input layer), the learning process
occurs, 1n a semi-distributed form, at the device 701 and also
at the Al server location (e.g. the Al server 901 deployed at
the Al server location). It may be noted that the case for the
middle cut corresponds to SL 1llustrated above. The learming,
process for the middle cut may comprise multiple stages. In
cach stage, the device 701 trains one or more local compo-
nents of the AI model (i.e. the partition(s) at or below the cut
layer) using local data. The device 701 sends the Al model
parameters to the coordinator 601, and then the coordinator
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601 forwards the received parameters to the Al server
location (e.g. Al server 901 deployed at the Al server
location). The Al model parameters are related to the cut
layer and are resulted from the local Al model training.
Then, using the Al model parameters received, via the
coordinator 601, from the device 701, the Al server 901
trains the other component(s) (1.e. the partition(s) above the
cut layer). The Al server 901 also sends backpropagation-
related parameters (e.g. gradients) to the coordinator 601
which forwards the backpropagation-related parameters to
the device 701. The device 701 may use the recerved
backpropagation-related parameters to adjust the model
parameters 1 the local component of the model (1.e. the
partition(s) at or below the cut layer). After the local
parameters are adjusted, the learning process proceeds to the
next stage.

At sub-step 1045, the device 701 sends a message to the
coordinator 601, indicating that the device 701 finishes the
model traming for that traiming cycle. If a middle cut 1s
selected (e.g. the cut layer 1s selected between the output and
the 1mput layer), the message may include the latest model
parameters associated with the local component of the Al
model (i1.e. the partition(s) at or below the cut layer).
According to embodiments, the Al model parameters are
protected from the coordinator 601 1n terms of confidenti-
ality and integrity. It may be noted that sub-step 1045 is
optional.

At step 10350, the coordinator 601 performs the learning
process (e.g. model training 1llustrated at step 1040) with
other device(s) associated with the coordinator 601 for the
Al service. In some embodiments, the coordinator 601 may
perform step 1050 in parallel with step 1040, for example
when a top cut or a bottom cut 1s selected for the cut layer.
In some embodiments, the coordinator 601 may perform
step 1050 after step 1040, for example when a middle cut 1s
selected for the cut layer. In this case, when other device(s)
receives or transmits the model parameters related to the
training cycle (e.g. sub-steps 1041 and 1043 but with other
device(s)), the coordinator 601 may provide the other device
(s) with the parameters received from the device 701 at
sub-steps 1045. This 1s to realize the parameters transierred
from the device 701 to the other device(s).

According to embodiments, when performing step 1050,
the coordinator 601 ensures k-anonymity provision. As
such, the coordinator 601 1nvites at least k different devices
to the training cycle to ensure, for example, confidentiality
and integrity. The value k may be pre-configured at the
coordinator 601 or received, by the coordinator 601, from
the platform controller 602 during service registration (e.g.
sub-step 642 1n FIG. 6). The coordinator 601 may not invite
one device to the same training cycle multiple times.

At step 1060, the coordinator 601 notifies the Al server
901 that the number of epoch has been reached. As an
example, the number of epoch can be reached when each of
the devices associated with the coordinator 601 1s invited to
the training cycle a matching number of times. The number
ol epoch may be pre-configured at the coordinator 601 or
received by the coordinator 601 from the platform controller
602 during service registration procedure (e.g. sub-step 642
in FIG. 6) or training cycle request procedure (e.g. sub-step
942 1n FIG. 9). It may be noted that step 1060 may be
optional when a top cut or a bottom cut 1s selected for the cut
layer.

At step 1070, the Al server 901 performs top learning
level, followed by FL procedure with other Al servers. It
may be noted that step 1070 may be optional when a top 1s
selected for the cut layer.
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If a top cut 1s selected for the cut layer, the Al server 901,
at step 1080, sends updated parameters of the Al model to
the coordinator 601. Then, the coordinator 601 forwards the
received parameters to the client 701. The parameters
include model parameters of the Al model.

According to embodiments, the Al service platform sup-
porting multi-level learning framework enables customiz-
able and privacy-preserving deep learning with decentral-
1zed data, 1 particular where privacy preservation includes
protection of data privacy (e.g. differential privacy) and user
privacy (e.g. k-anonymity). Further, the Al service platform
supporting multi-level learning framework may also maxi-
mize performances of device, server and network altogether.
The performances may be optimized in terms of device
status (e.g. power/energy level), Al server condition (e.g.
loading), network conditions (e.g. loading, congestion, etc.)
and locations of devices and servers.

FIG. 11 1s a schematic diagram of an electronic device
1100 that may perform any or all of operations of the above
methods and {features explicitly or implicitly described
herein, according to different embodiments of the present
disclosure. For example, a dedicated hardware capable of
executing instructions for operation of the above methods
and features may be configured as electronic device 1100.
Further, a computer equipped with network function may be
configured as electronic device 1100. The electronic device
may be a mobile device or a device forming part of a cell or
base station, a radio access node, control function, inira-
structure, or other device 1n a wireless communication
access network or core network. The electronic device may
be a device forming part of a device forming part of a
coordinator, a platform controller, an Al controller, an Al
server (e.g. a local Al server deployed at the Al server
location).

As shown, the device includes a processor 1110, such as
a Central Processing Unit (CPU) or specialized processors
such as a Graphics Processing Unit (GPU) or other such
processor unit, memory 1120, non-transitory mass storage
1130, I/O intertace 1140, network interface 1150, and a
transceiver 1160, all of which are communicatively coupled
via bi-directional bus 1170. According to certain embodi-
ments, any or all of the depicted elements may be utilized,
or only a subset of the elements. Further, the device 1100
may contain multiple instances of certain elements, such as
multiple processors, memories, or transceivers. Also, ele-
ments of the hardware device may be directly coupled to
other elements without the bi-directional bus. Additionally
or alternatively to a processor and memory, other electron-
ics, such as integrated circuits, may be employed for per-
forming the required logical operations.

The memory 1120 may include any type of non-transitory
memory such as static random access memory (SRAM),
dynamic random access memory (DRAM), synchronous
DRAM (SDRAM), read-only memory (ROM), any combi-
nation of such, or the like. The mass storage element 1130
may include any type of non-transitory storage device, such
as a solid state drive, hard disk drive, a magnetic disk drive,
an optical disk drive, USB drive, or any computer program
product configured to store data and machine executable
program code. According to certain embodiments, the
memory 1120 or mass storage 1130 may have recorded
thereon statements and instructions executable by the pro-
cessor 1110 for performing any of the aforementioned
method operations described above.

It will be appreciated that, although specific embodiments
of the technology have been described herein for purposes of
illustration, various modifications may be made without
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departing from the scope of the technology. The specifica-
tion and drawings are, accordingly, to be regarded simply as
an 1llustration of the invention as defined by the appended
claims, and are contemplated to cover any and all modifi-
cations, variations, combinations or equivalents that fall
within the scope of the present invention. In particular, it 1s
within the scope of the technology to provide a computer
program product or program element, or a program storage
or memory device such as a magnetic or optical wire, tape
or disc, or the like, for storing signals readable by a machine,
for controlling the operation of a computer according to the
method of the technology and/or to structure some or all of
its components in accordance with the system of the tech-
nology.

Acts associated with the method described herein can be
implemented as coded instructions 1n a computer program
product. In other words, the computer program product 1s a
computer-readable medium, for example a non-transitory
computer-readable medium, upon which software code 1s
recorded to execute the method when the computer program
product 1s loaded 1into memory and executed on the micro-
processor of the wireless communication device.

Further, each operation of the method may be executed on
any computing device, such as a personal computer, server,
PDA, or the like and pursuant to one or more, or a part of
one or more, program elements, modules or objects gener-
ated from any programming language, such as C++, Java, or
the like. In addition, each operation, or a file or object or the
like implementing each said operation, may be executed by
special purpose hardware or a circuit module designed for
that purpose.

Through the descriptions of the preceding embodiments,
the present invention may be implemented by using hard-
ware only or by using software and a necessary universal
hardware platform. Based on such understandings, the tech-
nical solution of the present mnvention may be embodied in
the form of a software product. The soitware product may be
stored 1n a non-volatile or non-transitory storage medium,
which can be a compact disk read-only memory (CD-ROM),
USB flash disk, or a removable hard disk. The software
product includes a number of instructions that enable a
computer device (personal computer, server, or network
device) to execute the methods provided 1n the embodiments
of the present invention. For example, such an execution
may correspond to a simulation of the logical operations as
described herein. The software product may additionally or
alternatively include number of instructions that enable a
computer device to execute operations for configuring or
programming a digital logic apparatus in accordance with
embodiments of the present invention.

Although the present mnvention has been described with
reference to specific features and embodiments thereot, it 1s
evident that various modifications and combinations can be
made thereto without departing from the invention. The
specification and drawings are, accordingly, to be regarded
simply as an 1llustration of the invention as defined by the
appended claims, and are contemplated to cover any and all
modifications, variations, combinations or equivalents that
tall within the scope of the present invention.

We claim:
1. A method of traimning an artificial intelligence (AI)
model, comprising:
selecting, by a platform controller, a device for traiming
the Al model:;
associating, by the platform controller, the device with a
coordinator for training the Al model;
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selecting, by the platform controller, a cut layer for the
device, wherein the cut layer indicates a bottom learn-
ing level in a multi-level learning framework which
includes the bottom learning level and a top learning
level, wherein in the multi-level learning framework
the bottom learming level indicates one of split learming
and local learning and centralized learning 1s applied
among the device, the coordinator and an Al server
corresponding to a location of the Al service, and the
top learning level indicates federated learning 1s
applied among Al servers each of which corresponding
to one of locations of the Al service, the federated
learning using the Al model traimned at the bottom
learning level; and

notifying, by the platform controller, an Al controller of

the cut layer corresponding to the location of the Al
Service.

2. The method of claim 1, before selecting the device,
turther comprising;:

receiving, by the platform controller from the Al control-

ler, a request for a training cycle associated with the Al
model for the Al service;

providing, by the platform controller, the coordinator with

configuration nformation, the configuration informa-
tion including information indicative of at least one of
the cut layer and the device; and

receiving, by the platform controller from the coordinator,

routing information indicating how the device reaches
the coordinator;
wherein the selecting the device comprises selecting the
device for the training cycle.
3. The method of claim 2, further comprising;:
selecting, by the platform controller, other devices for the
training cycle and associate the other devices with the
coordinator for the training of the Al model;

wherein the cut layer selected by the platform controller

are for all the devices associated with the coordinator.

4. The method of claim 1, turther comprising;:

notifying, by the platform controller, one or more selected

devices of at least one of the cut layer for the training
of the Al model and how to reach the coordinator.

5. The method of claam 1, wherein when the bottom
learning level indicates the split learning, the cut layer
turther indicates a particular cut for the AI model.

6. A platform controller for training artificial intelligence
(Al) model, comprising a processor coupled with a memory
having stored thereon instructions, the instructions when
executed by the processor configure the platform controller
to:

select a device for training the Al model;

associate the device with a coordinator for training the Al

model;

select a cut layer for the device, wherein the cut layer

indicates a bottom learning level in a multi-level learn-
ing framework which includes the bottom learning
level and a top learning level, wherein 1in the multi-level
learning framework the bottom learning level indicates
one of split learning and local learming and centralized
learning 1s applied among the device, the coordinator
and an Al server corresponding to a location of the Al
service, and the top learning level indicates federated
learning 1s applied among Al servers each of which
corresponding to one of locations of the Al service, the
federated learning using the Al model trained at the
bottom learming level; and

notity an Al controller of the cut layer corresponding to

the location of the Al service.
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7. The platform controller of claim 6, wherein the plat-
form controller, before selecting the device, 1s further con-
figured to:
receive, from the Al controller, a request for a training
cycle associated with the Al model for the Al service;

provide the coordinator with configuration information,
the configuration information including information
indicative of at least one of the cut layer and the device;
and

receive, from the coordinator, routing information 1ndi-

cating how the device reaches the coordinator;
wherein the selecting the device comprises selecting the
device for the training cycle.

8. The platform controller of claim 6, wherein the plat-
form controller 1s further configured to:

notify one or more selected devices of at least one of the

cut layer for the tramning of the Al model and how to
reach the coordinator.

9. The platform controller of claim 6, wherein the instruc-
tions when executed by the processor further configure the
platform controller to:

select other devices for the training cycle and associate

the other devices with the coordinator for the traiming
of the Al model;

wherein the cut layer selected by the platform controller

are for all the devices associated with the coordinator.

10. The platform controller of claim 6, wherein when the
bottom learning level indicates the split learning, the cut
layer further indicates a particular cut for the Al model.

11. A non-transitory computer readable medium compris-
ing 1nstructions, the instructions when executed by a pro-
cesser of an electronic device, cause the electronic device to:

select a device for training the Al model;

associate the device with a coordinator for training the Al

model;

select a cut layer for the device, wherein the cut layer

indicates a bottom learning level in a multi-level learn-
ing framework which includes the bottom learning
level and a top learning level, wherein 1n the multi-level
learning framework the bottom learning level indicates
one of split learning and local learming and centralized
learning 1s applied among the device, the coordinator
and an Al server corresponding to a location of the Al
service, and the top learning level indicates federated
learning 1s applied among Al servers each of which
corresponding to one of locations of the Al service, the
federated learning using the Al model trained at the
bottom learning level; and

notity an Al controller of the cut layer corresponding to

the location of the Al service.
12. The non-transitory computer readable medium of
claiam 11, wherein before selecting the device, the instruc-
tions when executed by the processor further configure to
clectronic device to:
receive, from the Al controller, a request for a training
cycle associated with the Al model for the Al service;

provide the coordinator with configuration information,
the configuration information including information
indicative of at least one of the cut layer and the device;
and

recerve, from the coordinator, routing information 1ndi-

cating how the device reaches the coordinator;
wherein the selecting the device comprises selecting the
device for the training cycle.

13. The non-transitory computer readable medium of
claam 11, wherein the instructions when executed by the
processor further configure to electronic device to:
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notity one or more selected devices of at least one of the
cut layer for the training of the Al model and how to
reach the coordinator.

14. The non-transitory computer readable medium of
claam 11, wherein the instructions when executed by the 5
processor further configure the electronic device to:

select other devices for the training cycle and associate

the other devices with the coordinator for the training
of the Al model;

wherein the cut layer selected by the platform controller 10

are for all the devices associated with the coordinator.

15. The non-transitory computer readable medium of
claim 11, wherein when the bottom learning level indicates
the split learning, the cut layer further indicates a particular
cut for the Al model. 15
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