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(57) ABSTRACT

Embodiments of the present disclosure relate to a method, an
clectronic device, and a computer program product for
application migration. The method includes determining an
application used by a terminal device 11 1t 1s determined that

the terminal device moves from a first cell provided by a first
network device to a second cell provided by a second
network device. The method also includes determining a
migration strategy for the application, the migration strategy
describing the migration of components of the application 1n
a predetermined scenario corresponding to the application.
The method also includes determiming migration 1informa-
tion of components 1n an nitial edge node associated with
the first network device to a target edge node associated with
the second network device based on the migration strategy,
the migration information at least indicating whether the
components 1n the 1nitial edge node are to be migrated to the
target edge node.
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METHOD, ELECTRONIC DEVICE, AND
COMPUTER PROGRAM PRODUCT FOR

APPLICATION MIGRATION

RELATED APPLICATION(S)

The present application claims priority to Chinese Patent
Application No. 202011379201.9, filed Nov. 30, 2020, and

entitled “Method, FElectronic Device, and Computer Pro-
gram Product for Application Migration,” which 1s incor-
porated by reference herein 1n 1ts entirety.

FIELD

Embodiments of the present disclosure relate to the field
of edge computing, and 1n particular, to a method, an
clectronic device, and a computer program product for
application migration.

BACKGROUND

Edge computing 1s the evolution of cloud computing,
which migrates the deployment of applications from a
centralized data center downward to distributed edge nodes,
thereby achieving shorter distances from data generated by
consumers and the applications. Edge computing 1s consid-
ered as one of the important technologies for meeting 5G
key performance indicators (especially in terms of low
delays and bandwidth efliciency). A 3GPP 5G system speci-
fication allows a multi-access edge computing (MEC) sys-
tem and a 3G system to cooperate 1n operations related to
traflic directing and policy control. The MEC system may be
integrated with the 5G system to create a powertul environ-
ment for edge computing. In a system architecture where the
5G system and the MEC system are integrally deployed, a
data plane of a 5G core network may be implemented by a
user plane function network element (UPF) 1nside the MEC
system.

SUMMARY

[lustrative embodiments of the present disclosure provide
a method, an electronic device, and a computer program
product for application migration.

According to a first aspect of the present disclosure, a
method for application migration 1s provided. The method
includes determiming an application used by a terminal
device 1f 1t 1s determined that the terminal device moves
from a first cell provided by a first network device to a
second cell provided by a second network device. The
method also includes determining a migration strategy for
the application, the migration strategy describing the migra-
tion of components of the application 1 a predetermined
scenario corresponding to the application. The method also
includes determining migration information of components
in an initial edge node associated with the first network
device to a target edge node associated with the second
network device based on the migration strategy, the migra-
tion information at least indicating whether the components
in the mnitial edge node are to be migrated to the target edge
node.

According to a second aspect of the present disclosure, an
clectronic device 1s provided. The electronic device
includes: at least one processor; and a memory coupled to
the at least one processor and having instructions stored
thereon. When executed by the at least one processor, the
instructions cause the device to perform actions including:
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determining an application used by a terminal device 11 1t 1s
determined that the terminal device moves from a first cell
provided by a first network device to a second cell provided
by a second network device; determining a migration strat-
egy for the application, the migration strategy describing the
migration of components of the application 1n a predeter-
mined scenario corresponding to the application; and deter-
mining migration information of components 1n an 1initial
edge node associated with the first network device to a target
edge node associated with the second network device based
on the migration strategy, the migration information at least
indicating whether the components 1n the 1nitial edge node
are to be migrated to the target edge node.

According to a third aspect of the present disclosure, a
computer program product i1s provided. The computer pro-
gram product 1s tangibly stored on a non-volatile computer-
readable medium and includes machine-executable nstruc-
tions. The machine-executable instructions, when executed,
cause a machine to perform steps of the method in the first
aspect of the present disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other objectives, features, and advantages
of the present disclosure will become more apparent from
the description below of example embodiments of the pres-
ent disclosure, to be viewed 1n conjunction with the accom-
panying drawings. In the example embodiments of the
present disclosure, the same reference numerals generally
represent the same parts.

FIG. 1 illustrates a schematic diagram of example system
100 where a device and/or a method according to an
embodiment of the present disclosure may be implemented;

FIG. 2 1llustrates a flowchart of method 200 for applica-
tion migration according to an embodiment of the present
disclosure:

FIG. 3 illustrates a block diagram of a model paralleliza-
tion system for edge computing according to an embodiment
of the present disclosure;

FIG. 4A 1llustrates a schematic diagram of an example
environment for application migration 1n a first scenario
according to an embodiment of the present disclosure;

FIG. 4B illustrates a schematic diagram of an example
environment for application migration 1n a second scenario
according to an embodiment of the present disclosure;

FIG. 4C illustrates a schematic diagram of an example
environment for application migration in a third scenario
according to an embodiment of the present disclosure;

FIG. 4D 1illustrates a schematic diagram of an example
environment for application migration 1n a fourth scenario
according to an embodiment of the present disclosure; and

FIG. S illustrates a schematic block diagram of example
device 500 applicable to implement the embodiments of the
present disclosure.

The same or corresponding reference numerals in the
various drawings represent the same or corresponding por-
tions.

DETAILED DESCRIPTION

Embodiments of the present disclosure will be described
in more detail below with reference to the accompanying
drawings. Although some embodiments of the present dis-
closure are illustrated in the accompanying drawings, it
should be understood that the present disclosure may be
implemented in various forms and should not be construed
as being limited to the illustrative embodiments set forth
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herein. Rather, these embodiments are provided for a more
thorough and complete understanding of the present disclo-
sure. It should be understood that the accompanying draw-
ings and embodiments of the present disclosure are for
illustrative purposes only, and are not intended to limait the
scope of protection of the present disclosure.

In the description of the illustrative embodiments of the
present disclosure, the term “include” and similar terms
thereol should be understood as open-ended inclusion, 1.e.,
“including but not limited to.” The term “based on” should
be understood as “based at least 1n part on.” The term “one
embodiment” or “the embodiment” should be understood as
“at least one embodiment.” The terms “first,” “second,” etc.
may refer to different or the same objects. Other explicit and
implicit definitions may also be included below.

The principles of the present disclosure will be described
below with reference to several example embodiments
shown 1n the accompanying drawings. Although 1llustrative
embodiments of the present disclosure are shown in the
accompanying drawings, it should be understood that these
embodiments are described only to enable those skilled 1n
the art to better understand and then implement the present
disclosure, and are not intended to impose any limitation to
the scope of the present disclosure.

As mentioned above, a 3GPP 3G system specification
allows an integrated deployment of an MEC system and a
5G system. For example, the MEC system and its local UPF
may be co-located with a base station, co-located with a
transmission node, co-located with a network sink node, or
co-located with a core network function network element. In
these deployment modes, an application 1s usually deployed
in one or more physical edge nodes such as an MEC node.

For model parallel applications, schedulers, input node
executors, and computing node executors of these applica-
tions are usually located in different edge nodes. For
example, the mput node executor may be arranged 1n an
edge node co-located with a base station, and the scheduler
and the computing node executor may be arranged 1n an
edge node co-located with a data center.

These applications usually serve terminal devices of one
or more users. When a user’s terminal device enters a cell
provided by a base station from a cell provided by another
network device, such as a cell provided by another base
station, 1t may be necessary to migrate an application from
one edge node to another edge node. For ease of description,
one edge node 1s referred to as an initial edge node, and
another edge node 1s referred to as a target edge node. In
some cases, this often requires at least the following opera-
tions: reallocating resources for an application on the target
edge node, starting a new application 1nstance on the target
edge node, synchronizing the state between an old 1nstance
and the new 1nstance of the application so as to continue the
application services suspended on an original edge node,
and recycling resources occupied by the old instance from
the original edge node. For applications with high real-time
requirements, such as automatic driving, a long service
interruption time caused by the above migration process
may be unacceptable.

In addition, since the target edge node may have already
run different instances or parts of instances of the applica-
tion, the overall migration of the application at this moment
leads to the acquisition of duplicate data, which wastes
network resources and computing resources.

In order to at least solve the above and other potential
problems, an embodiment of the present disclosure provides
a method for application migration. In the method, an
application used by a terminal device 1s determined 11 it 1s

10

15

20

25

30

35

40

45

50

55

60

65

4

determined that the terminal device moves from a first cell
provided by a first network device to a second cell provided
by a second network device. Then, a migration strategy of
the application 1s determined, and migration information of
components in an 1nitial edge node associated with the first
network device to a target edge node associated with the
second network device 1s determined using the migration
strategy. The migration information at least indicates
whether the components 1n the mnitial edge node are to be
migrated to the target edge node. Through the method, the
elliciency of application migration can be improved, the use
of network resources and computing resources can be
reduced, and data processing efliciency and user experience
can be improved.

Illustrative embodiments of the present disclosure will be
further described below in detaill with reference to the
accompanying drawings. FIG. 1 shows a block diagram of
example system 100 in which an embodiment of the present
disclosure can be implemented. It should be understood that
the structure of system 100 i1s described for illustrative
purposes only and does not imply any limitation to the scope
of the present disclosure.

As shown 1n FIG. 1, system 100 includes terminal device
110, network devices 108 and 114, initial edge node 102
associated with network device 108, target edge node 106
associated with network device 114, and migration manager
104 for managing the migration of an application from
initial edge node 102 to target edge node 106.

Terminal device 110 may be any terminal having wired or
wireless communication functions, and may also be user
equipment (UE), including, but not limited to, mobile
phones, computers, personal digital assistants, game con-
soles, wearable devices, in-vehicle communication devices,
machine type communication (MTC) devices, device-to-
device (D2D) communication devices, vehicle-to-every-
thing (V2X) communication devices, sensors, etc. The ter-
minal device can be used interchangeably with UE, a mobile
station, a subscriber station, a mobile terminal, a user
terminal, or a wireless device.

Network device 108 and network device 114 may be
network nodes, for example, a Node B (Node B or NB), an
evolved Node B (eNodeB or eNB), a next-generation Node
B (gNB), a basic transceiver station (BTS), a base station
(BS), a base station subsystem (BSS), or the like. For ease
of description, network device 108 1s referred to as a first
network device, and network device 114 i1s referred to as a
second network device.

In some embodiments, initial edge node 102 1s one or
more edge nodes co-located with network device 108 and a
regional data center connected to network device 108, such
as an MEC node. The target edge node 1s one or more edge
nodes co-located with network device 114 and a regional
data center connected to network device 114, such as an
MEC node.

In some embodiments, the regional data center connected
to network device 108 and the regional data center con-
nected to network device 114 are the same regional data
center. Therefore, the edge node co-located with network
device 108 and the edge node co-located with network
device 114 are connected to the same edge node co-located
with the same regional data center. In some embodiments,
the regional data center connected to network device 108
and the regional data center connected to network device
114 are different regional data centers. Therefore, the edge
node co-located with network device 108 and the edge node
co-located with network device 114 are respectively con-
nected to different edge nodes co-located with different
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regional data centers. The above examples are only for
describing the present disclosure, rather than specifically
limiting the present disclosure.

FIG. 1 shows system 100 including two network devices
108 and 114, which are only an example, rather than a
specific limitation on the present disclosure. System 100
may 1nclude any number of network devices and edge nodes
associated with the network devices.

Application 118 used by terminal device 110 runs on
initial edge node 102. Application 118 i1s a model parallel
application. Therefore, a computational graph of application
118 includes an mput node, a computing node, and an output
node. These nodes may be arranged 1n different initial edge
nodes 1n mitial edge node 102. For example, since the input
node 1s only for mputting data and does not need to occupy
too many computing resources, the mput node may be
arranged on the initial edge node co-located with network
device 108. Since the computing node needs to use a large
number ol computing resources, 1t may be arranged on the
initial edge node co-located with the regional data center
connected to network device 108.

In some embodiments, the data output by application 118
1s used by a user, and the output node of the application may
be arranged on the itial edge node co-located with network
device 108. In some embodiments, the data output by
application 118 1s for a server in a network, and then the
output node may be arranged on the imtial edge node
co-located with the regional data center. The deployment of
the output node 1s similar to that of the mput node or the
computing node. Therefore, the output node may be
described as the mput node and the computing node.

Application 118 1ncludes a node scheduler, an iput node
executor, and a computing node executor. Application 118
uses the mput node executor to execute the function of the
input node, and the computing node executor executes the
function of the computing node. The node scheduler controls
the execution of the mput node and the output node.

Migration manager 104 1s used to manage the migration
of application 118. When terminal device 110 using appli-
cation 118 moves from first cell 112 served by network
device 108 to second cell 116 served by network device 114,
migration manager 104 determines, according to a migration
strategy corresponding to application 118, migration infor-
mation of components of the application running 1n initial
edge node 102 to target edge node 106. The migration
information at least indicates whether the components 1n
initial edge node 102 are to be migrated to target edge node
106.

For different predetermined scenarios, the migration
information may indicate the migration or non-migration of
part or all of the node scheduler, the input node executor, and
the computing node executor. If some components need to
be migrated, migration manager 104 migrates the to-be-
migrated components indicated in the migration information
to target edge node 106.

Migration manager 104, initial edge node 102, and target
edge node 106 may be implemented using any device with
a computing function, and comply with the MEC standard
established by the Furopean Telecommunications Standards
Institute (E'TSI).

Through the above method, the efliciency of application
migration can be improved, the use of network resources and
computing resources can be reduced, and data processing
elliciency and user experience can be improved.

FIG. 2 describes a flowchart of example method 200 for
application migration according to an embodiment of the
present disclosure. Method 200 may be implemented at
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migration manager 104 i FIG. 1 or any suitable computing
device. The embodiment of FIG. 2 1s further described
below with reference to example system 100 shown 1n FIG.
1, in which a device and/or a method according to an
embodiment of the present disclosure may be implemented.

At block 202, migration manager 104 determines whether
terminal device 110 moves from first cell 112 provided by
first network device 108 to second cell 116 provided by
second network device 114. When terminal device 110
roams from first cell 112 to second cell 116, the above
determination needs to be performed.

If migration manager 104 determines that terminal device
110 moves from first cell 112 provided by first network
device 108 to second cell 116 provided by second network
device 114, migration manager 104 determines application
118 used by terminal device 110 at block 204.

In some embodiments, migration manager 104 receives a
message related to the movement of terminal device 110. For
example, migration manager 104 receives a notification
about the movement from an underlying structure. Then,
migration manager 104 acquires a device identifier of ter-
minal device 110 from the message. Then, application 118
used by terminal device 110 1s determined based on the
device i1dentifier. In this way, an application used by a device
can be quickly determined, and the processing efliciency can
be 1mproved.

In some embodiments, when terminal device 110 moves
from first cell 112 to second cell 116, migration manager 104
may obtain a notification, and may obtain the application
used by terminal device 110 1n any suitable manner, such as
manners defined 1n the 3GPP 5G standard and the MEC
standard. The above examples are only for describing the
present disclosure, rather than specifically limiting the pres-
ent disclosure. Those skilled 1n the art can determine appli-
cation 118 used by terminal device 110 in any suitable
manner as needed.

In some embodiments, the application 1s a multi-model
parallel application, which 1s deployed on two levels of edge
nodes, such as an edge node co-located with a network
device and an edge node co-located with a regional data
center. A model parallelization system architecture for edge
computing proposed by an embodiment of the present
disclosure 1s described below with reference to FIG. 3.

FIG. 3 shows an example block diagram of model paral-
lelization system architecture 300 for edge computing
according to an embodiment of the present disclosure.
System archutecture 300 1includes application 302 that uses a
machine learning model to perform iniference tasks. The
application may include model scheduler 304 and executors
306-1, . .., 306-M, where M 1s an integer greater than zero.
The executors may be collectively referred to as executor
306. System architecture 300 further includes movement
and migration management controller (MMMC) 310 for a
specific type of application or applications and application
managers 308-1, . . . , 308-N for managing different
instances of the specific type of application or applications.
The application managers are collectively referred to as
application manager 308. For example, application manager
308-1 15 used to manage application 302, and one or more
other application managers up to and including application
manager 308-N are used to manage other applications of the
same type (such other applications are not shown 1n FIG. 3),
where N 1s an 1integer greater than zero. System architecture
300 further includes inirastructure service provider layer
312.

Infrastructure service provider layer 312 is used to pro-
vide basic platform services (such as application deploy-
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ment/lifecycle management and enhanced hardware-aware
architecture) and 3GPP 5G/MEC services (such as UPF
selection and policy control function) to an upper layer. For
example, infrastructure service provider layer 312 may be
implemented by using Intel’s Open-NESS platform or plat-
forms from other providers.

MMMC 310 corresponds to a specific type of application
or applications. Since each type of application or applica-
tions usually has a specific migration strategy, a specific
computational graph, a specific UPF control policy {for
selecting a UPF for an mput node, and a specific application
mobility control policy for a computational node, diflerent
types of applications may correspond to different MMMC:s.
MMMC 310 may obtain a notification from inirastructure
service provider layer 312 that a terminal device moves from
one cell to another cell.

Each application manager 308 will correspond to a spe-
cific application instance under a specific type, and 1s used
to 1implement 1nstruction and data conversion between the
specific application instance and an underlying service. All
application managers for the same type of application or
applications are all under the control of a single MMMC for
that type.

Model scheduler 304 and executor 306 may implement a
model parallelization algorithm. In some embodiments,
model scheduler 304 may divide models used by an appli-
cation to obtain an input node and a computing node. Model
scheduler 304 may assign a plurality of nodes obtained
through the division to corresponding executors 306 for
execution. Model scheduler 304 may be implemented as a
remote procedure call (RPC) server, and each executor 306
may be implemented as an RPC client terminal. The RPC
client terminal of each executor 306 may execute operations
of one or more nodes according to a request sent by the RPC
Server.

In some embodiments, 1n order to implement the deploy-
ment of applications on two levels of edge nodes, executor
306 for executing an mput node may be deployed to an edge
node co-located with a network device, and executor 306 for
executing an computing node may be deployed to an edge
node co-located with a regional data center.

In some embodiments, model scheduler 304 may be
deployed, for example, to an edge node co-located with a
regional data center. Application manager 308 may be
deployed, for example, to migration manager 104, for
example, as shown 1n FIG. 1, or deployed to a suitable edge
node, for example, an edge node co-located with a regional
data center. MMMC 310 may be deployed, for example, to
migration manager 104 as shown in FIG. 1. In some embodi-
ments, one or more of application manager 308 and MMMC
310 may be implemented by using the same physical device.
The above examples are only for describing the present
disclosure, rather than specifically limiting the present dis-
closure.

Returning to FIG. 2, at block 206, migration manager 104
determines a migration strategy for the application. The
migration strategy describes the mlgratlon of components of
the application 1n a predetermined scenario corresponding to
the application.

In some embodiments, migration manager 104 determines
an 1dentifier of application 118. Migration manager 104
determines a migration strategy for application 118 based on
the 1dentifier of application 118. In thus way, a migration
strategy of an application can be quickly and accurately
determined, and the determination time can be shortened.

In some embodiments, when terminal device 110 uses
application 118, an instance of application 118 will be
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generated. The generated instance of application 118 will
register the corresponding migration strategy in a manage-
ment table of migration manager 104. Migration manager
104 may find the corresponding migration strategy by using
the identifier of the application. The above examples are
only for describing the present disclosure, rather than spe-
cifically limiting the present disclosure.

At block 208, migration manager 104 determines migra-
tion mformation of components 1 an mitial edge node
associated with the first network device to a target edge node
associated with the second network device based on the
migration strategy. The migration information at least 1ndi-
cates whether the components 1n the 1mitial edge node are to
be migrated to the target edge node. After obtaining the
migration information, migration manager 104 will perform
a migration process according to the indication of the
migration information.

Through the above method, the efliciency of application
migration can be improved, the use of network resources and
computing resources can be reduced, and data processing
elliciency and user experience can be improved.

The schematic diagram of a method for application migra-
tion according to an embodiment of the present disclosure
has been described above with reference to FIGS. 2 and 3.
A schematic diagram of an example environment for appli-
cation migration for different scenarios according to an
embodiment of the present disclosure will be described
below with reference to FIGS. 4A-4D. In particular, a
process of determining migration information and perform-
ing migration according to a migration strategy will be
described with reference to FIGS. 4A-4D.

As shown 1n FIG. 4A, an example environment includes
terminal device 110, network device 108, one or more MEC
nodes 408 and UPFs 406 co-located with network device
108, regional data center 414, and one or more MEC nodes
412 and UPFs 410 co-located with regional data center 414.
MEC nodes 408 and 412 may be managed by MEC con-
troller 404. In addition, UPFs 406 and 410 may be managed
by, for example, control plane function unit 402 1n a 5G core
network.

MEC controller 404 and MEC nodes 408 and 412 comply
with the MEC standard established by the European Tele-
communications Standards Institute (ETSI).

For an application used by terminal device 110, an execu-
tor for an input node 1 a computational graph of the
application 1s deployed to MEC node 408 co-located with
network device 108, and an executor for a computing node
of the application and a model scheduler are deployed to
MEC node 412 co-located with regional data center 414. In
order to implement trathic routing and orientation, a data
path between terminal device 110 and MEC node 408 and a
data path between MEC node 408 and MEC node 412 are
also established.

In a predetermined scenario of the example environment,
terminal device 110 only uses the application in first cell
112. If terminal device 110 moves out of first cell 112,
terminal device 110 cannot use the application. Therefore,
there 1s no migration of the application. Therefore, the
migration information i1n the migration strategy for the
scenar1o indicates that there 1s no need to migrate compo-
nents of the application. In thus way, data for application
migration 1s reduced, the processing efliciency 1s improved,
and the waste of network resources 1s reduced. Then, MEC
controller 404 uses the migration information and does not
perform any migration operation.

As shown in FIG. 4B, 1n the example environment, the
same application example may be used for different
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instances of terminal device 110 1n different cells. In addi-
tion to various components 1 FIG. 4A, the example envi-
ronment also includes network device 114 and one or more
MEC nodes 418 and UPFs 416 co-located with network
device 114.

MEC node 408 co-located with network device 108 and
MEC node 418 co-located with network device 114 are
connected to MEC node 412 co-located with the same
regional data center 414. Therefore, the same 1nstance of the

application may be applied to terminal device 110 on {first
cell 112 and second cell 116.

Since the computing node executor and the node sched-
uler of the application are deployed to MEC node 412, when
terminal device 110 moves from first cell 112 to second cell
116, there 15 no need to migrate the computing node executor
and the node scheduler. Since the input node executor needs
to be deployed to MEC node 418 along with terminal device
110, 1n this predetermined scenario, the migration informa-

tion 1n the migration strategy 1s to migrate the iput node
executor in MEC node 408 to MEC node 418. Therefore,

based on the migration strategy for the scenario, 1t may be
determined to migrate the input node executor in the MEC
node 408 to MEC node 418. In this way, data for application
migration 1s reduced, the processing efliciency 1s improved,
and the waste of network resources 1s reduced. Then, the
input node executor 1s migrated from MEC node 408 to
MEC node 418 according to the acquired migration infor-
mation.

As shown i FIG. 4C, in the example environment,
terminal device 110 uses the same 1nstance of the migrated
application in different cells. In addition to the components
in FIG. 4B, the example environment also includes regional
data center 424 and one or more MEC nodes 422 and UPFs
420 co-located with regional data center 424. MEC node 408
co-located with network device 108 1s connected to MEC
node 412 co-located with regional data center 414, and MEC
node 418 co-located with network device 114 i1s connected
to MEC node 422 co-located with regional data center 424.
Therefore, when terminal device 110 moves from first cell
112 to second cell 116, the mstances of the application used
by terminal device 110 need to be migrated. Since the input
node executor of the application 1s deployed to MEC node
408, the computing node executor and the node scheduler
are deployed to MEC node 412. Therefore, when terminal
device 110 travels from first cell 112 to second cell 116, the
input node executor needs to be migrated from MEC node
408 to MEC node 418, and the computing node executor and
the node scheduler need to be migrated from MEC node 412
to MEC node 422. Therefore, 1n this predetermined scenario,
the migration information in the migration strategy 1s to
migrate the imput node executor, the computing node execu-
tor, and the node scheduler in the 1mitial edge node to the
target edge node. Therelore, based on the migration strategy
for the scenario, 1t may be determined to migrate the node
scheduler, the input node executor, and the computing node
executor in MEC nodes 408 and 412 to MEC nodes 418 and
422 associated with second network device 114. In this way,
data for application migration 1s reduced, the processing
clliciency 1s improved, and the waste of network resources
1s reduced. In addition, it 1s also necessary to migrate user
context information about the application during use of the
application, including state information 1n the node sched-
uler. Then, the mput node executor, the computing node
executor, and the node scheduler are migrated from an 1nitial
MEC node to a target MEC node according to the acquired
migration information.
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As shown in FIG. 4D, in the example environment,
terminal device 110 uses diflerent application instances in
different cells. MEC node 408 co-located with network
device 108 1s connected to MEC node 412 co-located with
the same regional data center 414, and MEC node 418
co-located with network device 114 1s connected to MEC
node 422 co-located with regional data center 424. An
instance of an application serving terminal device 110 runs
on MEC node 408 and MEC node 412, and another instance
of the application serving terminal device 426 runs on MEC
node 418 and MEC node 422. Therefore, when terminal
device 110 travels from first cell 112 to second cell 116,
since there 1s already an 1nstance of the application, there 1s
no need to migrate instances of the application. At this
moment, 1t 1s only necessary to migrate the user context
information about the application running in MEC node 412,
including the state information 1n the node scheduler. There-
fore, based on the migration strategy for the scenario, it may
be determined not to migrate components. In this way, data
for application migration 1s reduced, the processing eili-
ciency 1s improved, and the waste of network resources 1s
reduced. Then, a migration operation for the application 1s
not performed according to the acquired migration informa-
tion.

FIG. 5 shows a schematic block diagram of example
device 500 that may be used to implement illustrative
embodiments of the present disclosure. One or more of
migration manager 104 1n FIG. 1, MEC controller 404 1n
FIGS. 4A-4C, and other components may be implemented
by device 500. As shown 1n the figure, device 500 includes
a processing unit, i1llustratively a central processing unit
(CPU) 501, that may perform various appropriate actions
and processing according to computer program instructions
stored 1n read-only memory (ROM) 502 or computer pro-
gram 1nstructions loaded from storage unit 508 1into random
access memory (RAM) 503. In RAM 503, various programs
and data required for the operation of device 500 may also
be stored. CPU 501, ROM 502, and RAM 503 are connected
to each other through bus 504. Input/output (I/O) interface
505 1s also connected to bus 504.

Multiple components 1n device 500 are connected to I/O
interface 505, including: input unit 506, such as a keyboard
and a mouse; output unit 507, such as various types of
displays and speakers; storage unit 508, such as a magnetic
disk and an optical disk; and communication unit 509, such
as a network card, a modem, and a wireless communication
transcerver. Communication unit 509 allows device 500 to
exchange information/data with other devices through a
computer network such as the Internet and/or various tele-
communication networks.

Various processes and processing described above, for
example, method 200, may be performed by CPU 501. For
example, 1n some embodiments, method 200 may be 1mple-
mented as a computer software program that 1s tangibly
included in a machine-readable medium, such as storage
unmt 508. In some embodiments, part or all of the computer
program may be loaded and/or installed to device 500 via
ROM 3502 and/or communication unit 309. When the com-
puter program 1s loaded mmto RAM 503 and executed by
CPU 501, one or more actions of method 200 described
above may be performed.

Ilustrative embodiments of the present disclosure include
a method, an apparatus, a system, and/or a computer pro-
gram product. The computer program product may include
a computer-readable storage medium on which computer-
readable program 1nstructions for performing various
aspects of the present disclosure are loaded.
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The computer-readable storage medium may be a tangible
device that may retain and store instructions for use by an
instruction-executing device. For example, the computer-
readable storage medium may be, but 1s not limited to, an
clectrical storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any appropriate combina-
tion thereol. More specific examples (a non-exhaustive list)

of the computer-readable storage medium include: a por-
table computer disk, a hard disk, a RAM, a ROM, an
erasable programmable read-only memory (EPROM or flash
memory), a static random access memory (SRAM), a por-
table compact disk read-only memory (CD-ROM), a digital
versatile disk (DVD), a memory stick, a floppy disk, a
mechanical coding device such as a punch card or protru-
s101s 1n a groove on which instructions are stored, and any
appropriate combination of the above. Computer-readable
storage media used herein are not to be interpreted as
transient signals per se, such as radio waves or other freely
propagating electromagnetic waves, electromagnetic waves
propagating through waveguides or other transmission
media (for example, light pulses through fiber optic cables),
or electrical signals transmitted via electrical wires.

The computer-readable program instructions described
herein may be downloaded from a computer-readable stor-
age medium to various computing/processing devices or
downloaded to an external computer or external storage
device via a network, such as the Internet, a local area
network, a wide area network, and/or a wireless network.
The network may include copper transmission cables, fiber
optic transmission, wireless transmission, routers, firewalls,
switches, gateway computers, and/or edge servers. A net-
work adapter card or network interface in each computing/
processing device receives computer-readable program
instructions from the network and forwards the computer-
readable program instructions for storage in the computer-
readable storage medium in each computing/processing
device.

Computer program instructions for performing the opera-
tions of the present disclosure may be assembly instructions,
instruction set architecture (ISA) instructions, machine
instructions, machine-related instructions, microcode, firm-
ware 1nstructions, state setting data, or source code or object
code written 1 any combination of one or more programs-
ming languages, wherein the programming languages
include object-oriented programming languages, such as
Smalltalk and C++, and conventional procedural program-
ming languages, such as the “C” language or similar pro-
gramming languages. The computer-readable program
instructions may be executed entirely on a user’s computer,
partly on a user’s computer, as a stand-alone software
package, partly on a user’s computer and partly on a remote
computer, or entirely on a remote computer or a server. In a
case involving a remote computer, the remote computer may
be connected to a user computer through any kind of
networks, icluding a local area network (LAN) or a wide
area network (WAN), or may be connected to an external
computer (for example, connected through the Internet using
an Internet service provider). In some embodiments, an
clectronic circuit, for example, a programmable logic cir-
cuit, a field programmable gate array (FPGA), or a program-
mable logic array (PLA), 1s personalized by utilizing state
information of the computer-readable program instructions,
wherein the electronic circuit may execute computer-read-
able program instructions so as to implement various aspects
of the present disclosure.
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Various aspects of the present disclosure are described
herein with reference to flowcharts and/or block diagrams of
the method, the apparatus (system), and the computer pro-
gram product according to the embodiments of the present
disclosure. It should be understood that each block 1n the
flowcharts and/or block diagrams as well as a combination
of blocks in the flowcharts and/or block diagrams may be
implemented using computer-readable program instructions.

The computer-readable program instructions may be pro-
vided to a processing unit of a general purpose computer, a
special purpose computer, or other programmable data pro-
cessing apparatuses to produce a machine, such that the
instructions, when executed by the processing unit of the
computer or other programmable data processing appara-
tuses, generate an apparatus for implementing the functions/
actions specified 1n one or more blocks 1n the flowcharts
and/or block diagrams. These computer-readable program
istructions may also be stored in a computer-readable
storage medium, and these 1nstructions cause a computer, a
programmable data processing apparatus, and/or other
devices to operate 1n a specific manner; and thus the com-
puter-readable medium having instructions stored includes
an article of manufacture that includes instructions that
implement various aspects of the functions/actions specified
in one or more blocks in the flowcharts and/or block
diagrams.

The computer-readable program instructions may also be
loaded to a computer, a further programmable data process-
ing apparatus, or a lurther device, so that a series of
operating steps may be performed on the computer, the
further programmable data processing apparatus, or the
turther device to produce a computer-implemented process,
such that the instructions executed on the computer, the
further programmable data processing apparatus, or the
further device may implement the functions/actions speci-
fied 1n one or more blocks 1n the flowcharts and/or block
diagrams.

The flowcharts and block diagrams 1n the drawings 1llus-
trate the architectures, functions, and operations of possible
implementations of the systems, methods, and computer
program products according to various embodiments of the
present disclosure. In this regard, each block 1n the tlow-
charts or block diagrams may represent a module, a program
segment, or part of an instruction, the module, program
segment, or part of an instruction including one or more
executable 1nstructions for implementing specified logical
functions. In some alternative implementations, functions
marked in the blocks may also occur 1n an order diflerent
from that marked in the accompanying drawings. For
example, two successive blocks may actually be executed 1n
parallel substantially, or they may be executed 1n an opposite
order sometimes, depending on the functions mvolved. It
should be further noted that each block in the block diagrams
and/or flowcharts as well as a combination of blocks 1n the
block diagrams and/or flowcharts may be implemented
using a special hardware-based system that executes speci-
fied functions or actions, or using a combination of special
hardware and computer istructions.

Various embodiments of the present disclosure have been
described above. The foregoing description i1s illustrative
rather than exhaustive, and 1s not limited to the disclosed
embodiments. Numerous modifications and alterations are
apparent to those of ordinary skill in the art without depart-
ing from the scope and spirit of the illustrated embodiments.
The selection of terms used herein 1s mntended to best explain
the principles and practical applications of the embodiments
or technical improvements to technologies in the market,
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and to otherwise enable persons of ordinary skill in the art
to understand the embodiments disclosed herein.

What 1s claimed 1s:
1. A method for application migration, comprising:
determining an application used by a terminal device
when 1t 1s determined that the terminal device moves
from a first cell provided by a first network device to a
second cell provided by a second network device;
determining a migration strategy for the application, the
migration strategy describing the migration of compo-
nents of the application 1n a predetermined scenario
corresponding to the application; and
determining migration information of components 1n an
initial edge node associated with the first network
device to a target edge node associated with the second
network device based on the migration strategy, the
migration information at least indicating whether the
components 1n the mnitial edge node are to be migrated
to the target edge node.
2. The method according to claim 1, wherein determining,
the application used by the terminal device comprises:
receiving a message related to the movement of the
terminal device;
acquiring a device identifier of the terminal device from
the message; and
determining the application used by the terminal device
based on the device i1dentifier.
3. The method according to claim 1, wherein determining,
the migration strategy comprises:
determining an identifier of the application; and
determining the migration strategy for the application
based on the identifier of the application.
4. The method according to claim 1, wherein determinming,
the migration information comprises:
when 1t 1s determined that the predetermined scenario
indicates that the terminal device only uses the appli-
cation 1n a single cell, determining not to migrate the
components.
5. The method according to claim 1, wherein determining,
the migration information comprises:
when 1t 1s determined that the predetermined scenario
indicates that the terminal device uses the same
instance of the application 1n different cells, determin-
ing to migrate an iput node executor in the mitial edge
node to the target edge node.
6. The method according to claim 1, wherein determining
the migration information comprises:
when 1t 1s determined that the predetermined scenario
indicates that the terminal device uses the same
instance of the migrated application in different cells,
determining to migrate a node scheduler, an input node
executor, and a computing node executor 1n the initial
edge node to the target edge node associated with the
second network device.
7. The method according to claim 1, wherein determining,
the migration information comprises:
when 1t 1s determined that the predetermined scenario
indicates that the terminal device uses dillerent
instances of the application in different cells, determin-
ing not to migrate the components.
8. An electronic device, comprising:
at least one processor; and
a memory coupled to the at least one processor and having,
instructions stored thereon, wherein when executed by
the at least one processor, the instructions cause the
device to perform actions comprising:
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determiming an application used by a terminal device
when 1t 1s determined that the terminal device moves
from a first cell provided by a first network device to a
second cell provided by a second network device;

determiming a migration strategy for the application, the
migration strategy describing the migration of compo-
nents of the application 1n a predetermined scenario
corresponding to the application; and

determining migration information of components in an
initial edge node associated with the first network
device to a target edge node associated with the second
network device based on the migration strategy, the
migration mformation at least indicating whether the
components 1n the mnitial edge node are to be migrated
to the target edge node.

9. The device according to claim 8, wherein determining,

the application used by the terminal device comprises:
recerving a message related to the movement of the

terminal device;

acquiring a device identifier of the terminal device from

the message; and

determining the application used by the terminal device

based on the device i1dentifier.

10. The device according to claim 8, wherein determining
the migration strategy comprises:

determiming an identifier of the application; and

determiming the migration strategy for the application

based on the identifier of the application.

11. The device according to claim 8, wherein determining
the migration mformation comprises:

when 1t 1s determined that the predetermined scenario

indicates that the terminal device only uses the appli-
cation 1n a single cell, determining not to migrate the
components.

12. The device according to claim 8, wherein determining
the migration mformation comprises:

when 1t 1s determined that the predetermined scenario

indicates that the terminal device uses the same
instance of the application 1n different cells, determin-
ing to migrate an input node executor in the itial edge
node to the target edge node.

13. The device according to claim 8, wherein determining
the migration information comprises:

when 1t 1s determined that the predetermined scenario

indicates that the terminal device uses the same
instance of the migrated application in different cells,
determining to migrate a node scheduler, an 1nput node
executor, and a computing node executor 1n the initial
edge node to the target edge node associated with the
second network device.

14. The device according to claim 8, wherein determining
the migration mformation comprises:

when 1t 1s determined that the predetermined scenario

indicates that the terminal device uses different
instances of the application 1n different cells, determin-
ing not to migrate the components.

15. A computer program product tangibly stored on a
nonvolatile computer-readable medium and comprising
machine-executable instructions, wherein when executed,
the machine-executable instructions cause a machine to
perform steps ol a method for application migration, the
method comprising:

determining an application used by a terminal device

when 1t 1s determined that the terminal device moves
from a first cell provided by a first network device to a
second cell provided by a second network device;
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determining a migration strategy for the application, the
migration strategy describing the migration of compo-
nents of the application 1n a predetermined scenario
corresponding to the application; and

determining migration information of components 1 an

initial edge node associated with the first network
device to a target edge node associated with the second
network device based on the migration strategy, the
migration mformation at least indicating whether the
components in the initial edge node are to be migrated
to the target edge node.

16. The computer program product according to claim 15,
wherein determining the application used by the terminal
device comprises:

receiving a message related to the movement of the

terminal device;

acquiring a device identifier of the terminal device from

the message; and

determining the application used by the terminal device

based on the device i1dentifier.

17. The computer program product according to claim 15,
wherein determining the migration strategy comprises:

determining an identifier of the application; and

determining the migration strategy for the application
based on the identifier of the application.
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18. The computer program product according to claim 15,
wherein determining the migration information comprises:
when 1t 1s determined that the predetermined scenario
indicates that the terminal device only uses the appli-
cation 1 a single cell, determining not to migrate the
components.
19. The computer program product according to claim 135,
wherein determining the migration information comprises:
when 1t 1s determined that the predetermined scenario
indicates that the terminal device uses the same
istance of the application in different cells, determin-
ing to migrate an input node executor in the nitial edge
node to the target edge node.
20. The computer program product according to claim 15,
wherein determining the migration information comprises:
when 1t 1s determined that the predetermined scenario
indicates that the terminal device uses the same
instance of the migrated application in different cells,
determining to migrate a node scheduler, an input node
executor, and a computing node executor in the nitial

edge node to the target edge node associated with the
second network device.
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