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FIG., 2
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FIG. 4
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FIG. ©
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FIG. 8
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FIG., 9
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STORAGE SYSTEM PERFORMING
OVERWRITE, HOST SYSTEM
CONTROLLING STORAGE SYSTEM, AND
OPERATING METHOD FOR STORAGE
SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority under 35 U.S.C. § 119 to
Korean Patent Application No. 10-2020-0100739 filed on
Aug. 11, 2020 1n the Korean Intellectual Property Oflice, the
subject matter of which 1s hereby incorporated by reference.

BACKGROUND

The mmventive concept relates generally to storage sys-
tems, and more particularly, to storage systems performing,
an overwrite operation. The inventive concept also relates to
host systems controlling such storage systems and operating,
methods for storage systems.

When updating data, a file system, such as Ext4 (i.e., a
journaling file system and 4th extended filesystem ifor
Linux), overwrites new data at an original location of old
data. This approach 1s referred to as an in-place update. In
contrast, a log-structured file system (LFS) uses an out-oi-
place update approach, in which old data 1s invalidated and
new data 1s written at a different location than an original
location of the old data.

Because a logical address of old data 1s diflerent from a
logical address of new data 1n an LFS during a data update,
the old data 1s not invalidated 1n relation to a write request
including the address of the new data. As a result, an
additional operation 1s required to invalidate the old data.
The execution of this additional invalidation operation
wastes storage system resources and occupies valuable host
system cycles.

SUMMARY

Embodiments of the mventive concept provide storage
systems efliciently performing invalidation of old data and
writing of new data based on information included in a write
command Embodiments of the inventive concept also pro-
vide host systems capable of controlling such storage sys-
tems and operating methods for such storage systems.

According to an aspect of the imnventive concept, there 1s
provided a storage system configured to communicate with
a host system. The storage system includes; a memory
device and a controller configured to receive new data and
an overwrite request from the host system, wheremn the
overwrite request includes a first logical address for old data
and a second logical address, different from the first logical
address, for the new data, and perform an overwrite opera-
tion by writing the new data corresponding to the second
logical address to the memory device and invalidating the
old data corresponding to the first logical address 1in
response to the overwrite request.

According to an aspect of the imnventive concept, there 1s
provided a controller for a storage system configured to
communicate with a host system, the further configured to
receive new data and an overwrite request from the host
system, wherein the overwrite request includes a first logical
address for old data and a second logical address, different
from the first logical address, for the new data, and perform
an overwrite operation by writing the new data correspond-
ing to the second logical address to a memory device and
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invalidating the old data corresponding to the first logical
address 1n response to the overwrite request.

According to an aspect of the mventive concept, there 1s
provided an operating method for a storage system config-
ured to communicate with a host system. The operating
method includes; recerving new data and an overwrite
request corresponding to a file update request from the host
system, wherein the overwrite request including a first
logical address for old data and a second logical address,
different from the first logical address, for the new data,
writing the new data corresponding to the second logical
address to a memory device of the storage system 1n
response to the overwrite request, and updating the memory
device according to metadata for the old data and metadata
for the new data in response to an overwrite operation
performed 1n response to the overwrite request.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the inventive concept may be more
clearly understood upon consideration of the following
detailed description taken 1n conjunction with the accom-
panying drawings in which:

FIG. 1 1s a block diagram of a data processing system
according to embodiments of the inventive concept;

FIG. 2 1s a block diagram further illustrating in one
example the memory controller 210 of FIG. 1;

FIG. 3 15 a conceptual diagram 1llustrating an example of
a data field according to embodiments of the inventive
concept;

FIG. 4 1s a flowchart summarizing a data write operation
that may be used 1n a data processing system according to
embodiments of the mventive concept;

FIGS. 5 and 8 are respective conceptual diagrams 1llus-
trating operative examples of a data processing system
according to embodiments of the inventive concept;

FIGS. 6 and 7 are flowcharts summarizing an overwrite
operation that may be used 1n a data processing system
according to embodiments of the inventive concept;

FIG. 9 1s a block diagram 1llustrating a data processing
system according to embodiments of the inventive concept;

FIG. 10 1s a block diagram 1llustrating a system using a
storage device according to embodiments of the mventive
concept;

FIG. 11 1s a block diagram illustrating a universal flash
storage (UFS) system according to embodiments of the
inventive concept;

FIG. 12 1s a block diagram illustrating a memory system
according to embodiments of the inventive concept;

FIG. 13 1s a block diagram illustrating a memory system
according to embodiments of the inventive concept; and

FIG. 14 1s a cross-sectional diagram 1llustrating a bonding,
vertical NAND (B-VNAND) structure applicable to a UFS

device according to embodiments of the mventive concept.

DETAILED DESCRIPTION

Hereinaftter, certain embodiments of the mnventive concept
will be described in some additional detail with reference to
the accompanying drawings. Throughout the written
description and drawings like reference numbers and labels
are used to denote like or similar elements and/or features.

FIG. 1 1s a block diagram 1llustrating a data processing,
system 10 according to embodiments of the inventive con-
cept, and FIG. 2 1s a block diagram further illustrating in one
example the memory controller 210 of FIG. 1.
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Referring to FIG. 1, the data processing system 10 may
generally include a host system 100 and a storage system
200. The storage system 200 may include a memory con-
troller 210 and a memory device 220. The host system 100
may provide data write request(s), data read request(s)
and/or data erase request(s) to the storage system 200. Upon
receiving a data erase request from the host system 100, the
storage system 200 may perform an erase operation on data
in a region designated by the host system 100.

The host system 100 may 1nclude a file system, wherein
the file system processes mput data, such that input data 1s
stored at a particular logical or physical location in the
storage system 200. That 1s, when the host system 100
receives data through a user application (not shown), the
host system 100 may process the data using the file system
and then store the data in the storage system 200.

In some embodiments, the file system may include a
log-structured file system (LFS) 110, such as (e.g.,) a
flash-1riendly file system (F2FS) designed for a Linux kernel
based on characteristics of flash memory, or a journaling
flash file system (JFFS) which 1s a Linux LFS used in
relation to NOR flash memory devices. However, the scope
of the mventive concept 1s not limited to the LFS, but may
be applied to any file system capable of writing new data to
a different address (e.g., a different logical address) than the
address of old data when a file 1s updated.

Referring to FIGS. 1 and 2, the memory controller 210
may 1nclude a metadata manager 214 managing metadata
218. Here, the metadata 218 may include mapping informa-
tion for translating logical address(es) into corresponding
physical address(es) to access information stored in the
memory device 220.

The storage system 200 may include storage media for
storing data at the request of the host system 100. For
example, the storage system 200 may include at least one
solid state drnive (SSD). When the storage system 200
includes an SSD, the memory device 220 may include flash
memory chips (e.g., NAND memory chips) storing data in
a non-volatile manner. The memory device 220 may corre-
spond to a single tlash memory device or include a memory
card including at least one tlash memory chip.

When the storage system 200 includes flash memory, the
flash memory may include a two-dimensional (2D) NAND
memory array or a three-dimensional (3D) NAND or ver-
tical NAND (VNAND) memory array. The 3D memory
array may be monolithically formed at least one physical
level of arrays of memory cells, which have an active region
on a silicon substrate, or a circuit, which 1s involved 1n the
operation of the memory cells and formed on or in the
substrate. The term “monolithic” means that layers of each
level of an array are directly stacked on layers of an
underlying level of the array.

In some embodiments, the 3D memory array may include
VNAND strings, which are arranged 1n a vertical direction
so that at least one memory cell 1s placed on another memory
cell. The memory cell may include a charge trap layer.

Exemplary structures of a 3D memory array, in which the
3D memory array includes multiple levels—and word lines
and/or bit lines shared across the multiple levels—are dis-
closed, for example, 1n U.S. Pat. Nos. 7,679,133; 8,5353,466;
8,654,587; and 8,559,235, as well as published U.S. Patent
Application No. 2011/0233648, the collective subject matter
of which 1s hereby incorporated by reference.

In some embodiments, the storage system 200 may
include other various kinds of memory. For example, the
storage system 200 may include various types of non-
volatile memory, such as magnetic random access memory
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(MRAM), spin-transier torque MRAM, conductive bridging,
RAM (CBRAM), ferroelectric RAM (FeRAM), phase RAM
(PRAM), resistive RAM, nanotube RAM, polymer RAM
(PoORAM), nano floating gate memory (NFGM), holo-
graphic memory, molecular electronics memory, and 1nsu-
lator resistance change memory.

The memory device 220 may include an embedded mul-
timedia card (eMMC) or an embedded universal flash stor-
age (UFS) memory device. For example, the memory device
220 may include an external memory removable from the
storage system 200. More particularly, the memory device
220 may include a UFS memory card, a compact flash (CF)
card, a secure digital (SD) card, a micro-SD card, a mini-SD
card, an extreme digital (xD) card, or a memory stick but 1s
not limited thereto.

The host system 100 may communicate with the storage
system 200 through various interfaces. For example, the host
system 100 may communicate with the storage system 200
through various interfaces such as a umiversal serial bus
(USB) interface, an MMC 1nterface, a peripheral component
interconnect express (PCIExpress) interface, an advanced
technology attachment (ATA) interface, a serial ATA (SATA)
interface, a parallel ATA (PATA) interface, a small computer
system 1nterface (SCSI), a serial attached SCSI (SAS), an
enhanced small disk interface (ESDI), an integrated drive
clectronics (IDE) interface, and a non-volatile memory
express (NVMe) interface.

When the host system 100 updates data of a file with new
data, the host system 100 may transmit a request (or a write
command) to write the new data to the storage system 200.

When an update 1s performed by overwriting old data
with new data 1n the same location, writing of the new data
may be simultaneously performed with erasure of the old
data. However, an LFS does not permit overwriting, and
flash memory does not support data overwriting.

In the case of a usual NVMe interface, a fused operation
allowing two commands to be executed like a single com-
mand 1s supported so that invalidation (or erasure) of old
data may be performed. For example, when the host system
100 transmits both a write command and an erase command
to the storage system 200, the memory controller 210 may
invalidate (or erase) old data by sequentially performing a
write operation and an erase operation using a fused opera-
tion. However, 1n this case, the metadata 218 in a bufler
memory 217 of FIG. 2 must be accessed two times during
the two operations, thereby causing operational inefliciency.

In the case of a LFS, the logical address (or location) at
which old data 1s stored may be different from a logical
address at which new data 1s written. Accordingly, when a
write command including information for only the new data
1s transmitted, the host system 100 must separately transmit
a trim command in order to invalidate the old data. For
example, the file system of the host system 100 must
invalidate (or erase) old data by transmitting a trim com-
mand including a logical address of the old data to the
storage system 200.

However, until the storage system 200 1s provided with a
trim command, information associated with the old data 1s
unknown to the storage system 200, and both old data and
new data are technically valid. And this outcome creates
limit(s) on the management of valid data and invalid data 1n
the storage system 200. For example, an unnecessary copy
operation may be performed during an internal garbage
collection operation, thereby increasing memory system
overhead. That 1s, the memory system management over-
head may be unnecessarily increases by the two-times
accessing ol metadata when two operations (1.e., a write
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operation and an erase operation) are sequentially performed
and may also occur due to timing differences between a
write command and a trim command.

In the data processing system 10 of FIGS. 1 and 2, the
LFS 110 provides information about old data to the storage
system 200 together with information about new data
requested to be written, such that writing and invalidation
may be simultaneously performed. Thus, 1n some embodi-
ments, old data may be described as being erased or mvali-
dated, however 1n the description that follows the old data
will be described as being mvalidated.

Accordingly, the host system 100 may generate a write
command which includes both information about new data
and information about old data, and provide the write
command to the storage system 200. Hereinafter, it 1s
assumed that a write command may include information
about only new data, or information about both new data and
old data. In this case, a write command 1ncluding 1nforma-
tion about old data may be referred to as an overwrite
request. That 1s, a write command including information
about new data and information about old data may be
referred to as an overwrite request, and a resulting operation
of updating a file according to the write command (i.e., the
overwrite request) may be referred to as an overwrite
operation.

To distinguish a write command which includes informa-
tion about old data, consistent with embodiments of the
inventive concept, from a conventional write command, a
new field may be added to the write command One example
of this approach will be described hereafter 1n some addi-
tional detail with reference to FIG. 3. Hereinafter, unless a
field value of a write command 1s specifically stated, 1t 1s
assumed that the write command includes information about
old data.

Referring to FIGS. 1 and 2, the memory controller 210
may recerve mformation about old data together with a write
command for new data, invalidate the old data by processing
information included in the metadata 218 based on the
information about the old data, and write the new data to the
memory device 220. For example, the invalidation of the old
data may be performed by the metadata manager 214 of the
memory controller 210.

The host system 100 may transmit a command, data, and
information about the data to the storage system 200. For
example, 1n the case of a write command, the host system
100 may transmit data to be written and information about
the data to the storage system 200 together with the write
command. The mformation about data may include infor-
mation, such as the logical address of the data, the size of the
data, or an attribute of the data, which 1s used to store and
manage the data.

Hereinafter, 1t 1s assumed that a command generated by
the file system of the host system 100 includes information
such as a data address or a data size. For example, the host
system 100 may generate and transmit a command including
fields 1n FIG. 3 to the storage system 200.

The file system of the host system 100 may identity the
s1ze of information included 1n a write command and split
the write command 1nto a plurality of write commands when
the size of the information exceeds a certain reference value.
For example, when the size of an address of old data or
information about the old data, each included in a write
command, 1s 12 KB, the write command may be split into
three write commands based on 4 KB. In addition, when the
s1ze of new data to be written according to a write command
exceeds a certain reference value, the write command may
be split into a plurality of write commands.
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When the file system transmits a plurality of write com-
mands resulting from splitting to the storage system 200, a
field indicating a characteristic of each of the write com-
mands may be added to each write command. For example,
a field indicating whether the storage system 200 supports an
atomic operation or a field indicating whether a current write
command 1s executed by an atomic operation may be added.
The atomic operation may refer to a single operation that 1s
indivisible. Thus, 1n this written description, an atomic
operation may refer to atomic writing.

A command generated by the host system 100 may be 1n
a submission queue of certain memory included in the host
system 100. The submission queue may correspond to a
circular bufler, in which a command i1s stored after being
generated and belfore being executed.

After execution of a command, the storage system 200
may transmit completion information, which indicates that
the execution of the command has been completed, to the
host system 100.

Referring to FIGS. 1 and 2, the memory controller 210
may include a host interface 211, RAM 212, read-only
memory (ROM) 215, a processor 216, a buller memory 217,
and a flash interface 219.

In some embodiments, the host interface 211 may com-
municate with the host system 100 to transmit various
requests and receirve various kinds of information. For
example, the host interface 211 may receive a write com-
mand and information about new data from the host system
100. Or the host interface 211 may receive a write command,
information about new data, and information about old data
corresponding to the new data. Information received by the
host 1interface 211 may vary with a field value of a recerved
write command.

During an mitial interconnection between the host system
100 and the storage system 200, for example, the definition
(or meaning) of each write command field may be variously
stored 1n the RAM 212 and/or the ROM 215 of the memory
controller 210.

For example, when the storage system 200 supports
atomic writing, the host interface 211 may receive a field
value indicating whether a write command 1s executed by
the atomic writing. This indicates that a write command has
been split into a plurality of write commands (respectively
associated with partial data resulting from a splitting of data)
because of the large size of data to be written and that a write
operation corresponding to each of the write commands 1s
performed while an atomic operation 1s ensured.

The host mterface 211 may communicate with the host
system 100 using one or more interface(s). For example, the
host interface 211 may communicate with the host system
100 according various interfaces such as an NVMe interface
and a UFS interface.

The RAM 212 may include a flash translation layer (FTL)
213. The FTL 213 refers to middleware mapping a logical
address (e.g., a logical block address (LBA)) of the file
system of the host system 100 and a physical address (e.g.,
a physical block address (PBA)) of the memory device 220
between the file system of the host system 100 and the
memory device 220.

Besides the address mapping, the FIL 213 may perform
(or contribute to the performing of) a wear leveling opera-
tion that manages the wear level of the constituent memory
cells in the memory device 220, and/or a garbage collection
operation that manages the generation of free block(s)
within the memory system. Here, the F1L 213 may include
the metadata manager 214.
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The metadata manager 214 may manage the metadata 218
in a meta area according to a write command from the host
system 100.

The metadata manager 214 may store information about
new data and/or old data included 1n a write command in the
bufler memory 217, and may selectively update the metadata
218 in the meta area.

For example, the metadata manager 214 may store meta-
data, which 1s changed during an overwrite corresponding to
cach of a plurality of commands, 1n the buller memory 217.
For example, the metadata manager 214 may buller meta-
data, which 1s changed during an overwrite corresponding to
cach of a plurality of commands, in the buller memory 217
during the overwrite and may update the metadata 218 1n the
bufler memory 217 with the builered metadata after an
overwrite corresponding to the last one of the commands 1s
completed.

An update of the metadata 218 may refer to an operation
of adding or changing mapping information between a
logical address of new data and a physical address of the
new data to the metadata 218, and invalidating mapping,
information between a logical address of old data and a
physical address of the old data.

The ROM 2135 may store a program executed by the
processor 216. A program for implementing an operation of
the memory controller 210 or firmware having the program
recorded therein may be stored in the ROM 215.

The processor 216 may generally control operations of the
storage system 200 by executing various programs stored 1n
the ROM 215. The processor 216 may execute a program
forming the metadata manager 214.

The bufler memory 217 may temporarily store data
received from the host system 100 through the host interface
211 or data received from the memory device 220 and may
store the metadata 218.

The metadata 218 1s various kinds of information needed
for the storage system 200 to manage and store data. For
example, the metadata 218 may include mapping informa-
tion between a logical address and a physical address used
to write or read data or information indicating whether data
1s valid.

A meta area refers to an area, 1n which the metadata 218
1s stored, and may be included 1n the buffer memory 217. A
place where the metadata 218 1s stored 1s not limited to the
bufler memory 217. The metadata 218 may be stored in a
storage circuit of an internal cache (not shown) of the
memory controller 210 or stored 1n the memory device 220
in a non-volatile manner Hereinafter, 1t 1s assumed that the
metadata 218 1s stored in the bufler memory 217, as shown
in FIG. 2.

The buffer memory 217 may include volatile memory,
such as dynamic RAM (DRAM), synchronous DRAM
(SDRAM), double data rate (DDR) SDRAM, low-power
DDR (LPDDR) SDRAM, or graphics RAM (GRAM), or
non-volatile memory, such as FeRAM, resistive RAM
(RRAM), spin-transier torque MRAM (STT-MRAM), or
PRAM.

The flash interface 219 may be configured to control
signals driving the memory device 220 and to access the
memory device 220 under the control of the processor 216.
The flash interface 219 may be configured to selectively
perform soltware and hardware interleaving operations
through at least one channel.

The flash interface 219 may also provide an interface with
a plurality of storage media included 1n a storage device. For
example, the flash interface 219 may independently com-
municate with storage media through a plurality of channels.
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Although an example of performing a write operation
with software 1s illustrated 1n FIG. 2, the scope of the
iventive concept 1s not limited thereto. For example, at

least some of operations performed by executing software
loaded to the RAM 212 and the ROM 215 1n the embodi-

ment of FIG. 2 may be performed by circuit(s) implemented
in hardware.

In some embodiments, when a file update request 1s
generated 1n the host system 100, the host interface 211 may
receive a write command and a logical address of new data
from the host system 100. In some embodiments, the write
command may include a logical address of old data corre-
sponding to the new data. Information about new data or old
data in the write command may be temporarily stored 1n the
bufler memory 217.

The FTL 213 may acquire a physical address correspond-
ing to the logical address of the new data based on mapping
information included in the metadata 218. The processor 216

may write the new data to the physical address in the
memory device 220 through the flash interface 219.

Here, the metadata manager 214 may retlect the informa-
tion about the new data and the information about the old
data, which are stored in the bufler memory 217, 1n the
metadata 218. For example, the old data may be mvalidated
using the logical address of the old data.

Thereatter, the FTL 213 may perform garbage collection
based on the metadata 218 that has been updated.

That 1s, the memory controller 210 receives information
about new data and information about old data through a
single command so that writing of the new data and 1nvali-
dation of the old data may be efliciently performed even 1n
an LFS that does not permit overwriting.

FIG. 3 1s a conceptual diagram 1llustrating 1n one example
the data structure of a write command that may be used in
relation to certain embodiments of the mventive concept.
Here, 1t 1s assumed that the file system of the host system
100 may generate the write command including a plurality
of fields.

The write command may be generated 1n response to an
overwrite request. As described above with reference to FIG.
1, an overwrite operation may refer to simultancously per-
forming invalidation of information about old data and
writing ol new data in the present embodiment. Accordingly,
the host system 100 may transmit a write command to the
storage system 200—that 1s, the host system 100 may
transmit an overwrite request to the storage system 200.

In some embodiments, an overwrite may refer to an
operation of writing new data to an address (or location)
different from an address at which old data has been written
and invalidating the old data. In contrast, a conventional
write command may include information about only new
data. For example, this information may include a logical
address of the new data and may further include the size of
the new data.

In some embodiments, the file system of the host system
100 may generate a write command including information
about new data and information about old data. Accordingly,
the host system 100 may transmit both mmformation about
new data to be written and information about old data to be
invalidated to the storage system 200 through a single
command.

A write command may include various kinds of informa-
tion related to a write operation 1n addition to information
about new data or information about old data. To indicate the
kinds of information the write command may include, data

fields of FIG. 3 may be used.
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That 1s, certain data fields of a write command generated
by the file system of the host system 100 may include an old
data start address field indicating a start point of a logical
address of old data, an old data size field, a new data start
address field indicating a start point of a logical address of
new data, and a new data size field. For convenience of
description, these fields may be respectively referred to as

first, second, third and fourth fields (collectively, “first
through fourth fields™).

A write command does not need to include all of first
through fourth fields and may include only minimum infor-
mation for executing the write command. For example, the
write command may include only a logical address of new
data and a logical address of old data. Alternately, the file
system of the host system 100 may include information
about only new data 1n a write command. For example, a
write command may include only a logical address of only
new data.

To indicate the kind of information included 1n a write
command, the file system of the host system 100 may use a
particular field 1n the write command. For example, the host
system 100 may further include in a write command, a write
command type field indicating whether the write command
includes information about only new data (as 1s conven-
tional), or further includes information about old data for
overwriting. The write command type field may conve-
niently be referred to as a fifth field. For example, when a
value of the fifth field (1.e., the write command type field) 1s
0, a write command may not include field values respec-
tively corresponding to an old data start address and an old
data size. Accordingly, invalidation of old data may not be
performed. However, when the value of the fifth field (.e.,
the write command type field) 1s 1, the host system 100 may
generate a write command including the first through fourth
fields. In this case, the write command includes a logical
address of old data, and accordingly, invalidation of the old
data may be performed.

In some embodiments, the host system 100 may further
include 1 a write command, a field indicating whether the
storage system 200 supports an atomic write operation.
Thus, the host system 100 may indicate whether the storage
system 200 supports an atomic write operation during a
process ol mitially connecting to the storage system 200 and
initializing the storage system 200. For example, the storage
system 200 may transmit to the host system 100 information
including whether or not atomic operation 1s supported.

Thereafter, when a file update request 1s generated 1n the
host system 100, the file system of the host system 100 may
allow a file update to be performed by an atomic operation.
For example, the file system may mark an atomic operation
field such that write commands used for a file update are
executed by an atomic write operation. The atomic operation
field may conveniently be referred to as a sixth field.

For example, when the storage system 200 receives a
write command having 0 as a value of the sixth field (1.e., the
atomic operation field), the storage system 200 may perform
a conventional write operation without a concern about
atomic writing. However, when receiving a write command
having 1 as the value of the sixth field (1.e., the atomic
operation field), the storage system 200 may bufler infor-
mation about old data, which 1s included 1n the write
command according to a preset protocol, and may later
update the metadata 218. Accordingly, the metadata 218 of
a file to be updated may be retlected 1n the storage system
200.

The file system may designate a command to be executed
by an atomic write operation when a command needs to be
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split into a plurality of commands because of a large data
s1ize (1.e., a bulk of data must be split into partial data).
Accordingly, a plurality of commands are transmitted to the
storage system 200 during an update of a single file. That 1s,
to update the metadata 218 of the file, the storage system 200
must 1dentify the last one of the sequentially recerved

commands. This 1s because the storage system 200 reflects
information, which 1s included 1n the received commands
and stored in the bufler memory 217, 1n the metadata 218
alter 1dentitying the last command Therefore, the file system
must add an atomic operation end command field indicating
the last one of commands resulting from splitting of a
command. The atomic operation end command field may be
referred to as a seventh field. Here, the seventh field (1.e., the
atomic operation end command field) may have a value only
when the sixth field (1.e., the atomic operation field) has a
value of 1. When the sixth field (1.e., the atomic operation
field) has a value of 0, the seventh field (1.e., the atomic
operation end command field) may be a null field.

The file system of the host system 100 may set, to a first
value, the seventh field (1.e., the atomic operation end
command field) of the last one of a plurality of overwrite
requests and may set, to a second value different from the
first value, the seventh field (i.e., the atomic operation end
command field) of each of the other overwrite requests.

For example, when receiving a write command having O
as the value of the seventh field (i.e., the atomic operation
end command field), the storage system 200 may builler
information included in the write command in the bufler
memory 217. When receiving a write command having 1 as
the value of the seventh field (1.e., the atomic operation end
command {field), the storage system 200 may update the
metadata 218 based on miformation buflered in the buifler
memory 217.

A method, performed by the file system, of adding fields
to a write command and a method, performed by the storage
system 200, of 1dentitying field values of a write command
and performing a particular operation may be defined by a
communication protocol between the host system 100 and
the storage system 200. The communication protocol may be
set or changed by the host system 100.

Although not shown in FIG. 3, a write command may
further include a field including other various kinds of
information related to a write operation.

FIG. 4 1s a flowchart summarizing 1n one example a data
write operation that may be performed by a data processing
system according to embodiments of the mventive concept.

Referring to FIGS. 1, 2, 3 and 4, the operation of the
storage system 200 may be determined according to value(s)
of particular field(s) associated with a defined write com-
mand. Here, for example, the host system 100 may transmit
information about new data and information about old data
corresponding to the new data to the storage system 200
together with a write command In some embodiments, a
write command may be generated to request that the storage
system 200 write new data, or to request that the storage
system 200 to write new data and invalidate old data. To
distinguish these two types of write commands from each
other, the fifth field (1.e., the write command type field) 1n
FIG. 3 may be used.

Referring to the flowchart of FIG. 4 1n the context of the
exemplary configurations of FIGS. 1, 2 and 3, the storage
system 200 may recerve a write command from the host
system 100 (5110), and the memory controller 210 of the

storage system 200 may determine whether the value of the
fitth field (1.e., the write command type field) 1s 0 (S120).
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Here, as described above with reference to FIG. 3, when
the value of the fifth field (1.e., the write command type field)
1s 0, the write command may be a conventional write
command for new data, but when the value of the fifth field
(1.e., the write command type field) 1s 1, the write command
may be a command to write new data and invalidate old data.

Accordingly, when the value of the fifth field (1.e., the
write command type field) 1s 0 (S120=YES), the memory
controller 210 may write new data corresponding to the
write command to the memory device 220 (5130). There-
alter, the memory controller 210 may update the metadata
218 by reflecting information about new data 1n the metadata
218 (S140), wherein the information about new data 1is
included in the write command.

Alternately, when the value of the fifth field (i.e., the write
command type field) 1s 1 (S120=NO), the memory controller
210 may perform either operation S202 described hereafter
in relation to FIG. 6, or operation S302 described hereafter
in relation to FIG. 7.

FIG. 5 1s a conceptual diagram 1llustrating 1n one example
operation of a data processing system according to embodi-
ments of the mventive concept.

In the context of FIGS. 1, 2 and 3, the host system 100
may generate a write command having 1 as the value of the
fifth field (1.e., the write command type field) at a file update
request and transmit an overwrite request to the storage
system 200 through the write command.

Referring to FIGS. 1, 2, 3 and 5, when an overwrite
request for a file 1s generated 1n the host system 100, the file
system may generate a command to write new data and
invalidate old data that has been written before. When the
file system 1s an LFS, the new data i1s not written to the
logical address of the old data, but instead, to a new logical

address. For example, 1t 1s assumed that logical addresses of
the old data are LBA 2 through LBA 4, and logical addresses

of the new data are LBA 7 through LBA 9.

Betfore the write command is received, the metadata 218
in the storage system 200 may include a mapping table
showing a mapping relationship between logical addresses
LBA 1 through LBA 6 and physical addresses PBA 100
through PBA 600. The host system 100 may transmit
information including the logical addresses LBA 7 through
[LLBA 9 of the new data and information including the logical
addresses LBA 2 through LBA 4 of the old data to the
storage system 200 together with the write command. The
storage system 200 may determine addresses of writable
areas 1n the memory device 220 to write the new data. For
example, physical addresses PBA 700 through PBA 900
may correspond to writable areas on which erasure has been
completed.

Thereatfter, the storage system 200 may write the new data
to the physical addresses PBA 700 through PBA 900 and

write the physical addresses PBA 700 through PBA 900, to
which the new data has been written, to the mapping table
to map the logical addresses of the new data to the physical
addresses of the new data.

The storage system 200 may 1dentify the physical
addresses PBA 200 through PBA 400 mapped to the logical
addresses LBA 2 through LBA 4 of the old data based on the
mapping table. Thereafter, the storage system 200 may erase
the mapping relationship between the physical addresses
PBA 200 through PBA 400 and the logical addresses LBA
2 through L BA 4 to invalidate the old data. The old data may
be mnvalidated in various ways. For example, the physical
addresses PBA 200 through PBA 400 may be erased from
the mapping table. Alternatively, information indicating
whether each logical address 1s valid may be included 1n the
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mapping table, and the old data may be invalidated by
changing the information indicating validity. After the pro-
cedure described above 1s performed, the mapping table may

include information validly mapping the logical addresses
LBA 7 through LBA 9 to the physical addresses PBA 700

through PBA 900 with respect to the new data.

FIGS. 6 and 7 are respective flowcharts summarizing
overwrite operations that may be performed by data pro-
cessing systems according to embodiments of the inventive
concept.

FIG. 6 1s a flowchart summarizing an overwriting method
for a data processing system including the storage system

200 that does not support an atomic write. Referring to
FIGS. 1, 2, 3 and 6, the metadata manager 214 may update
the metadata 218 each time when an overwrite 1s processed
in response to an overwrite request.

When a file update request 1s generated in the host system
100, the host system 100 may generate a write command
(S201). The host system 100 may acquire information about
old data corresponding to new data to be written, using meta
information included 1n the file system. The host system 100
may generate the write command including the information
about the old data. For example, the write command may
include the fields 1n FIG. 3.

When the size of information about the new data to be
written or the size of the immformation about the old data
exceeds a reference value, the file system may split the write
command to be transmitted to the storage system 200 into
“n” write commands (S202).

The host system 100 may transmit one of the “n” write
commands to the memory controller 210 (S203). For
example, the write command may include an address of the
new data and an address of the old data and may further
include the size of the new data and the size of the old data.
At this time, the address of the new data and the address of
the old data may be logical addresses managed by the file
system.

For example, the write command may further include a
field indicating whether the storage system 200 supports an
atomic write or whether the write command corresponds to
an atomic write.

The host system 100 may store the write command 1n a
submission queue (S204).

For example, the write command may be stored in the
submission queue until the write command 1s executed by
the storage system 200. In addition, the “n” write commands
may be stored in the submission queue.

The host system 100 may transmit the new data to the
storage system 200 (S203). For example, the host system
100 may use a special data transmitter. The data transmitter
may perform a direct memory access (DMA).

The storage system 200 may update a completion queue
of the host system 100 (S206). For example, when the
storage system 200 transmits command execution comple-
tion information, which indicates that execution of the write
command 1s completed, to the host system 100, the com-
mand execution completion information may be stored in
the completion queue of the host system 100. When the
command execution completion information 1s stored in the
completion queue, the command corresponding to the com-
mand execution completion information may be erased from
the submission queue.

The memory controller 210 may acquire the information
about the old data from the metadata 218 (5207). For
example, a physical address of the old data may be acquired
using a mapping table based on the logical address of the old
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data, which 1s received from the host system 100. The
received information may be stored in the bufler memory
217.

The memory controller 210 may write the new data to the
memory device 220 (S208).

The memory device 220 may transmit write completion
information to the memory controller 210 (5209).

The memory controller 210 may update the metadata 218
using the mformation about the new data, the information
about the old data, and the acquired physical address of the
old data (5210). For example, the memory controller 210
may map and write the logical address of the new data and
a physical address of the new data to the mapping table and
invalidate the old data.

The data processing system 10 may perform operations
5203 through 5210 with respect to each of the “n” write
commands That 1s, the memory controller 210 may receive
information about new data and information about old data
from the host system 100, write the new data to the memory
device 220, and update the mapping table by mapping a
physical address, to which the new data has written, to a
logical address of the new data. The memory controller 210
may 1dentify a logical address of the old data based on the
mapping table and invalidate the old data by erasing a
physical address mapped to the logical address of the old
data.

The storage system 200 may determine whether writing of
new data 1s completed with respect to all of the “n” write
commands (S211). Once the write operation 1s completed
with respect to all of the “n” write commands (S211=YES),
the storage system 200 may terminate the write operation
(S212). When the write operation has not been performed
with respect to all of the “n” write commands, the overwrait-
ing method proceeds to operation S203.

FI1G. 7 1s a flowchart summarizing an overwriting method
for the data processing system 10 including the storage
system 200 that supports an atomic write. Referring to FIGS.
1, 2, 3 and 7, the metadata manager 214 may buller
information about new data or information about old data
through overwrites and may update the metadata 218 with
the bullered information.

When a file update request 1s generated, the host system
100 may generate a write command (S301).

Here, the file system may split the write command 1nto
“n” write commands and, to allow each write command to
be executed by an atomic operation, may set a field related
to the atomic operation (S302). When the storage system
200 supports the atomic operation, the file system may add,
to each write command, a field indicating that the write
command 1s executed by an atomic write. A plurality of
fields may be added and may include the sixth field (1.e., the
atomic operation field) and the seventh field (i.e., the atomic
operation end command field) in FIG. 3.

Operations S303 through S307 may be respectively and
substantially the same as operations S203 through S207 of
FIG. 6.

The memory controller 210 may bufler mmformation
including a physical address of old data and information
about new data 1n the bufler memory 217 (S308). In contrast
to the method of FIG. 6, the memory controller 210 may
temporarily store a logical address of the new data and a
logical address of the old data, which have been received
(S303) in the bufler memory 217 instead of immediately
updating the metadata 218 with the logical addresses. The
buflered information may be reflected in the metadata 218

(S312).
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Operations S309 and S310 may be respectively and
substantially the same as operations S208 and S209 of FIG.
6. The memory controller 210 may write the new data to the
memory device 220 and receive write completion informa-
tion from the memory device 220.

After a write operation of the storage system 200 is
performed, the memory controller 210 may determine the
value of the seventh field (i.e., the atomic operation end
command field) among atomic operation-related fields 1n the
write command (S311). In an example embodiment, when
the value of the seventh field 1s 0, the memory controller 210
may sequentially receive another one of the “n” write
commands. When the value of the seventh field 1s 1, the
memory controller 210 may update the metadata 218 based
on buflered data.

In the embodiment of FIG. 7, a sudden power-oil (SPO)
may occur after operation S310. For example, 1n a state
where a write command 1s split into four write commands,
an SPO may occur after writing of first, second and third
partial data 1s completed and before the fourth write com-
mand 1s recerved.

In this case, the first, second and third partial data has
been written to the memory device 220, fourth data has not
been written to the memory device 220, and information
about the first through fourth data has not been reflected to
the metadata 218. That 1s, 11 power supply to the storage
system 200 1s mterrupted due to an SPO, information about
the first through third, which has been buflered in the bufler
memory 217, may be erased, and the metadata 218 may
remain 1n a state before the first write command 1s received.

That 1s, as a result of an atomic operation, data integrity
1s ensured so that a file may be updated and the states of new
data and old data may all be reflected 1n the metadata 218 or
a file update may stop and the metadata 218 may be
maintained 1n a state before the file update.

I1 a write operation of the data processing system 10 1s not
performed by an atomic operation, new data corresponding
to the first through third data and old data corresponding to
the fourth data may be included in the metadata 218. In this
case, the metadata 218 1s not consistent with metadata of the
file system of the host system 100, which may cause an error
in the operation. In addition, a procedure for recovering a
corrupt file 1s required, which may decrease efliciency.

The cases where a write command has a large data size
have been described with reference to FIGS. 6 and 7. When
the write command has a data size smaller than a certain
reference value, a file update may be performed with trans-
mission of only one write command. When a file update 1s
performed with a single command, the operation of FIG. 6
or FIG. 7 may ensure atomicity.

FIG. 8 1s a conceptual diagram 1llustrating 1n one example
a overwrite operation for a data processing system according
to embodiments of the inventive concept.

Retferring to FIGS. 1, 2, 3 and 8, when data included 1n a
write command 1s large, the write command may be split
into a plurality of write commands by the file system. For
example, when the size of data included 1n an overwrite
request 1s 12 KB, a write command may be split into three
4-KB write commands.

Hereinafter, the case of the method of FIG. 7, in which the
storage system 200 supports atomic write operation and the
host system 100 sets such that an overwrite 1s performed as
an atomic operation, 1s assumed 1n the description below.
For convenience of description, the values of a field 1ndi-
cating the size of old data and a field indicating the size of
new data among data fields of a write command may be
omitted.
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The file system may sequentially transmit three write
commands to the storage system 200. When a first write
command 1s received, the memory controller 210 may
determine the values of the sixth field (1.e., the atomic
operation field) and the seventh field (1.e., the atomic opera-
tion end command field) of the first write command Because
the value of the sixth field (1.e., the atomic operation field)
ol the first write command 1s 1 and the value of the seventh
field (1.e., the atomic operation end command field) of the
first write command 1s O, the memory controller 210 writes
new data, which has a logical address LBA 7 included in the
first write command, to the memory device 220 and bullers
information about old data having a logical address LBA 2
and information about the new data in the bufler memory
217.

Because the value of the sixth field (1.e., the atomic
operation field) of the second write command 1s 1 and the
value of the seventh field (i.e., the atomic operation end
command field) of the second write command 1s 0, the

memory controller 210 writes new data having a logical
address LBA 8 to the memory device 220 and then buflers
information about the new data and immformation about old
data having a logical address LBA 3 in the bufler memory
217.

After determiming that the value of the sixth field (1.e., the
atomic operation field) of the third write command 1s 1 and
the value of the seventh field (1.e., the atomic operation end
command field) of the third write command 1s 1, the memory
controller 210 writes new data having a logical address LBA
9 to the memory device 220, buflers information about the
new data and information about old data having a logical
address LBA 4 1n the buller memory 217, and updates the
metadata 218 based on the buflered information correspond-

ing to LBA 2, LBA3, LBA4, LBA7, LBA S8, and LBA9.

In some embodiments, because invalidation of old data
and a write operation are simultancously performed at the
time of a file update, the file system does not need to
separately transmit a trim command in order to invalidate
the old data. In addition, because unnecessary data 1s 1mvali-
dated during a write operation before an update, the storage
system 200 may more efliciently perform garbage collection
operation(s). Furthermore, because an update of the meta-
data 218 1n the storage system 200 may be performed by an
atomic operation, data corruption may be prevented even 1n
an unexpected event such as an SPO.

FIG. 9 1s a block diagram illustrating a data processing
system according to embodiments of the mventive concept.

Referring to FIG. 9, a host system 300 and a storage
system 400 may form a data processing system 20. Here, the
data processing system 20 may form a computer, an ultra-
mobile personal computer (UMPC), a workstation, a net-
book, a personal digital assistant (PDA), a portable com-
puter, a web tablet, a tablet computer, a wireless phone, a
mobile phone, a smart phone, an e-book, a portable multi-
media player (PMP), a handheld game console, a navigation
device, a black box, a digital camera, a digital multimedia
broadcasting (DMB) player, a 3D television, a smart tele-
vision, a digital audio recorder, a digital audio player, a
digital picture recorder, a digital picture player, a digital
video recorder, a digital video player, a storage forming a
data center, a device transmitting and receiving information
1n a wireless environment, one of various electronic devices
forming a home network, one of various electronic devices
forming a computer network, one ol various electronic
devices forming a telematics network, a radio frequency
identification (RFID) device, or one of various components
forming a computing system.
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The host system 300 may include at least one operating,
system 310, wherein the operating system 310 generally
manages and controls the operation of the host system 300
and the interaction between the host system 300 and a user
of the memory system 20.

In this regard, the operating system 310 will support
function(s) and/or operation(s) indicated by a user’s opera-
tion of the host system, for example. Here, the operating
system 310 may be classified as a normal operating system
and a mobile operating system according to the mobaility
aspect(s) of the host system 300. The normal operating
system may be classified into a personal operating system
and a business operating system according to a user’s use
environment. For example, the personal operating system
may be characterized to support a function of providing
services for general users and may include Windows and
Chrome. The business operating system may be character-
ized to ensure and support high performance and may
include Windows Server, Linux, and Unix.

The mobile operating system may be characterized to
support a mobile service providing function and a system
power saving function and may include Android, 10S, and
Windows Mobile. In some embodiments, a host system 300
may include a plurality of operating systems 310 and may
execute the operating systems 310 to perform operations 1n
association with the storage system 400 1n response to a user
request. Here, the host system 300 may transmit commands
corresponding to user request(s) to the storage system 400,
and the storage system 400 may perform operation(s)
responsive to the command(s)—that 1s, operations corre-
sponding to the user request.

The host system 300 may include a file system 320. The
file system 320 refers to a data structure for storing a file 1n
the storage system 400 connected to the host system 300.

A read or write request of the host system 300 may be
executed 1n units of files. In other words, through a file read
request READ_F or a file write request WRITE_F, data from
the host system 300 may be written to the storage system
400 or data stored 1n the storage system 400 may be read to
the host system 300.

For example, the storage system 400 may be implemented
as a personal computer (PC), a data server, a network-
attached storage (NAS), an Internet of things (IoT) device,
or a portable electronic device. The portable electronic
device may include a laptop computer, a mobile phone, a
smart phone, a tablet PC, a PDA, an enterprise digital
assistant (EDA), a digital still camera, a digital video
camera, an audio device, a PMP, a personal navigation
device (PND), an MP3 player, a handheld game console, an
e-book, or a wearable device.

The storage system 400 may include a host interface layer
410, an FTL 420, a flash interface layer 430, and a non-
volatile memory 440.

The host interface layer 410 may be a logical area, 1n
which interfacing between the host system 300 and the
storage system 400 occurs.

The FTL 420 may have a diflerent form than the FTL 213
of FIG. 2. For example, an input/output (I/O) unit 421 may
receive data to be written and a logical address, e.g., an
LBA, of the data in response to the file write request
WRITE_F and may provide a physical address, e.g., a PBA,
corresponding to the LBA to the non-volatile memory 440
based on the mapping table stored 1n the RAM 212 or the
ROM 215 in FIG. 2.

In some embodiments, the I/O unit 421 may receive a
logical address of new data and a logical address of old data
and provide a physical address of the new data to the
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non-volatile memory 440, wherein the physical address of
the new data results from translation based on the mapping
table.

A metadata manager 422 may bufler information about
new data and information about old data, which are received
from the I/O unit 421, 1n a cache memory and may update
the metadata 218 with the bullered mformation when infor-
mation included 1n the file write request WRITE_F satisfies
a certain reference. The metadata manager 422 may be
considered as the metadata manager 214 of FIG. 2.

The host interface layer 410 and the FTL 420 may write
or read data sector by sector. That 1s, 1n response to the read
or write request of the host system 300, the host interface
layer 410 may send a sector read request READ_S or a
sector write request WRITE_S to the FTL 420 with respect
to each sector.

The flash interface layer 430 may provide an interface
between the FTL 420 and the non-volatile memory 440. In
some embodiments, data may be read or written page by

page 1n response to a page read request READ_P or a page
write request WRITE_P and may be erased block by block
in response to a block erase request ERASE_B, which may
be a characteristic of a flash memory device.

The non-volatile memory 440 may be considered as the
memory device 220 in FIG. 1, and thus redundant descrip-
tion thereof 1s omitted.

In some embodiments, the data processing system 20 may
be mounted using various types of packages. For example,
the data processing system 20 may be mounted 1n a form of
a package on package (PoP), ball grid arrays (BGAs), chip
scale packages (CSPs), a plastic leaded chip carrier (PLCC),
a plastic dual 1in-line package (PDIP), a die 1n watlle pack,
a die 1 wafer form, a chip on board (COB), a ceramic dual
in-line package (CERDIP), a plastic metric quad flat pack
(MQEFP), a thin quad flat pack (TQFP), a small outline
integrated circuit (SOIC), a shrink small outline package
(SSOP), a thuin small outline package (1TSOP), a system 1n
package (SIP), or a multi-chip package.

FIG. 10 1s a block diagram illustrating a system 1000
using a storage device according to embodiments of the
inventive concept.

The system 1000 may include a mobile system such as a
mobile phone, a smart phone, a tablet PC, a wearable device,
a health care device, or an IoT device. However, the system
1000 1s not limited to a mobile system and may include a PC,
a laptop computer, a server, a media player, or an automotive
device such as a navigation device.

Referring to FI1G. 10, the system 1000 may include a main
processor 1100, memories 1200a and 12005, and storage
devices 1300a and 13005 and may further include at least
one selected from an optical input device 1410, a user iput
device 1420, a sensor 1430, a communication device 1440,
a display 1450, a speaker 1460, a power supplying device
1470, and a connecting interface 1480.

The main processor 1100 may generally control opera-
tions of the system 1000, and more particularly, control
operations of other elements of the system 1000. The main
processor 1100 may be implemented as a general-purpose
processor, a dedicated processor, or an application processor.

The main processor 1100 may include at least one central
processing unit (CPU) core 1110 and may further include a
controller 1120 controlling the memories 1200aq and 120056
and/or the storage devices 1300a and 13005. According to
embodiments, the main processor 1100 may further include
an accelerator 1130, which 1s a dedicated circuit for high-
speed data operations such as artificial intelligence (Al) data
operations. The accelerator 1130 may include a graphics
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processing umt (GPU), a neural processing unit (NPU),
and/or a data processing umt (DPU) and may be imple-
mented 1n a separate chip physically independent from other
clements of the main processor 1100.

The main processor 1100 may perform the operations of
the host systems 100 and 300 described with reference to
FIGS. 1 through 9.

The memories 1200q and 120056 may be used as a main
memory device of the system 1000 and may include volatile
memory such as static RAM (SRAM) and/or DRAM or
non-volatile memory such as flash memory, PRAM, and/or
RRAM. The memories 1200q¢ and 12006 may be imple-
mented 1n the same package as the main processor 1100.

The storage devices 1300a and 13005 may include a
non-volatile storage device that retains data regardless of
power supply and may have a larger capacity than the
memories 1200a and 12005. The storage devices 1300aq and
13005 may include storage controllers 1310aq and 13105,
respectively, and non-volatile memory (NVM) storages
1320a and 13205, respectively. The NVM storage 1320aq
stores data under the control of the storage controller 13104,
and the NVM storage 13205 stores data under the control of
the storage controller 13105. The NVM storages 1320q and
13205 may include 2D or 3D VNAND flash memory or
other types of NVM such as PRAM and/or RRAM.

The storage devices 1300aq and 13005 may be physically
separated from the main processor 1100 1n the system 1000
or may be implemented in the same package as the main
processor 1100. The storage devices 1300aq and 13005 may
have a form of a memory card and may thus be removably
coupled to other elements of the system 1000 through an
interface such as the connecting interface 1480, which will
be described below. The storage devices 1300a and 130056
may include a device, to which a protocol such as a UFS
standard 1s applied, but are not limited thereto.

The storage devices 1300a and 13005 may perform the
operations of the storage systems 200 and 400 described
above with reference to FIGS. 1 through 9.

The optical input device 1410 may capture a still image or
a moving image and may include a camera, a camcorder,
and/or a webcam.

The user mput device 1420 may receive various types of
data input by a user of the system 1000 and may include a
touch pad, a key pad, a keyboard, a mouse, and/or a
microphone.

The sensor 1430 may sense various types of physical
quantities that may be acquired from outside the system
1000 and may convert sensed physical quantities 1nto elec-
trical signals. The sensor 1430 may include a temperature
sensor, a pressure sensor, an 1lluminance sensor, a position
sensor, an acceleration sensor, a biosensor, and/or a gyro-
scope.

The communication device 1440 may transmit or receive
signals to or from other devices outside the system 1000
according to various communication protocols. The com-
munication device 1440 may include an antenna, a trans-
cerver, and/or a modem.

The display 1450 and the speaker 1460 may function as
output devices that respectively output visual information
and auditory information to the user of the system 1000.

The power supplying device 1470 may appropnately
transform power from a battery (not shown) embedded in
the system 1000 and/or an external power supply and may
supply transformed power to each element of the system
1000.

The connecting interface 1480 may provide a connection
between the system 1000 and an external device, which 1s
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connected to the system 1000 and may exchange data with
the system 1000. The connecting interface 1480 may include
various 1nterfaces such as an ATA interface, a SATA inter-

face, an external SATA (e-SATA) interface, an SCSI, a SAS,
a PCI mterface, a PCI express (PCle) interface, an NVM

express (NVMe) interface, Institute of Electrical and Elec-
tronics

Engineers (IEEE) 1394, a USB interface, an SD card
interface, an MMC interface, an eMMC 1nterface, a UFS
inter:

ace, an embedded UFS (eUFS) mterface, and a CF card
inter:

ace.
FI1G. 11 15 a block diagram 1llustrating a UFS system 2000
according to embodiments of the inventive concept.
Here, 1t 1s assumed that the UFS system 2000 complies
with one or more technical standards published by Joint

Electron Device Engineering Council (JEDEC) and may

include a UFS host 2100, a UES device 2200, and a UFS
interface 2300. The descriptions given above about the

system 1000 of FIG. 10 may also be applied to the UFS
system 2000 of FIG. 11 unless the descriptions contradict
descriptions given below with reference to FIG. 11.
Referring to FIG. 11, the UFS host 2100 and the UFS
device 2200 may be connected to each other through the
UFS 1nterface 2300. When the main processor 1100 1n FIG.
10 1s an application processor, the UFS host 2100 may be
implemented as a part of the application processor. A UFS
host controller 2110 may correspond to the controller 1120
of the main processor 1100 1 FIG. 10, and a host memory

2140 may correspond to the memories 1200a and 120056 1n
FIG. 10. The UFS device 2200 may correspond to the

storage devices 1300q and 13005 1n FIG. 10. A UFS device
controller 2210 may correspond to the storage controllers
1310a and 13106 1n FIG. 10. An NVM storage 2220 may
correspond to the NVM storages 1320aq and 132056 1n FIG.
10.

The UFS host 2100 may perform the operations of the
host systems 100 and 300 described with reference to FIGS.
1 through 9, and the UFS device 2200 may perform opera-

tions of the storage systems 200 and 400.
The UFS host 2100 may include the UFS host controller

2110, an application 2120, a UFS driver 2130, a host
memory 2140, and a UFS interconnect (UIC) layer 2150.
The UFS device 2200 may include the UFS device control-
ler 2210, the NVM storage 2220, a storage interface 2230,
a device memory 2240, a UIC layer 2250, and a regulator
2260. The NVM storage 2220 may include a plurality of
memory units 2221. The memory unit 2221 may include
VNAND flash memory 1 a 2D or 3D structure or other
kinds of NVM such as PRAM and/or RRAM. The UFS
device controller 2210 and the NVM storage 2220 may be
connected to each other through the storage intertace 2230.
The storage interface 2230 may be implemented to comply
with a standard protocol such as Toggle or ONFI.

The application 2120 may refer to a program for com-
municating with the UFS device 2200 to use a function of
the UFS device 2200. The application 2120 may transmit an
input-output request (IOR) for input/output of the UFS
device 2200 to the UFS dniver 2130. The IOR may include
a data read request, a data write request, and/or a data

discard request but 1s not limited thereto.
The UFS driver 2130 may manage the UFS host control-

ler 2110 through a UFS-host controller interface (HCI). The
UFS driver 2130 may convert an IOR, which 1s generated by
the application 2120, into a UFS command defined by a UFS
standard and may transmit the UFS command to the UFS
host controller 2110. A single IOR may be converted 1nto a

plurality of UFS commands A UFS command may be a

10

15

20

25

30

35

40

45

50

55

60

65

20

command that 1s defined by the SCSI standard or an exclu-
stve command for the UFS standard.

The UFS host controller 2110 may transmit the UFS
command from the UFS driver 2130 to the UIC layer 2250
of the UFS device 2200 through the UIC layer 2150 and the
UFS 1nterface 2300. In this process, a UFS host register 2111
of the UFS host controller 2110 may function as a command

queue.
The UIC layer 2150 of the UFS host 2100 may include a

MIPI M-PHY 2151 and a MIPI UniPro 2152, and the UIC
layer 2250 of the UFS device 2200 may also include a MIPI
M-PHY 2252 and a MIPI UniPro 2251.

The UFS mterface 2300 may include a line transmitting a
reference clock signal REF_CLK, a line transmitting a
hardware reset signal RESET_n for the UFS device 2200, a
pair of lines transmitting a pair of differential input signals
DIN_t and DIN_c, and a pair of lines transmitting a pair of
differential output signals DOUT_t and DOUT _c.

The frequency value of the reference clock signal
REF_CLK provided from the UFS host 2100 to the UFS
device 2200 may be one of 19.2 MHz, 26 MHz, 38.4 MHz,
and 52 MHz but 1s not limited thereto. The UFS host 2100
may change the frequency value of the reference clock
signal REF_CLK even while operating or exchanging data
with the UFS device 2200. The UFS device 2200 may
generate clock signals having different frequencies from the
reference clock signal REF_CLK, which 1s received from
the UFS host 2100, using a phase-locked loop (PLL) or the
like. The UFS host 2100 may set a value of a data rate
between the UFS host 2100 and the UFS device 2200 using
the frequency value of the reference clock signal REF_CLK.
In other words, the value of the data rate may be determined
depending on the frequency value of the reference clock
signal REF_CLK.

The UFS interface 2300 may support multiple lanes, and
cach of the lanes may be implemented as a diflerential pair.
For example, the UFS interface 2300 may include at least
one receive lane and at least one transmit lane. In FIG. 11,
a pair of lines transmitting the pair of differential nput
signals DIN_t and DIN_c may form a receive lane, and a
pair of lines transmitting the pair of differential output
signals DOUT_t and DOUT_c may form a transmit lane.
Although one transmit lane and one receive lane are 1llus-
trated 1n FIG. 11, the numbers of transmit lanes and receive
lanes may be changed.

A receive lane and a transmit lane may transmit data 1n a
serial communication mode.

Because the receive lane 1s separated from the transmit
lane, the UFS host 2100 may communicate with the UFS
device 2200 1n a full-duplex mode. In other words, the UFS
device 2200 may transmit data to the UFS host 2100 through
the transmit lane even while receiving data from the UFS
host 2100 through the receive lane. Control data such as a
command from the UFS host 2100 to the UFS device 2200
may be transmitted through the same lane as user data,
which the UFS host 2100 writes to or reads from the NVM
storage 2220 of the UFS device 2200. Accordingly, other
lanes for data transmission than a pair of a receive lane and
a transmit lane are not necessary between the UFS host 2100
and the UFS device 2200.

The UFS device controller 2210 of the UFS device 2200
may generally control operations of the UFS device 2200.
The UFS device controller 2210 may manage the NVM
storage 2220 using a logical unit 2211 corresponding to a
logical data storage unit. The number of logical units 2211
may be eight but 1s not limited thereto. The UFS device
controller 2210 may include an FTL and may translate a
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logical address data, e.g., an LBA, received from the UFS
host 2100 1nto a physical data address, e.g., a PBA, using
address mapping information of the FTL. A logical block for
storing user data 1in the UFS system 2000 may have a size 1n
a certain range. For example, a mimmum size of a logical
block may be set to 4 Kbytes.

The UFS device controller 2210 may correspond to the
memory controller 210 of the storage system 200 in FIG. 1

When a command from the UFS host 2100 1s 1input to the
UFS device 2200 through the UIC layer 22350, the UFS
device controller 2210 may perform an operation corre-
sponding to the command and transmit a completion
response to the UFS host 2100 after the operation 1s com-
pleted.

For example, when the UFS host 2100 writes user data in
the UFS device 2200, the UFS host 2100 may transmit a data

write command to the UES device 2200. When the UFS host
2100 receives a response corresponding to ready-to-transier
from the UFS device 2200, the UFS host 2100 may transmiut
the user data to the UFS device 2200. The UFS device
controller 2210 may temporarily store the user data in the
device memory 2240 and write the user data temporarily
stored 1n the device memory 2240 to a selected position of
the NVM storage 2220.

For example, when the UFS host 2100 reads user data
from the UFS device 2200, the UFS host 2100 may transmit
a data read command to the UFS device 2200. The UFS
device controller 2210 may receive the data read command,
read the user data from the NVM storage 2220 based on the
data read command, and temporarily store the user data,
which has been read, in the device memory 2240. In this
read operation, the UFS device controller 2210 may detect
and correct an error 1n the user data, which has been read,
using an embedded error correction code (ECC) circuit (not
shown). The UFS device controller 2210 may transmit the
user data, which has been temporarly stored in the device
memory 2240, to the UFS host 2100. The UFS device
controller 2210 may further include an advanced encryption
standard (AES) circuit (not shown). The AES circuit may
encrypt or decrypt data mput to the UFS device controller
2210 using a symmetric-key algorithm.

The UFS host 2100 may store commands to be transmit-
ted to the UFS device 2200 in the UFS host register 2111,
which may function as a command queue, in order and
transmit the commands to the UFS device 2200 1n the order.
At this time, even while a command transmitted to the UFS
device 2200 1s being processed by the UFS device 2200, 1.¢.,
even before the UFS host 2100 1s notified that a command
transmitted to the UFS device 2200 has been completely
processed by the UFS device 2200, the UFS host 2100 may
transmit a subsequent command 1n the command queue to
the UFS device 2200, and the UFS device 2200 may receive
the subsequent command from the UFS host 2100 even
while processing the command received before. Queue
depth, 1.e., the maximum number of commands that may be
stored 1n the command queue, may be 32. The command
queue may be a circular queue, i which a head pointer and
a tail pointer respectively indicate the beginning and end of
a command sequence stored therein.

Each of the storage unit 2221 may include a memory cell
array (not shown) and a control circuit (not shown), which
controls the operation of the memory cell array. The memory
cell array may include a 2D memory cell array or a 3D
memory cell array. The memory cell array includes a plu-
rality of memory cells. Each of the memory cells may be a
single-level cell (SLC) storing one bit of mnformation or a
cell, such as a multi-level cell (MLC), a triple-level cell
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(TLC), or a quadruple-level cell (QLC), which stores at least
two bits of information. A 3D memory cell array may
include a vertically-oriented NAND string, 1n which at least

one memory cell 1s arranged above another memory cell.
Supply voltages VCC, VCCQ1, and VCCQ2 may be mput

to the UFS device 2200. The supply voltage VCC may be a

main supply voltage for the UFS device 2200 and may have
a value of about 2.4 V to about 3.6 V. The supply voltage
VCCQI1 may be used for supply of a voltage in a low range
and mainly used for the UFS device controller 2210. The
supply voltage VCCQ1 may have a value of about 1.14 V to
about 1.26 V. The supply voltage VCCQ2 may be used to
supply a voltage that 1s lower than the supply voltage VCC
and higher than the supply voltage VCCQI1 and mainly used

for an input/output interface such as the MIPI M-PHY 1251.

The supply voltage VCC(Q2 may have a value of about 1.7
V to about 1.95 V. Each of the supply voltages VCC,
VCCQI1, and VCCQ2 may be supplied to a corresponding
clement of the UFS device 2200 through the regulator 2260.
The regulator 2260 may be implemented as a group of
regulator units respectively connected to the supply voltages
VCC, VCCQ1, and VCCQ2.

FIG. 12 1s a block diagram illustrating a memory system
30 according to embodiments of the inventive concept.

Referring to FIG. 12, a memory system 30 may include a
memory device 500 and a memory controller 600. The
memory system 30 may support a plurality of channels, e.g.,
first through m-th channels CH1 through CHm. The memory
device 500 may be connected to the memory controller 600
through the first through m-th channels CH1 through CHm.
For example, the memory system 30 may be implemented
by a storage device such as an SSD.

The memory device 500 may include a plurality of NVM
devices NVMI11 through NVMmn. Each of the NVM

devices NVM11 through NVMmn may be connected to one
of the first through m-th channels CH1 through CHm via a
corresponding way. For example, the NVM devices NVMI11
through NVM1#z may be connected to the first channel CH1
via ways W11 through W1z, respectively. The NVM devices
NVM21 through NVM2r may be connected to the second
channel CH2 via ways W21 through W2#, respectively. In
an example embodiment, each of the NVM devices NVM11
through NVMmn may be implemented by a memory unit
that may operate according an individual command from the
memory controller 600. For example, each of the NVM
devices NVM11 through NVMmn may be implemented in a
chip or a die, but embodiments are not limited thereto.

The memory controller 600 may exchange signals with
the memory device 500 through the first through m-th
channels CH1 through CHm. For example, the memory
controller 600 may transmit commands CMDa through
CMDm, addresses ADDRa through ADDRm, and data
DATAa through DATAm to the memory device 500 through
the first through m-th channels CH1 through CHm or receive
the data DATAa through DATAm from the memory device
500 through the first through m-th channels CH1 through
CHm.

The memory controller 600 may select one of NVM
devices, which are connected to a channel, through the
ehannel and may exchange signals with the selected NVM

device. For example, the memory controller 600 may select
the NVM device NVM11 among the NVM devices NVM11

through NVM1#» connected to the first channel CHI1. The
memory controller 600 may transmit the command CMDa,
the address ADDRa, and the data DATAa to the NVM device

NVM11, which has been selected, through the first channel
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CH1 or receive the data DATAa from the NVM device
NVMI11, which has been selected, through the first channel
CHI1.

The memory controller 600 may exchange signals with
the memory device 500 1n parallel through different chan-
nels. For example, while transmitting the command CMDa
to the memory device 500 through the first channel CHI,
memory controller 600 may transmit the command CMDb
to the memory device 500 through the second channel CH2.
For example, while receiving the data DATAa from the
memory device 500 through the first channel CHI, the
memory controller 600 may receive the data DATAb from
the memory device 500 through the second channel CH2.

The memory controller 600 may generally control opera-
tions of the memory device 500. The memory controller 600
may transmit a signal to the first through m-th channels CH1
through CHm to control each of the NVM devices NVM11
through NVMmn connected to the first through m-th chan-
nels CH1 through CHm. For example, the memory control-

ler 600 may transmit the command CMDa and the address
ADDRa to the first channel CHI1 to control a selected one of
the NVM devices NVM11 through NVM1z.

Each of the NVM devices NVM11 through NVMmn may
operate under the control of the memory controller 600. For
example, the NVM device NVM11 may program the data
DATAa according to the command CMDa, the address
ADDRa, and the data DATAa, which are provided to the first
channel CHI1. For example, the NVM device NVM21 may
read the data DATAb according to the command CMDb and
the address ADDRb, which are provided to the second
channel CH1, and transmait the data DATADb, which has been
read, to the memory controller 600.

Although the memory device 500 communicate with the
memory controller 600 through “m™ channels and include
“n” NVM devices in correspondence to each of the “m
channels 1n FIG. 12, the number of channels and the number
of NVM devices connected to each channel may be vari-
ously changed.

FIG. 13 1s a block diagram illustrating a memory system
40 according to embodiments of the inventive concept.

Referring to FIG. 13, the memory system 40 may gener-
ally include a memory device 700 and a memory controller
800. The memory device 700 may correspond to one of the
NVM devices NVM11 through NVMmn communicating
with the memory controller 800 based on one of the first
through m-th channels CH1 through CHm in FIG. 12. The
memory controller 800 may correspond to the memory
controller 600 in FIG. 12.

The memory device 700 may include first through eighth
pins P11 through P18, a memory interface circuit 710, a
control logic circuit 720, and a memory cell array 730.

The memory interface circuit 710 may receive a chip
enable signal nCE from the memory controller 800 through
the first pin P11. The memory interface circuit 710 may
exchange signals with the memory controller 800 through
the second through eighth pins P12 through P18 according
to the chip enable signal nCE. For example, when the chip
enable signal nCE 1s enabled (e.g., at a low level), the
memory 1terface circuit 710 may exchange signals with the
memory controller 800 through the second through eighth
pins P12 through P18 according to the chip enable signal
nCE.

The memory interface circuit 710 may receive a com-
mand latch enable signal CLE, an address latch enable signal
ALE, and a write enable signal nWE from the memory
controller 800 through the second through fourth pins P12

through P14, respectively. The memory interface circuit 710
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may receive or transmit a data signal DQ from or to the
memory controller 800 through the seventh pin P17. A
command CMD, an address ADDR, and data may be
transmitted through the data signal DQ. For example, the
data signal DQ may be transmitted through a plurality of
data signal lines. In this case, the seventh pin P17 may
include a plurality of pins respectively corresponding to the
data signals.

The memory mterface circuit 710 may acquire the com-
mand CMD from the data signal D(Q, which 1s received in
an enable period (e.g., a high level state) of the command
latch enable signal CLE, based on toggle timings of the write
ecnable signal nWE. The memory interface circuit 710 may
acquire the address ADDR from the data signal DQ, which
1s rece1ved 1n an enable period (e.g., a high level state) of the
address latch enable signal ALE, based on the toggle timings
of the write enable signal nWE.

In an example embodiment, the write enable signal nWE
may remain in a static state (e.g., a high level or a low level)
and toggle between the high level and the low level. For
example, the write enable signal n WE may toggle 1n a period
in which the command CMD or the address ADDR 1is
transmitted. Accordingly, the memory interface circuit 710
may acquire the command CMD or the address ADDR
based on the toggle timings of the write enable 31gnal nWE.

The memory interface circuit 710 may receive a read
enable signal nRE from the memory controller 800 through
the fifth pin P15. The memory mterface circuit 710 may
receive or transmit a data strobe signal DQS from or to the
memory controller 800 through the sixth pin P16.

In a data output operation of the memory device 700, the
memory interface circuit 710 may receive the read enable
signal nRE, which toggles, through the fifth pin P15 before
outputting the data. The memory interface circuit 710 may
generate the data strobe signal DQS, which toggles, based
on toggling of the read enable signal nRE. For example, the
memory interface circuit 710 may generate the data strobe
signal DQS, which starts toggling after a certain delay (e.g.,
tDQSRE) from a toggling start time of the read enable signal
nRE. The memory interface circuit 710 may transmit the
data signal DQ including the data based on toggle timings of
the data strobe signal DQS. Accordingly, the data may be
transmitted to the memory controller 800 1n alignment with
the toggle timings of the data strobe signal DQS.

In a data input operation of the memory device 700, when
the data signal DQ including the data i1s recerved from the
memory controller 800, the memory interface circuit 710
may receirve the data strobe signal DQS, which toggles, from
the memory controller 800 together with the data. The
memory interface circuit 710 may acquire the data from the
data signal DQ based on the toggle timings of the data strobe
signal DQS. For example, the memory interface circuit 710
may acquire the data by sampling the data signal DQ at
rising and falling edges of the data strobe signal DQS.

The memory mterface circuit 710 may transmit a ready/
busy output signal nR/B to the memory controller 800
through the eighth pin P18. The memory interface circuit
710 may transmit state mnformation of the memory device
700 to the memory controller 800 through the ready/busy
output signal nR/B. When the memory device 700 1s 1n a
busy state (that 1s, when internal operations of the memory
device 700 are being performed), the memory interface
circuit 710 may transmit the ready/busy output signal nR/B
indicating the busy state to the memory controller 800.
When the memory device 700 1s in a ready state (that 1is,
when internal operations of the memory device 700 are not
performed or are completed), the memory interface circuit
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710 may transmit the ready/busy output signal nR/B indi-
cating the ready state to the memory controller 800. For
example, while the memory device 700 1s reading the data
from the memory cell array 730 in response to a read
command, the memory interface circuit 710 may transmuit
the ready/busy output signal nR/B indicating the busy state
(c.g., a low level) to the memory controller 800. For
example, while the memory device 700 1s programming the
data to the memory cell array 730 1n response to a program
command, the memory interface circuit 710 may transmuit
the ready/busy output signal nR/B indicating the busy state
to the memory controller 800.

The control logic circuit 720 may generally control vari-
ous operations of the memory device 700. The control logic
circuit 720 may receive the command CMD and/or the
address ADDR from the memory interface circuit 710. The
control logic circuit 720 may generate control signals for
controlling other elements of the memory device 700
according to the command CMD and/or the address ADDR.
For example, the control logic circuit 720 may generate
various control signals for programming the data to the
memory cell array 730 or reading the data from the memory
cell array 730.

The memory cell array 730 may store the data from the
memory nterface circuit 710 under the control of the control
logic circuit 720. The memory cell array 730 may output the
data, which has been stored therein, to the memory interface
circuit 710 under the control of the control logic circuit 720.

The memory cell array 730 may include a plurality of
memory cells. For example, the memory cells may include
flash memory cells. However, embodiments are not limited
thereto. The memory cells may include RRAM cells,
FeRAM cells, PRAM cells, thyristor RAM (TRAM) cells,
or MRAM cells. Hereinafter, embodiments will be described
focusing on the case where the memory cells include NAND
flash memory cells.

The memory controller 800 may include first through
cighth pmns P21 through P28 and a controller interface
circuit 810. The first through eighth pins P21 through P28
may respectively correspond to the first through eighth pins
P11 through P18 of the memory device 700.

The controller interface circuit 810 may transmait the chip
enable signal nCE to the memory device 700 through the
first pin P21. The controller mtertace circuit 810 may
exchange signals with the memory device 700 through the
second through eighth pins P22 through P28 according to
the chip enable signal nCE.

The controller interface circuit 810 may transmit the
command latch enable signal CLE, the address latch enable
signal ALE, and the write enable signal nWE to the memory
device 700 through the second through fourth pins P22
through P24, respectively. The controller interface circuit
810 may transmit or recerve the data signal DQ to or from
the memory device 700 through the seventh pin P27.

The controller interface circuit 810 may transmit the data
signal DQ, which includes the command CMD or the
address ADDR, to the memory device 700 together with the
write enable signal nWE, which toggles. The controller
interface circuit 810 may transmit the data signal DQ
including the command CMD to the memory device 700 by
transmitting the command latch enable signal CLE, which 1s
in the enable state, and transmuit the data signal DQ including
the address ADDR to the memory device 700 by transmit-
ting the address latch enable signal ALE, which 1s 1n the
cnable state.

The controller interface circuit 810 may transmait the read
enable signal nRE to the memory device 700 through the
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fifth pin P2S5. The controller interface circuit 810 may
receive or transmit the data strobe signal DQS from or to the
memory device 700 through the sixth pin P26.

In a data output operation of the memory device 700, the
controller interface circuit 810 may generate and transmit
the read enable signal nRE, which toggles, to the memory
device 700. For example, before the output of the data, the
controller interface circuit 810 may generate the read enable
signal nRE, which 1s converted from a static state (e.g., a
high level or a low level) into a toggling state. Accordingly,
the memory device 700 may generate the data strobe signal
DQS, which toggles, based on the read enable signal nRE.
The controller interface circuit 810 may receive the data
signal DQ including the data and the data strobe signal DQS,
which toggles, from the memory device 700. The controller
interface circuit 810 may acquire the data from the data
signal D(Q based on the toggle timings of the data strobe
signal DQS.

In a data iput operation of the memory device 700, the
controller interface circuit 810 may generate the data strobe
signal DQS, which toggles. For example, before transmit-
ting the data, the controller interface circuit 810 may gen-
erate the data strobe signal DQS, which 1s converted from a
static state (e.g., a high level or a low level) mto a toggling
state. The controller interface circuit 810 may transmit the
data signal DQ including the data to the memory device 700
based on the toggle timings of the data strobe signal DQS.

The controller interface circuit 810 may receive the
ready/busy output signal nR/B from the memory device 700
through the eighth pin P28. The controller interface circuit
810 may determine state information of the memory device
700 based on the ready/busy output signal nR/B.

FIG. 14 1s a cross-sectional diagram illustrating a bonding,
VNAND (B-VNAND) structure applicable to a UFS device
according to embodiments of the inventive concept.

Referring to FIG. 14, a memory device 3000 may have a
chip-to-chip (C2C) structure. In the C2C structure, an upper
chip including a cell area CELL may be formed on a first
waler, a lower chip including a peripheral circuit area PERI
may be formed on a second water diflerent from the first
waler, and the upper chip may be connected to the lower
chip using a bonding method. For example, the bonding
method may include a method of electrically connecting a
bonding metal formed 1n a topmost metal layer of the upper
chip to a bonding metal formed 1n a topmost metal layer of
the lower chip. For example, when the bonding metal
includes copper (Cu), the bonding method may include a
Cu—Cu bonding method. The bonding metal may include
aluminum or tungsten.

Each of the peripheral circuit area PERI and the cell area
CELL of the memory device 3000 may include an external
pad bonding area PA, a word line bonding area WLBA, and
a bit line bonding area BLBA.

The peripheral circuit area PERI may include a first

substrate 3210, an interlayer insulating layer 3215, a plu-
rality of circuit devices 3220q, 32205, and 3220¢ formed 1n

the first substrate 3210, first metal layers 3230a, 32305, and
3230c¢ respectively connected to the circuit devices 32204,
32205, and 3220c¢, and second metal layers 3240a, 32405,
and 3240c¢ respectively formed on the first metal layers
3230a, 323054, and 3230c¢. In an embodiment, the first metal
layers 3230a, 32305, and 3230c¢ may include tungsten
having a relatively higher resistance, and the second metal
layers 3240a, 32405, and 3240¢ may include copper having
a relatively lower resistance.

In this specification, only the first metal layers 3230a,

32305), and 3230c¢ and the second metal layers 3240a, 32405,
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and 3240¢ are illustrated and described, but embodiments
are not limited thereto. At least one metal layer may be
turther formed on the second metal layers 3240a, 324056, and
3240c. At least a portion of the at least one metal layer on
the second metal layers 3240aq, 32405, and 3240c may
include aluminum, which has a lower resistance than copper
included 1n the second metal layers 3240aq, 324056, and
3240c.

The interlayer insulating layer 3215 may be arranged on
the first substrate 3210 to cover the circuit devices 3220a,
32205, and 3220c¢, the first metal layers 3230q, 32305, and
3230c¢, and the second metal layers 3240a, 32405, and 3240c¢
and may include an 1nsulating matenial such as silicon oxide
or silicon nitride.

Lower bonding metals 32715 and 32725 may be formed
on the second metal layer 32406 in the word line bonding
arca WLBA. In the word line bonding areca WLBA, the
lower bonding metals 32716 and 32726 of the peripheral
circuit areca PERI may be electrically connected to upper
bonding metals 33715 and 337256 of the cell area CELL
using a bonding method. The lower bonding metals 32715
and 3272b and the upper bonding metals 33715 and 33725
may include aluminum, copper, or tungsten.

The cell area CELL may provide at least one memory
block. The cell area CELL may include a second substrate
3310 and a common source line 3320. A plurality of word
lines 3331 through 3338 (collectively denoted by 3330) may
be stacked on the second substrate 3310 1n a direction (e.g.,
a /-axis direction) perpendicular to a top surface of the
second substrate 3310. String selection lines may be
arranged above the word lines 3330 and a ground selection
line may be arranged below the word lines 3330. The word
lines 3330 may be arranged between the string selection
lines and the ground selection line.

In the bit line bonding areca BLBA, a channel structure
CHS may extend in the direction perpendicular to the top
surface of the second substrate 3310 and pass through the
word lines 3330, the string selection lines, and the ground
selection line. The channel structure CHS may include a data
storage layer, a channel layer, and a buried insulating layer.
The channel layer may be electrically connected to a first
metal layer 3350¢ and a second metal layer 3360c. For
example, the first metal layer 3350¢c may correspond to a bit
line contact, and the second metal layer 3360¢c may corre-
spond to a bit line and may be referred to as a bit line 3360c¢
below. In an embodiment, the bit line 3360¢ may extend in
a first direction (e.g., a Y-axis direction) parallel with the top
surtace of the second substrate 3310.

In the embodiment of FIG. 14, an area, in which the
channel structure CHS and the bit line 3360¢ are arranged.,
may be defined as the bit line bonding area BLBA. The bit
line 3360c¢ may be electrically connected to circuit devices
3220c¢, which provide a page bufler 3393 1n the peripheral
circuit area PERI, 1n the bit line bonding area BLBA. For
example, the bit line 3360c may be connected to upper
bonding metals 3371¢ and 3372c¢ 1n the bit line bonding area
BLBA, and the upper bonding metals 3371¢ and 3372¢ may
be connected to lower bonding metals 3271¢ and 3272c¢
connected to the circuit devices 3220c¢ of the page buller
3393.

In the word line bonding area WLBA, the word lines 3330
may extend in a second direction (e.g., an X-axis direction)
parallel with the top surface of the second substrate 3310 and
may be connected to a plurality of cell contact plugs 3341
through 3347 (collectively denoted by 3340). The word lines
3330 may be connected to the cell contact plugs 3340
through pads, which are provided by at least some of the
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word lines 3330 extending in different lengths 1n the second
direction. A first metal layer 335056 and a second metal layer
33605/ may be sequentially stacked on each of the cell
contact plugs 3340 connected to the word lines 3330. The
cell contact plugs 3340 1n the word line bonding area WLBA
may be connected to the peripheral circuit areca PERI
through the upper bonding metals 33715 and 337256 of the
cell area CELL and the lower bonding metals 32715 and
3272b of the peripheral circuit area PERI.

The cell contact plugs 3340 may be electrically connected
to circuit devices 32205, which provide a row decoder 3394
in the peripheral circuit area PERI. In an embodiment,
operating voltages of the circuit devices 32205 providing the
row decoder 3394 may be different from operating voltages
of the circuit devices 3220¢ providing the page builer 3393.
For example, the operating voltages of the circuit devices
3220c¢ providing the page bufler 3393 may be greater than
the operating voltages of the circuit devices 322056 providing
the row decoder 3394.

A common source line contact plug 3380 may be arranged
in the external pad bonding area PA. The common source
line contact plug 3380 may include a conductive material
such as metal, a metal compound, or polysilicon and may be
clectrically connected to the common source line 3320. A
first metal layer 3350q and a second metal layer 3360a may
be sequentially stacked on the common source line contact
plug 3380. For example, an area, in which the common
source line contact plug 3380, the first metal layer 33504,
and the second metal layer 3360a are arranged, may be
defined as the external pad bonding area PA.

First and second input/output pads 3205 and 3305 may be
arranged 1n the external pad bonding areca PA. Referring to
FIG. 14, a lower msulating film 3201 covering a bottom
surface of the first substrate 3210 may be formed below the
first substrate 3210, and the first input/output pad 3205 may
be formed on the lower insulating film 3201. The first
input/output pad 3205 may be connected to at least one of
the circuit devices 3220a, 32205, and 3220c¢ of the periph-
eral circuit area PERI through a first mnput/output contact
plug 3203 and may be 1solated from the first substrate 3210
by the lower msulating film 3201. A side insulating film may
be arranged between the first input/output contact plug 3203
and the first substrate 3210 to electrically 1solate the first
input/output contact plug 3203 from the first substrate 3210.

Referring to FIG. 14, an upper insulating film 3301
covering a top surface of the second substrate 3310 may be
formed above the second substrate 3310, and the second
input/output pad 3305 may be arranged on the upper 1nsu-
lating film 3301. The second mnput/output pad 3305 may be
connected to at least one of the circuit devices 3220a, 32205,
and 3220c¢ of the peripheral circuit area PERI through a
second 1nput/output contact plug 3303.

According to embodiments, the second substrate 3310
and the common source line 3320 may not be arranged 1n an
area, 1n which the second mput/output contact plug 3303 is
arranged. The second 1input/output pad 3305 may not overlap
the word lines 3330 in a third direction (e.g., the Z-axis
direction). Referring to FIG. 14, the second input/output
contact plug 3303 may be separated from the second sub-
strate 3310 1n the direction parallel with the top surface of
the second substrate 3310 and may pass through an inter-
layer insulating layer 3315 of the cell area CELL to be
connected to the second 1put/output pad 3305.

According to embodiments, the first mput/output pad
3205 and the second 1nput/output pad 3305 may be selec-
tively formed. For example, the memory device 3000 may
include only the first mput/output pad 3205 on the first
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substrate 3210 or only the second input/output pad 3305 on
the second substrate 3310. Alternatively, the memory device
3000 may include both the first input/output pad 3205 and
the second input/output pad 3305.

A metal pattern of a topmost metal layer may be provided
as a dummy pattern 1n the external pad bonding area PA of
cach of the cell area CELL and the peripheral circuit area
PERI, or the topmost metal layer may be empty.

In correspondence to an upper metal pattern 3372aq 1n the
topmost metal layer of the cell area CELL, a lower metal
pattern 3273a having the same shape as upper metal pattern
3372a of the cell area CELL may be formed 1n a topmost
metal layer of the peripheral circuit area PERI 1n the external
pad bonding area PA. The lower metal pattern 3273a in the
topmost metal layer of the peripheral circuit area PERI may
not be connected to a contact in the peripheral circuit area
PERI. Similarly, 1n correspondence to a lower metal pattern
in the topmost metal layer of the peripheral circuit area PERI
in the external pad bonding area PA, an upper metal pattern
having the same shape as lower metal pattern of the periph-
eral circuit areca PERI may be formed in the topmost metal
layer of the cell area CELL.

The lower bonding metals 32715 and 32726 may be
formed on the second metal layer 32406 1n the word line
bonding area WLBA. In the word line bonding area WLBA,
the lower bonding metals 32715 and 32725 of the peripheral
circuit areca PERI may be electrically connected to the upper
bonding metals 337156 and 337256 of the cell area CELL
using a bonding method.

In correspondence to a lower metal pattern 3252 formed
in the topmost metal layer of the peripheral circuit area
PERI, 1n the bit line bonding area BLBA, an upper metal
pattern 3392 having the same shape as the lower metal
pattern 3252 of the peripheral circuit area PERI may be
formed on the topmost metal layer of the cell area CELL. A
contact may not be formed on the upper metal pattern 3392
in the topmost metal layer of the cell area CELL.

While the mventive concept has been particularly shown
and described with reference to embodiments thereot, 1t will
be understood that various changes in form and details may
be made therein without departing from the spirit and scope
of the following claims.

What 1s claimed 1s:

1. A storage system configured to communicate with a
host system, the storage system comprising:

a memory device; and

a controller configured to receive new data and an over-

write request from the host system, wherein the over-
write request includes a first logical address for old data
and a second logical address, different from the first
logical address, for the new data, and perform an
overwrite operation by writing the new data corre-
sponding to the second logical address to the memory
device 1n response to the overwrite request and 1nvali-
dating the old data corresponding to the first logical
address 1n response to the overwrite request.

2. The storage system of claim 1, wherein the controller
includes a memory storing metadata including mapping
information between logical addresses and physical
addresses, and the controller 1s further configured to update
the metadata when the new data 1s written to the memory
device and the old data 1s invalidated.

3. The storage system of claim 2, wherein the update of
the metadata includes invalidating mapping information
between the first logical address and a first physical address
and adding mapping information between the second logical
address and a second physical address to the metadata.
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4. The storage system of claim 1, wherein the overwrite
request includes a field value indicating a write command
type, and

the invalidating of the old data 1s performed when the field

value indicating the write command type 1s a first value,
and the ivalidating of the old data 1s not performed
when the field value indicating the write command type
1s a second value different from the first value.

5. The storage system of claim 1, wherein the controller
includes a memory storing metadata for the old data and the
new data, and a metadata manager circuit configured to
manage the metadata, and

the controller 1s further configured to sequentially receive

from the host system, a plurality of overwrite requests
respectively associated with partial data resulting from
data splitting,

wherein the metadata manager circuit 1s configured to

update the memory according to changes 1n the meta-
data resulting from performing overwrites correspond-
ing to the plurality of overwrite requests.

6. The storage system of claim 5, wherein each of the
plurality of overwrite requests includes a field value 1ndi-
cating whether an overwrite 1s performed as an atomic write,
and

the update of the memory 1s selectively performed accord-

ing to the field value indicating whether an overwrite
for each of the plurality of overwrite requests 1s per-
formed as an atomic write.

7. The storage system of claim 6, wherein the metadata
manager circuit 1s further configured to update the memory
according to changes in the metadata each time when an
overwrite 1s performed 1n response to each one of the
plurality of overwrite requests.

8. The storage system of claam 6, wherein changed
metadata 1s sequentially builered 1n a bufler until changes
resulting from the performing of the overwrites correspond-
ing to the plurality of overwrite requests are complete, and
thereatter,

the metadata manager circuit 1s further configured to

update the memory according to the butlered metadata.

9. A controller for a storage system, the controller con-
figured to communicate with a host system, receive new data
and an overwrite request from the host system, wherein the
overwrite request includes a first logical address for old data
and a second logical address, different from the first logical
address, for the new data, and perform an overwrite opera-
tion by writing the new data corresponding to the second
logical address to a memory device in response to the
overwrite request and invalidating the old data correspond-
ing to the first logical address 1n response to the overwrite
request.

10. The controller of claim 9, wherein the controller 1s
further configured to update metadata including mapping
information between logical addresses and physical
addresses when the new data 1s written to the memory device
and the old data 1s invalidated.

11. The controller of claim 10, wherein the controller 1s
further configured to invalidate mapping information
between the first logical address and a first physical address
in the metadata, and add mapping information between the
second logical address and a second physical address to the
metadata.

12. The controller of claim 9, wherein the overwrite
request includes a field value indicating a write command
type,

the controller 1s further configured to invalidate the old

data when the overwrite request includes the first
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logical address and the field value indicating a write
command type 1s a first value, and

the controller 1s further configured not to invalidate the

old data when the overwrite request does not mclude
the first logical address and the field value indicating a
write command type 1s a second value different from
the first value.

13. The controller of claim 9, wherein the controller
includes a memory storing metadata for the old data and
metadata for the new data, and a metadata manager circuit
configured to manage the metadata,

the controller further configured to sequentially receive

from the host system, a plurality of overwrite requests
respectively associated with partial data resulting from
data splitting, and

the metadata manager circuit 1s configured to update the

memory according to changes 1n the metadata associ-
ated with performing overwrite operations correspond-
ing to the plurality of overwrite requests.

14. The controller of claim 13, wherein each one of the
plurality of overwrite requests includes a field value 1ndi-
cating whether an overwrite 1s performed by an atomic
write, and

the controller 1s further configured to respectively perform

an overwrite operation 1n response to the field value
indicating whether an overwrite for each of the plural-
ity of overwrite requests 1s performed as an atomic
write.

15. The controller of claam 14, wherein the metadata
manager circuit 1s further configured to update the memory
according to changes in the metadata for each one of the
overwrite operations.

16. The controller of claim 14, wherein changes to the
metadata are stored 1n a bufler for each one of the overwrite
operations corresponding to the plurality of overwrite
requests; and

the metadata manager circuit i1s further configured to

update the memory according to the metadata stored 1n
the butler upon completion of a last one of the over-
write operations.
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17. An operating method of a storage system configured
to communicate with a host system, the operating method
comprising;
recerving new data and an overwrite request correspond-
ing to a file update request from the host system,
wherein the overwrite request including a first logical
address for old data and a second logical address,
different from the first logical address, for the new data;

writing the new data corresponding to the second logical
address to a memory device of the storage system 1n an
overwrite operation 1 response to the overwrite
request; and

updating the memory device according to metadata for the

old data and metadata for the new data in response to
the overwrite operation performed 1n response to the
overwrite request.

18. The operating method of claim 17, wherein the
metadata includes mapping information between logical
addresses and physical addresses, and

the updating of the memory device includes mvalidating

mapping information between the first logical address
and a first physical address in the metadata, and adding
mapping information between the second logical
address and a second physical address to the metadata.

19. The operating method of claim 17, wherein the
overwrite request includes a field value indicating a write
command type, and

the updating of the memory device includes invalidating

the old data when the overwrite request includes the
first logical address and the field value indicating a
write command type 1s a first value.

20. The operating method of claim 17, wherein the
receiving includes sequentially receiving a plurality of over-
write requests respectively associated with a plurality of
partial data resulting from a data splitting when a size of data
included 1n the overwrite request exceeds a reference value,
and

cach one of the plurality of overwrite requests includes a

field value indicating whether an overwrite operation 1s
performed by an atomic write.
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