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SECURITY ATTACK DETECTIONS FOR
TRANSACTIONS IN ELECTRONIC
PAYMENT PROCESSING NETWORKS

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims the benelfit of provisional Patent

Application Ser. No. 62/960,889 filed Jan. 14, 2020, and
entitled “SECURITY ATTACK DFETECTIONS FOR

TRANSACTIONS IN ELECTRONIC PAYMENT PRO-
CESSING NETWORK.,” the contents of which are incor-
porated herein by reference 1n their entirety.

BACKGROUND

An electronic payment processing network may facilitate
transactions among consumers, merchants, processors,
banks, independent sales organizations (ISOs), or other
payment processing parties. BEvery year, billions of elec-
tronic payment transactions and trillions of dollars are
processed through the electronic payment processing net-
works. A large amount of data are generated by those
transactions through the electronic payment processing net-
works. Data flows regularly into a data warchouse for the
clectronic payment processing network from transactional
systems, relational databases, and other sources. Supervised
and unsupervised models are usually used to detect abnor-
mal transactions 1n an electronic payment processing net-
work. However, these traditional methods may fail to detect
some complex security attacks. Embodiments of the present
disclosure address these and other 1ssues.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1llustrates an example of a system architecture to
manage a data warechouse associated with an electronic
payment processing network, in accordance with various
embodiments.

FIG. 2 1llustrates an example of a transaction tlow graph
representing financial transactions in an electronic payment
processing network to detect a securnity attack, in accordance
with various embodiments.

FIGS. 3A-3D illustrate examples of constructing transac-
tion tlow graphs representing financial transactions 1 an
clectronic payment processing network to detect a security
attack, 1in accordance with various embodiments.

FIGS. 4A-4D 1illustrate examples of various transaction
flow graphs representing financial transactions i an elec-
tronic payment processing network to detect various security
attacks, 1n accordance with various embodiments.

FIG. 5 1llustrates an example of a financial hierarchy and
location hierarchy used to construct a transaction flow
graph, 1n accordance with various embodiments.

FIG. 6 1llustrates an example of a device suitable for use
to practice various aspects of the present disclosure, in
accordance with various embodiments.

FI1G. 7 1llustrates an example of a process for detecting a
security attack associated with a transaction in an electronic
payment processing network in accordance with various
embodiments.

DETAILED DESCRIPTION

Supervised and unsupervised models are usually used to
detect abnormal transactions 1n an electronic payment pro-
cessing network. However, 1n these traditional methods, the
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2

individual transactions are often treated separately. If fraud-
sters use different accounts to withdraw money slowly, it
may be dithicult for many traditional models to detect the
abnormal behavior, because those accounts are not con-
nected. Hence, 1t 1s diflicult to detect the collaborative frauds
when individual transactions are treated separately 1 a
model. An electronic payment processing network may also
be referred to as an electronic payment transaction process-
ing network.

In some embodiments, a system utilizes a graph frame-
work to connect transactions hierarchically, so that abnormal
transaction patterns can be identified at appropriate connec-
tion level automatically. Thus, the stakeholders can inves-
tigate into the aflected nodes, to prevent further losses.
Embodiments herein present mechanisms to 1dentify mul-
tiple transactions with shared financial or location attributes
and detect an abnormal activity in a higher level of a
financial hierarchy or a location hierarchy by aggregating
small fraud values together. The detection of an abnormal
activity 1n a higher level 1s achieved by using a transaction
flow graph including two trees coupled together at the leaf
nodes. A first tree represents a financial hierarchy and a
second tree represents a location hierarchy. The transaction
flow graph can be updated in real time, without the need for
pre-training a model. Embodiments herein may be very
usetul to detect collaborative frauds.

Some embodiments of the present disclosure may use a
transaction flow graph to connect transactions together
based on shared attributes, and detect abnormal transactions
at different connection levels. What 1s more, a transaction
flow graph can be updated in real time, without the need for
pre-training a model.

As long as the transactions can be connected hierarchi-
cally, the transaction flow graph can aggregate the small
fraud values 1nto an abnormal signal in a higher level, which
1s very uselul for detecting collaborative frauds (e.g., a
cashout event).

Some embodiments disclosed herein may display the
money flow between diflerent levels of the transaction flow
graph, and this flow can be used to i1dentily the nodes with
abnormal inflow/outflow transaction volumes.

FIG. 1 illustrates an example of a system architecture to
manage a data warehouse 130 associated with an electronic

payment processing network 110, 1n accordance with vari-
ous embodiments.

In embodiments, the electronic payment transaction pro-
cessing network 110 includes one or more merchants, e.g.,
a merchant 111, a transaction network 115, a transaction
handler 116 to be operated on a processor 114, and a storage
117 that may be coupled to the processor 114. The merchant
111 may include multiple stores, e.g., a store 121 located 1n
a first region, a store 125 located 1n a second region difierent
from the first region, and a store 127. For example, the first
region may be within a first city or country, and the second
region may be within a second city or country. A store may
include multiple transactional terminals that process some
payment transactions. For example, the store 121 includes a
transactional terminal 122, which may process a payment
transaction 123. The store 125 includes a transactional
terminal 124, which may process a payment transaction 126.
The store 127 includes a transactional terminal 128, which
may process a payment transaction 129. A payment trans-
action, e¢.g., the payment transaction 123, the payment
transaction 126, or the payment transaction 129 may be a
debit card transaction, a prepaid credit transaction, a credit
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transaction, a fund transfer transaction, a mobile payment
transaction, an online transaction, or a commercial payment
transaction.

In some embodiments, a transaction processed by a trans-
actional terminal in a store may go through the transaction
network 115 to request an authorization or approval by the
transaction handler 116. The transaction network 115 may
include any telecommunication network, wired or wireless
network connecting a transactional terminal to the transac-
tion handler 116 of a payment processing facility. When the
transaction handler 116 approves a transaction, the transac-
tion handler 116 also generates a transaction record to be
stored 1n the storage 117. For example, the transactional
terminal 122 may process the payment transaction 123,
which may be approved by the transaction handler 116
through the transaction network 115, while the transaction
handler 116 generates a transaction record 112 stored 1n the
storage 117. Similarly, the transactional terminal 124 may
process the payment transaction 126, which may be
approved by the transaction handler 116 through the trans-
action network 115, while the transaction handler 116 gen-
erates a transaction record 118 stored 1n the storage 117. The
transactional terminal 128 may process the payment trans-
action 129, which may be approved by the transaction
handler 116 through the transaction network 115, while the
transaction handler 116 generates a transaction record 119
stored 1n the storage 117. The transaction record 112, the
transaction record 118, or the transaction record 119 may be
a transaction record for a debit card transaction, a prepaid
credit transaction, a credit transaction, a fund transter trans-
action, a mobile payment transaction, an online transaction,
or a commercial payment transaction. A transaction record
may include a terminal identifier, or a card acceptor 1denti-
fier. For example, the transaction record 112 may include a
terminal 1dentifier 151, a card acceptor 1dentifier 153, and an
acquirer i1dentifier 155. Furthermore, a transaction record
may include other information, e.g., the date and time of the
transaction, the amount of the transaction, merchant address
and/or merchant name, account information identitying the
consumer account from which the payment 1s made, and
more.

In some embodiments, the data warehouse 130 may refer
to a set of components that work together to provide the
overall data-warehousing capability to an organization. The
data warehouse 130 1s diflerent from a generic database 1n
some embodiments. A database 1s the generic term for a
storage system to store data, which 1s used for many
purposes, including, for example, transaction processing,
supporting application functionality and enabling reporting.
Databases include, for example, online transactional pro-
cessing (OLTP) used in application databases, online ana-
lytical processing (OLAP) used 1n data warehouses, XML,
comma-separated values (CSV) files, text files and spread-
sheets. Most databases are constrained 1n use to a specific
application, business process or purpose. A database
designed to handle transactions 1s not structured to do
analytics well. In comparison, a data warechouse 1s a spe-
cialized set of capabilities for extracting data from transac-
tional systems and storing the data in a specific type of
database that i1s organized and optimized to support data
analysis and reporting.

In some embodiments, the data warchouse 130 may
include multiple databases that store data at diflerent levels
of transformation, including source databases, operational
data stores, the core data warehouse database and special-
1zed data marts that present filtered views of the data to
users. The data warehouse 130 may be implemented as a
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4

special relational database as a layer on top of other data-
bases. In detail, the data warchouse 130 may typically
include one or more databases, tools for performing extract,
transform and load (ETL) from source systems, capabilities
for managing data schemas and the data dictionary, with
tools for publishing data to data marts and consuming
systems. The data warehouse 130 1s focused on collecting
data from multiple sources to facilitate broad access and
analysis, and further optimized to store large volumes of
historical data and enables fast and complex querying of that
data. The data warchouse 130 specializes in data aggregation
and provides a longer view of an organization’s data over
time. In addition, the data warchouse 130 may serve as a
query execution and processing engine for that data,

enabling end users to interact with the data that 1s stored 1n
the database over which the data warechouse 130 1s built on.
Complex queries are very diflicult to run without a tempo-
rary pause ol database update operations. A frequently
paused transactional database will 1nevitably lead to data
errors and gaps. Therefore a data warehouse serves as a
separate platform for aggregation across multiple sources
and then for analytics tasks across those diverse sources.
This separation of roles allows databases to remain focused
on transactional jobs without interruption.

The data warehouse 130 may include multiple tiers, e.g.,
a bottom tier 131, a maddle tier 133, a top tier 135, and a data
warchouse manager 137. In some embodiments, the data
warchouse manager 137 may be implemented as a part of the
other tiers, e.g., the bottom tier 131, the middle tier 133, or
the top tier 135. The data warehouse 130 may be an ofﬂlne
operational data warehouse, offline data warehouse, on time
data warehouse, or an integrated data warchouse. The bot-
tom tier 131 may be a database server used to extract data
from multiple sources, e.g., to extract a transaction record
134 from the storage 117. The middle tier 133 may be an
online analytical processing (OLAP) server, which trans-
forms data to enable analysis and complex queries. For
example, the middle tier 133 may include a transaction
record 138, which may be a transformed one from the
transaction record 134. For example, the transaction record
138 may have same or similar content with the transaction
record 134 but 1n different format conforming to the format
for the middle tier 133. The top tier 135 may be tools used
for high-level data analysis, querying, reporting, and data
mining, and further provide services to other applications.
The data warehouse 130 may accept mputs from various
sources, €.g., from the storage 117 of the electronic payment
transaction processing network 110, or by user input 132.
The illustration of the data warehouse 130 and the electronic
payment transaction processing network 110 are for example
only, and are not limiting. In some other embodiments, the
data warehouse 130 may be viewed as a part of the elec-
tronic payment transaction processing network 110.

The multiple entities, e.g., a merchant, a store, and a
terminal may form a hierarchical relationship within the data
warchouse 130. The merchant may be referred to as a parent
node for the stores 1n the hierarchical relationship, and the
parent node includes multiple child nodes, e.g., the stores.
Such a hierarchical relationship may be referred to as a
financial hierarchy. For example, a merchant identifier 145
may include a store with a store identifier 146, a store with
a store 1dentifier 149, and a store with a store identifier 139.
The merchant identifier 145, the store identifier 146, the
store 1dentifier 149, and the store 1dentifier 139 represent the
merchant 111, the store 121, the store 125, and the store 127.
A store 1dent1ﬁer,, ¢.g., the store identifier 146 may include
an address 147 for the store, and a terminal identifier 148 for
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a transactional terminal within the store. Transaction records
stored 1n the data warehouse 130 may be associated with a
specific store of the merchant. For example, one or more
transaction records 154 are associated with the store 1den-
tifier 149. In addition, a store may be located 1n a city, a
region, or a country, where the city, the region, and the
country may form a location hierarchy.

A transaction flow graph may be constructed based on the
hierarchical structures, e.g., the financial lierarchy or the
location hierarchy, which can be used to denote money tlow
at different levels. For example, when money 1s withdrawn
from an automated teller machine (ATM) device using debit

card, the money flows from a primary account (PAN)
number to the ATM devices. Each PAN belongs to a bank

identification number (BIN), and each BIN belongs to a
business 1dentification number (BID). Similarly, each ATM
locates 1n a city, and each city locates in a country. Thus, this
flow graph can be constructed as: BID—=BIN—=PAN—A-

TM—City—Country, which indicates the money flow direc-
tion from end to end.

Among other things, some embodiments herein present a
computer-implemented method for security. The method
includes providing a transaction flow graph including a first
tree representing a financial hierarchy, and a second tree
representing a location hierarchy. The transaction tlow graph
1s to be stored in a storage device. At least one node of the
first tree or the second tree has multiple children. One or
more edges or one or more nodes of the first tree and the
second tree has a first attribute and a second attribute. The
first attribute 1s based on historical data, and the second
attribute 1s based on current data associated with the one or
more edges or one or more nodes. The method further
include receiving data about a financial transaction 1n an
clectronic payment processing network, where the financial
transaction 1s related to a first leat node 1n the first tree, and
a second leaf node in the second tree. The method also
includes updating the second attributes of edges or nodes
that can reach the first leat node in the first tree, and the
second attributes of edges or nodes that can reach the second
leat node 1n the second tree. Moreover, the method includes
detecting a security attack by detecting an abnormal node or
edge 1n the first tree or the second tree, the abnormal node
or edge having a second attribute being out of a predefined
range compared to the first attribute of the abnormal node or
edge. In addition, the method includes notifying a user of the
detection of the abnormal node or edge.

In some embodiments, a first attribute of an edge or a node
of the first tree or the second tree includes a number of
transactions, a total amount of transactions, or an out flow
degree. A node of the first tree represents a primary account
(PAN), a bank identification number (BIN), an 1ssuer 1den-
tification number (IIN), a business i1dentification number
(BID), an Interbank Card Association (ICA) Number, or any
other financial attribute. A node 1n the second tree represents
an automated teller machine (ATM) location, a store loca-
tion, a city, a country, or a location attribute. The attributes
may be represented by an edge, or a node of the first tree or
the second tree. In some embodiments, an edge or a node
may have two or more attributes including the first attribute
and the second attribute. In some other embodiments, there
may be two transaction tlow graphs used, e.g., one model
real-time transactions while another one model historical
data, where edges or nodes of a first transaction tlow graph
may represent the first attributes, and the edges or nodes of
a second transaction flow graph may represent the second
attributes.
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6

FIG. 2 1llustrates an example of a hierarchal transaction
flow graph representing financial transactions 1 an elec-
tronic payment processing network to detect a security
attack, 1in accordance with various embodiments. In this
example, the transaction tlow graph (also referred to herein
simply as a “flow graph”), congestion nodes (the node with
unusually high inflow/outflow volumes) can be identified by
comparing the real-time graph with a baseline graph. In
some embodiments, two different transaction flow graphs
may be built and used to detect security attacks. In some
other embodiments, a transaction flow graph may be built
with two or more attributes, where a first attribute 1s based
on historical data, and the second attribute 1s based on
current data. There are many other different ways to 1imple-
ment the transaction tlow graphs to detect security attacks.
The system can 1dentify congestion nodes 1n real time.

For example, the transaction flow graph shown 1n FIG. 2
may be a real time transaction tlow graph constructed each
hour to calculate the flow count, flow amount ($), and
out-flow degrees. For example, in the given graph, the 3
values for node B1 are: Flow count=3, Flow amount=%$400,
and Out-flow degree: 2 (there are 2 edges flowing out from
B1 to P1 and P3).

In particular, FIGS. 3A-3D illustrate details of construct-
ing transaction tlow graphs representing financial transac-
tions 1n an electronic payment processing network to detect
a security attack, in accordance with various embodiments.
FIGS. 3A-3D illustrate a procedure for constructing trans-
action flow graph representing financial transactions in an
clectronic payment processing network to detect a security
attack. The procedure may include: developing a baseline
flow graph with historical data, with nodes representing the
entities at different levels, and edges representing the aver-
age money flow 1n a time period (e.g., hourly). When the
new transactions come 1n, the flow amount (edge value) for
the current time period may be calculated. The current edges
with the baseline edges are compared one by one, and then
the edges with abnormal flows are 1dentified. The procedure
may further include sending out an alert to stakeholders to
automatically block the corresponding nodes. For example,
FIG. 3A 1llustrates the addition of a first transaction, and
FIG. 3B illustrates the addition of a second transaction.

In some embodiments, to construct the baseline graph
(shown 1n FIG. 3C), the historical data in the past 90 days

may be used. On the other hand, a real time transaction flow
graph may be constructed each hour, to calculate the tlow
count, flow amount ($), and out-flow degrees. Using 90 days
historical data, there will be 90%24=2160 records for each
value, so that an average value can be obtained as baseline
for B1. Similarly, the baseline for all other nodes can be
calculated.

TABLE 1
Baseline Current
Txn count 4 120
Txn Amount 500 20,000
Out-flow degree 3 60

Based on Table 1 shown above, the average ratio between
the current (FIG. 3C) and baseline (FIG. 3D) can be calcu-

lated as: (120/4+20000/500+60/3)/3=30. Theretfore, the met-
rics in the current hour 1s 30 times the baseline. Based on this
value, a node can be 1dentified as being attacked. In alternate
embodiments, other kinds of calculation and metrics may be
used to detect the abnormal nodes compared to baseline
nodes.
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FIGS. 4A-4D 1illustrate various transaction flow graphs
representing financial transactions in an electronic payment
processing network to detect various security attacks, in
accordance with various embodiments. For example, FIG.
4 A 1llustrates an example where a bank identification num-
ber (BIN) 1s attacked, while FIG. 4B illustrates an example

of an attempted account take-over, and FIG. 4C illustrates

and example where an automated teller machine (ATM)

device 1s attacked.

There may be different fraud examples in alternate
embodiments. Based on the hierarchical graph, by compar-
ing the current graph to baseline graph, the fraud pattern can
be 1dentified. Some embodiments may additionally identify

* e

multiple different frauds at the same time.

FIG. 4D 1llustrates an example whereby the system 1den-
tifies one or more transactions in the tlow graph associated
with a risk of fraud. The path between the nodes may be
identified as being associated with a risk of fraud, 1n addition
to the nodes themselves. The system may then block all
transactions related to the fraud risk. In the example shown
in FIG. 4D, for example, the system 1dentifies the darkest
shaded nodes and paths between them (Bid1, B1, P1, P3, Al,
A2, C1, and US) as being associated with a fraud risk. The
analysis 1n this example excludes node P2 (and the path
between B1 and P2), as well as nodes B2 and B3 and
subsequent nodes/paths on the right side of the graph.

FIG. 5 illustrates an example financial hierarchy and
location hierarchy used to construct a transaction flow
graph, 1n accordance with various embodiments. As long as
a transaction can be represented as a hierarchical flow, a
transaction flow graph can be constructed and used to detect
a security attack. For example, embodiments can be appli-
cable to the system to the following problem: As 1illustrated
in FIG. 5, the edges can be connected with the following
hierarchy. In this example, for instance, PAN 1s connected to
store (PAN 1s used 1n the store). Each PAN belongs to a
bank. Each store belongs to a merchant (e.g., a Walmart store
belongs to Walmart Corporate). Using the same system
based on the transaction flow graph, the bank, PAN, store, or
merchant can be 1dentified as being attacked.

FIG. 6 illustrates an example of a device suitable for use
to practice various aspects of the present disclosure, in
accordance with various embodiments. While FIG. 6 1llus-
trates various components of a computer system, it 1s not
intended to represent any particular architecture or manner
ol interconnecting the components. One embodiment may
use other systems that have fewer or more components than
those shown 1n FIG. 6.

In FIG. 6, the data processing system 670 includes an
inter-connect 671, e.g., bus and system core logic, which
interconnects a microprocessor(s) 673, memory 667, and
iput/output (I/0O) device(s) 675 via /O controller(s) 677.
The microprocessor 673 1s coupled to cache memory 679.
I/0 devices 675 may include a display device and/or periph-
eral devices, such as mice, keyboards, modems, network
interfaces, printers, scanners, video cameras and other
devices known 1n the art. In one embodiment, when the data
processing system 1s a server system, some of the I/O
devices 675, such as printers, scanners, mice, and/or key-
boards, are optional.

In one embodiment, the inter-connect 671 includes one or
more buses connected to one another through various
bridges, controllers and/or adapters. In one embodiment the
I/O controllers 677 include a USB (Umversal Serial Bus)
adapter for controlling USB peripherals, and/or an IEEE-
1394 bus adapter for controlling IEEE-1394 peripherals.
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In one embodiment, the memory 667 includes one or
more of: ROM (Read Only Memory), volatile RAM (Ran-
dom Access Memory), and non-volatile memory, such as
hard drive, flash memory, etc. Volatile RAM 1s typically
implemented as dynamic RAM (DRAM), which requires
power continually in order to refresh or maintain the data in
the memory. Non-volatile memory 1s typically a magnetic
hard drive, a magnetic optical drive, an optical drive (e.g., a
DVD RAM), or other type of memory system which main-
tains data even after power 1s removed from the system. The
non-volatile memory may also be a random access memory.
The non-volatile memory can be a local device coupled
directly to the rest of the components 1n the data processing
system. A non-volatile memory that 1s remote from the
system, such as a network storage device coupled to the data
processing system through a network interface such as a
modem or Ethernet interface, can also be used.

In this description, some functions and operations are
described as being performed by or caused by software code
to simplity description. That 1s, the techniques may be
carried out 1 a computer system or other data processing
system 1n response to its processor, such as a microproces-
sor, executing sequences ol instructions contained 1 a
memory, such as ROM, volatile RAM, non-volatile memory,
cache or a remote storage device.

Alternatively, or in combination, the functions and opera-
tions as described here can be implemented using special
purpose circuitry, with or without software instructions, such
as using Application-Specific Integrated Circuit (ASIC) or
Field-Programmable Gate Array (FPGA). Embodiments can
be implemented using hardwired circuitry without software
instructions, or 1in combination with software instructions.
Thus, the techniques are limited neither to any specific
combination of hardware circuitry and software, nor to any
particular source for the instructions executed by the data
processing system.

While one embodiment can be implemented in fully
functioning computers and computer systems, various
embodiments are capable of being distributed as a comput-
ing product 1n a variety of forms and are capable of being
applied regardless of the particular type of machine or
computer-readable media used to actually etlect the distri-
bution.

In embodiments, a storage medium may store instructions
for practicing methods described with references to the
figures and description herein, 1n accordance with various
embodiments. For example, a non-transitory computer-read-
able storage medium may include a number of programming
instructions. Programming instructions may be configured to
enable a device, e.g., the device 670, 1n response to execu-
tion of the programming instructions, to perform, e.g.,
various operations associated with detecting security attacks
based on transaction tlow graphs.

Routines executed to implement the embodiments may be
implemented as part of an operating system or a specific
application, component, program, object, module or
sequence of instructions referred to as “‘computer pro-
grams.” The computer programs typically include one or
more 1nstructions set at various times in various memory and
storage devices 1 a computer, and that, when read and
executed by one or more processors 1n a computer, cause the
computer to perform operations necessary to execute ele-
ments mvolving the various aspects.

The non-transitory computer-readable storage medium
can be used to store software and data which when executed
by a data processing system causes the system to perform
various methods. The executable software and data may be
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stored 1n various places including for example ROM, vola-
tile RAM, non-volatile memory and/or cache. Portions of
this software and/or data may be stored 1n any one of these
storage devices. Further, the data and instructions can be
obtained from centralized servers or peer to peer networks.
Different portions of the data and instructions can be
obtained from different centralized servers and/or peer to
peer networks at different times and 1n different communi-
cation sessions or in a same communication session. The
data and 1nstructions can be obtained in entirety prior to the
execution of the applications. Alternatively, portions of the
data and instructions can be obtained dynamically, just 1n
time, when needed for execution. Thus, it 1s not required that
the data and instructions be on a machine readable medium
in entirety at a particular instance of time.

Examples of computer-readable media include but are not
limited to recordable and non-recordable type media such as
volatile and non-volatile memory devices, read only
memory (ROM), random access memory (RAM), flash
memory devices, tloppy and other removable disks, mag-
netic disk storage media, optical storage media (e.g., Com-
pact Disk Read-Only Memory (CD ROMS), Digital Versa-
tile Disks (DVDs), etc.), among others. The computer-
readable media may store the nstructions.

The instructions may also be embodied 1n digital and
analog communication links for electrical, optical, acousti-
cal or other forms of propagated signals, such as carrier
waves, infrared signals, digital signals, etc. However, propa-
gated signals, such as carrier waves, inirared signals, digital
signals, etc. are not tangible machine readable medium and
are not configured to store instructions.

In general, a machine readable medium includes any
mechanism that provides (1.€., stores and/or transmits) infor-
mation 1n a form accessible by a machine (e.g., a computer,
network device, personal digital assistant, manufacturing,
tool, any device with a set of one or more processors, etc.).
In various embodiments, hardwired circuitry may be used 1n
combination with software instructions to implement the
techniques. Thus, the techniques are neither limited to any
specific combination of hardware circuitry and software nor
to any particular source for the instructions executed by the
data processing system.

FIG. 7 1llustrates an example of a process for detecting a
security attack associated with a transaction in an electronic
payment processing network in accordance with various
embodiments. The process shown 1 FIG. 7 may be per-
tormed by one or more computer systems, such as by one or
more of the systems illustrated i FIG. 1 or 6. Any combi-
nation and/or subset of the elements of the methods depicted
herein may be combined with each other, selectively per-
formed or not performed based on various conditions,
repeated any desired number of times, and practiced 1n any
suitable order and 1n conjunction with any suitable system,
device, and/or process. The methods described and depicted
herein can be implemented 1n any suitable manner, such as
through software operating on one or more computer sys-
tems. The software may comprise computer-readable
instructions stored 1n a tangible computer-readable medium
(such as the memory of a computer system) and can be
executed by one or more processors to perform the methods
ol various embodiments.

In this example, process 700 includes, at 705, retrieving
(e.g., from a memory) a transaction flow graph including a
first tree representing a financial hierarch, and a second tree
representing a location hierarchy. For example, 1n some
embodiments at least one node of the first tree or the second
tree may multiple children, and one or more edges or one or
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more nodes of the first tree and the second tree may have one
or more attributes (e.g., a first attribute and a second
attribute). For example, the first attribute may be based on
historical data, and the second attribute may be based on
current data associated with the one or more edges or one or
more nodes. In some embodiments, a first attribute of an
edge or a node of the first tree or the second tree includes a
number of transactions, a total amount of transactions, or an
out flow degree.
In some embodiments, a node of the first tree may
represent a primary account (PAN), a bank identification
number (BIN), an 1ssuer identification number (IIN), a
business 1dentification number (BID), or an Interbank Card
Association (ICA) number. Additionally or alternatively, a
node 1n the second tree may represent an automated teller
machine (ATM) location, a store location, a city, or a
country.
Process 700 1n FIG. 7 further includes, at 710, receiving
data about a financial transaction in an electronic payment
processing network. For example, the financial transaction
may be related to a first leal node in the first tree, and a
second leaf node 1n the second tree. Process 700 1n FIG. 7
further includes, at 715, updating attributes of edges or
nodes, such as by updating the second attributes of edges or
nodes that can reach the first leat node in the first tree, and
the second attributes of edges or nodes that can reach the
second leaf node 1n the second tree.
Process 700 1n FIG. 7 further includes, at 720, detecting,
a security attack by detecting an abnormal node or edge 1n
the first tree or the second tree. For example, the abnormal
node or edge may have a second attribute being out of a
predefined range compared to the first attribute of the
abnormal node or edge. In some embodiments, a user may
be notified (e.g., via the one or more I/O devices 675 1n FIG.
6, such as a display screen) of the detection of the abnormal
node or edge. Users may likewise be notified via an elec-
tronic communication generated by a computer system
implementing the process 700. In some embodiments, the
financial transaction may be blocked in response to detecting
the security attack associated with the abnormal node or
edge 1n the first tree or the second tree.
The description and drawings are illustrative and are not
to be construed as limiting. The present disclosure 1s 1llus-
trative of disclosed features to enable a person skilled 1n the
art to make and use the techmniques. Various features, as
described herein, should be used 1n compliance with all
current and future rules, laws and regulations related to
privacy, security, permission, consent, authorization, and
others. Numerous specific details are described to provide a
thorough understanding. However, 1n certain mstances, well
known or conventional details are not described 1n order to
avoild obscuring the description. References to one or an
embodiment in the present disclosure are not necessarily
references to the same embodiment; and, such references
mean at least one.
What 1s claimed 1s:
1. A computer system comprising:
a processor; and
memory coupled to the processor and storing instructions
that, when executed by the processor, cause the com-
puter system 1o:

retrieve, from the memory, a transaction flow graph
representing financial transactions 1n an electronic pay-
ment processing network and including a first tree
representing a financial hierarchy, and a second tree
representing a location hierarchy, wherein at least one
node of the first tree or the second tree has multiple



US 11,551,230 B2

11

children, and one or more edges or one or more nodes
of the first tree and the second tree has a first attribute
and a second attribute, wherein the first attribute 1s
based on historical data, and the second attribute 1s
based on current data associated with the one or more
edges or one or more nodes;

receive data about a financial transaction in the electronic

payment processing network, wherein the financial
transaction 1s related to a first leat node 1n the first tree,
and a second leat node i1n the second tree;

update, 1n real time, the second attributes based on current

data of edges or nodes that can reach the first leaf node
in the first tree, and the second attributes based on
current data of edges or nodes that can reach the second
leat node 1n the second tree;

detect a security attack associated with the financial

transaction by detecting an abnormal node or edge in
the first tree or the second tree, the abnormal node or
edge having a second attribute being out of a predefined
range compared to the first attribute of the abnormal
node or edge; and

block the financial transaction in response to detecting the

security attack associated with the abnormal node or
edge 1n the first tree or the second tree.

2. The computer system of claim 1, wherein the memory
turther stores instructions that, when executed by the pro-
cessor, cause the computer system to notify a user of the
detection of the abnormal node or edge.

3. The computer system of claim 1, wherein a first
attribute of an edge or a node of the first tree or the second
tree includes a number of transactions, a total amount of
transactions, or an out flow degree.

4. The computer system of claim 1, wherein a node of the
first tree represents a primary account (PAN), a bank 1den-
tification number (BIN), an 1ssuer identification number
(IIN), a business identification number (BID), or an Inter-
bank Card Association (ICA) number.

5. The computer system of claim 1, wherein a node of the
second tree represents an automated teller machine (ATM)
location, a store location, a city, or a country.

6. A tangible, non-transitory computer-readable medium
storing 1nstructions that, when executed by a computer
system, cause the computer system to:

retrieve, Irom a memory, a transaction flow graph repre-

senting financial transactions in an electronic payment
processing network and including a first tree represent-
ing a financial hierarchy, and a second tree representing
a location hierarchy, wherein at least one node of the
first tree or the second tree has multiple children, and
one or more edges or one or more nodes of the first tree
and the second tree has a first attribute and a second
attribute, wherein the first attribute 1s based on histori-
cal data, and the second attribute 1s based on current
data associated with the one or more edges or one or
more nodes;

receive data about a financial transaction 1n the electronic

payment processing network, wherein the financial
transaction 1s related to a first leal node 1n the first tree,
and a second leat node 1n the second tree;

update, 1n real time, the second attributes based on current

data of edges or nodes that can reach the first leaf node
in the first tree, and the second attributes based on
current data of edges or nodes that can reach the second
leat node 1n the second tree;

detect a security attack associated with the financial

transaction by detecting an abnormal node or edge in
the first tree or the second tree, the abnormal node or
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edge having a second attribute being out of a predefined
range compared to the first attribute of the abnormal
node or edge; and

block the financial transaction in response to detecting the

security attack associated with the abnormal node or
edge 1n the first tree or the second tree.
7. The tangible, non-transitory computer-readable
medium of claim 6, wherein the tangible, non-transitory
computer-readable medium further stores instructions that,
when executed by the computer system, cause the computer
system to: notify a user of the detection of the abnormal
node or edge.
8. The tangible, non-transitory computer-readable
medium of claim 6, wherein a first attribute of an edge or a
node of the first tree or the second tree includes a number of
transactions, a total amount of transactions, or an out flow
degree.
9. The tangible, non-transitory computer-readable
medium of claim 6, wherein a node of the first tree repre-
sents a primary account (PAN), a bank 1dentification number
(BIN), an 1ssuer identification number (IIN), a business
identification number (BID), or an Interbank Card Associa-
tion (ICA) number.
10. The tangible, non-transitory computer-readable
medium of claim 6, wherein a node of the second tree
represents an automated teller machine (ATM) location, a
store location, a city, or a country.
11. A computer-implemented method comprising;:
retrieving, by a computer system from a memory, a
transaction flow graph representing financial transac-
tions 1n an electronic payment processing network and
including a first tree representing a financial hierarchy,
and a second tree representing a location hierarchy,
wherein at least one node of the first tree or the second
tree has multiple children, and one or more edges or
one or more nodes of the first tree and the second tree
has a first attribute and a second attribute, wherein the
first attribute 1s based on historical data, and the second
attribute 1s based on current data associated with the
one or more edges or one or more nodes;
receiving, by the computer system, data about a financial
transaction 1n the electronic payment processing net-
work, wherein the financial transaction 1s related to a
first leat node 1n the first tree, and a second leat node
in the second tree;
updating, by the computer system 1n real time, the second
attributes based on current data of edges or nodes that
can reach the first leat node 1n the first tree, and the
second attributes based on current data of edges or
nodes that can reach the second leafl node 1n the second
{ree;

detecting a security attack associated with the financial
transaction, by the computer system, by detecting an
abnormal node or edge 1n the first tree or the second
tree, the abnormal node or edge having a second
attribute being out of a predefined range compared to
the first attribute of the abnormal node or edge; and

blocking the financial transaction by the computer system
in response to detecting the security attack associated
with the abnormal node or edge 1n the first tree or the
second tree.

12. The computer-implemented method of claim 11, fur-
ther comprising: notitying, by the computer system, a user
of the detection of the abnormal node or edge.

13. The computer-implemented method of claim 11,
wherein a first attribute of an edge or a node of the first tree
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or the second tree includes a number of transactions, a total
amount of transactions, or an out flow degree.

14. The computer-implemented method of claim 11,
wherein a node of the first tree represents a primary account
(PAN), a bank identification number (BIN), an 1ssuer 1iden- 5
tification number (IIN), a business i1dentification number
(BID), or an Interbank Card Association (ICA) number.

15. The computer-implemented method of claim 11,
wherein a node of the second tree represents an automated
teller machine (ATM) location, a store location, a city, or a 10
country.

14
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