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FIG. 4
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FIG. 6
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FIG. 7
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CONTROL DEVICE, CONTROL METHOD,
AND COMPUTER READABLE MEDIUM

BACKGROUND OF THE INVENTION

Field of the Invention

The present invention relates to a control device, a control
method, and a non-transitory tangible computer readable
medium.

CROSS-REFERENCE TO RELATED
APPLICATION

Priority 1s claimed on Japanese Patent Application No.
2019-0736777, filed Apr. 11, 2019 and 2020-037260, filed
Mar. 4, 2020, the contents of which are incorporated herein

by references.

Description of Related Art

Industrial vehicles such as forkliits or wheel loaders have
different features from general passenger vehicles, such as
turning angles of wheels included in a vehicle body or a
structure of the vehicle. Therelore, especially for a dniver
who has little experience 1n driving the industrial vehicle, a
region 1n which the vehicle actually moves 1s likely to be
different from an expected region when the driver 1s per-
forming work such as driving or cargo handling of the
industrial vehicle, or the driver i1s likely to be unable to

recognize a region that 1s a blind spot.

Patent Document 1 describes, as a related art, a technol-
ogy for calling a driver’s attention when a forklift moves
backwards.

PATENT DOCUMENTS

|Patent Document 1] Japanese Unexamined Patent Appli-
cation, First Publication No. 2016-222428

SUMMARY OF INVENTION

Incidentally, when a driver 1s notified of a direction of an
obstacle present around an industrial vehicle, the driver
cannot understand the direction of the obstacle simply by
listening to a sound of the notification.

An object of the present mnvention 1s to provide a control
device, a control method, and a non-transitory tangible
computer readable medium storing a program capable of
solving the above problem.

According to a first aspect, a control device includes a
specilying unit configured to specily one of a plurality of
detection objects on the basis of a state of an industrial
vehicle when the plurality of detection objects are detected
around the industrial vehicle on the basis of a captured
image of an 1image-capturing device including a plurality of
cameras; and a control unit configured to cause a notification
to be performed for the one detection object specified by the
specilying unit 1n an aspect different from those of other
detected detection objects on the basis of information on the
camera that has captured an i1mage of the one detection
object specified by the specitying umt and the captured
image used for specitying of the detection object.

According to a second aspect, 1 the control device
according to the first aspect, the state includes at least one of
a distance between the industrial vehicle and the detection
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object, a steering angle of a wheel of the imndustrial vehicle,
and a traveling direction of the industrial vehicle.

According to a third aspect, 1n the control device accord-
ing to the first or second aspect, the control unit displays the
one detection object specified by the specifying unit on a
display unit in an aspect diflerent from those of the other
detected detection objects.

According to a fourth aspect, 1n the control device accord-
ing to any one of the first to third aspects, the control unit
displays the captured image used for specitying of the one
detection object on a display unit on the basis of the
information on the camera that has captured an 1mage of the

one detection object specified by the speciiying unit.
According to a fifth aspect, in the control device accord-

ing to the fourth aspect, the control unit specifies a position
ol the detection object to be displayed on the display unit on
the basis of a position of the detection object 1n the captured
image and the information on the camera.

According to a sixth aspect, the control device according
to any one of the first to fifth aspects further includes a
surroundings display umit configured to create a bird’s-eye
view 1mage of surroundings of the industrial vehicle from
the captured 1image of the image-capturing device, wherein
the control unit performs a display on the display unit for the
one detection object specified by the specifying unit along
an outer edge of the surroundings display unit 1n an aspect
different from those of other detected detection objects.

According to a seventh aspect, in the control device
according to any one of the first to fifth aspects, the control
unit outputs a sound diflerent from the other detection object
from a speaker corresponding to a position of the one
detection object specified by the specitying unit.

According to an eighth aspect, a control method 1ncludes
the steps of: speciiying one of a plurality of detection objects
on the basis of a state of an industrial vehicle when the
plurality of detection objects are detected around the indus-
trial vehicle on the basis of a captured 1image of an 1mage-
capturing device including a plurality of cameras; and
causing a notification to be performed for the one specified
detection object 1n an aspect different from those of other
detected detection objects on the basis of information on the
camera that has captured an image of the one specified
detection object and the captured image used for specitying
of the detection object.

According to a ninth aspect, a non-transitory tangible
computer readable medium storing a program causes a
computer to: specily one of a plurality of detection objects
on the basis of a state of an industrial vehicle when the
plurality of detection objects are detected around the indus-
trial vehicle on the basis of a captured 1image of an 1mage-
capturing device including a plurality of cameras; and cause
a noftification to be performed for the one specified detection
object 1n an aspect different from those of other detected
detection objects on the basis of information on the camera
that has captured an 1mage of the one specified detection
object and the captured image used for specitying of the
detection object.

According to the at least one aspect, the driver can
intuitively understand directions of obstacles present around
an industrial vehicle.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a diagram showing a configuration of an
industrial vehicle according to at least an embodiment of the
present invention.
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FIG. 2 1s a schematic diagram in a case in which the
industrial vehicle according to at least an embodiment of the

present mvention 1s overlooked from directly above.

FIG. 3 1s a diagram showing a display example of a
display unit according to at least an embodiment of the
present mvention.

FIG. 4 1s a diagram showing a configuration of a control
device according to at least an embodiment of the present
invention.

FIG. 5 1s a diagram showing a processing flow of an
industnal vehicle according to at least an embodiment of the
present mvention.

FIG. 6 1s an external view of a detection object notifica-
tion system according to at least an embodiment of the
present mvention.

FIG. 7 shows an example of an image that 1s displayed on
a surroundings monitoring device according to at least an
embodiment of the present invention.

FIG. 8 1s a diagram showing a processing tlow of the
industrial vehicle according to at least an embodiment of the
present mvention.

FIG. 9 1s a diagram showing a camera arrangement of the
industral vehicle according to at least an embodiment of the
present invention.

FIG. 10 1s a schematic block diagram showing a configu-
ration of a computer according to at least an embodiment.

DETAILED DESCRIPTION OF INVENTION

First Embodiment

Hereinafter, an industrial vehicle 1 according to a first
embodiment of the present invention will be described.

The industrial vehicle 1 1s, for example, a forklift as
shown 1n FIG. 1. However, the industrial vehicle 1 may be
a construction machine such as a wheel loader, a vehicle
having a similar mechanism such as a cargo handling
apparatus or rear wheel steering, or a vehicle having similar
problems.

The industrial vehicle 1 includes an operation device 10,
a first camera 20a, a second camera 2054, a third camera 20c,
a fourth camera 20d, a first speaker 30a, a second speaker
305, a third speaker 30c¢, a fourth speaker 304, a display unit
40, and a control device 50, as shown 1n FIG. 1.

The first camera 20a, the second camera 2054, the third
camera 20c, and the fourth camera 204 are collectively
referred to as an 1image-capturing device 20. Further, the first
speaker 30a, the second speaker 305, the third speaker 30c,
and the fourth speaker 304 are collectively referred to as a
noftification device 30.

The operation device 10 1s a device that receives an
operation when a driver performs moving or cargo handling
work on the industrial vehicle 1. For example, the operation
device 10 1s, for example, a shift lever that determines a
forward and backward movement of the industrial vehicle 1,
a steering wheel that determines a steering angle of the
industrial vehicle 1, and an accelerator and a brake for
adjusting a speed or acceleration of the industrial vehicle 1.

The 1mage-capturing device 20 1s provided so that a
plurality of cameras each capture images of a region in an
outer peripheral direction of the industrial vehicle 1 and
capture 1images of all surroundings of the industrial vehicle
1.

For example, the first camera 20q, the second camera 205,
the third camera 20¢, and the fourth camera 20d are respec-
tively provided on an upper front, upper right, upper rear,
and upper left of the industrial vehicle 1, as shown 1n FIG.
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1. For example, the first camera 20a captures 1mages of a
first image-capturing region Al shown 1n FIG. 2. Similarly,
the second camera 205, the third camera 20¢, and the fourth
camera 20d respectively capture images of a second 1mage-
capturing region A2, a third image-capturing region A3, and
a fourth image-capturing region A4 shown in FIG. 2.
Although cameras are respectively provided on the upper
front, upper right, upper rear, and upper left of the industrial
vehicle 1 1n the first embodiment of the present disclosure,
cameras may be provided in different directions in other
embodiments. Further, 1n another embodiment, 1t 1s possible
to reduce the number of cameras while capturing 1images of
all surroundings of the industrial vehicle 1 using a plurality
of cameras including a fisheye lens or the like. Further, the
image-capturing device 20 according to another embodi-
ment may capture images of all surroundings of the indus-
trial vehicle 1 using the camera repeating rotation. Further,
when there are blind spots 1n the four cameras, five or more
cameras can be provided. Persons are included as detection
targets to be detected by these cameras. Here, the blind spot
1s a region 1n which a detection target with which the

industrial vehicle 1 1s likely to come into contact 1s not
captured.
(Notification Device 30)

The notification device 30 outputs a sound under the
control of the control device 50.

For example, the first speaker 30a, the second speaker
305, the third speaker 30c, and the fourth speaker 304 are
respectively provided at the right front, the rear right, the
rear left, and the left front of the driver’s seat, as shown in
FIG. 1. When a detection target 1s detected in an image
captured by the image-capturing device 20 by the control
device 50, a speaker provided 1n a direction corresponding
to a position of the detection target outputs a sound.

Thus, the driver can understand in which direction the
detection target 1s present.

Further, when a plurality of detection targets have been
detected by the control device 50, a speaker provided 1n a
direction corresponding to the position of one detection
target determined on the basis of a state of the industrial
vehicle 1 among the plurality of speakers outputs a different
sound (a sound with a different tone, a different volume, or
the like) from the sounds output from other speakers. The
state of the industrial vehicle 1 1s a state including at least
one of a distance between the industrial vehicle 1 and the
detection target, a steering angle of the industrial vehicle 1,
and a traveling direction of the industrial vehicle 1. Further,
the one detection target determined on the basis of the state
of the industrial vehicle 1 1s a detection target to which the
most attention 1s to be paid, which has been determined
according to at least one of a movement range of the
industrial vehicle 1 estimated from the distance between the
industrial vehicle 1 and the detection target and the steering
angle of the industrial vehicle 1 and a movement range of the
industrial vehicle 1 estimated from the traveling direction.
Thus, the driver can understand in which direction the
detection target to which the most attention 1s to be paid
among the plurality of detection targets 1s present.
(Display Unit 40)

The display unit 40 displays mnformation on an image
captured by the image-capturing device 20 under the control
of the control device 50. FIG. 3 1s a diagram showing a
display example of the display unit 40 1n the first embodi-
ment. In the embodiment, a display area of the display umit
40 1s divided 1nto a region display area Ra, a large image
display area Rb, and a small image display area Re.
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For example, an 1image of the first image-capturing region
Al captured by the first camera 20a, an image of the second
image-capturing region A2 captured by the second camera
206, an 1mage of the third image-capturing region A3
captured by the third camera 20c¢, and an 1image of the fourth
image-capturing region A4 captured by the fourth camera
20d are displayed 1n small size 1n the small image display
areca Re of the display unit 40, as shown 1n FIG. 3.

Further, an image indicating the region in which the
detection target has been detected 1s displayed 1n the region
display area Ra of the display umt 40. The region display
area Ra 1s divided into a first region R1 that 1s a right front
region, a second region R2 that 1s a left front region, a third
region R3 that 1s a left rear region, and a fourth region R4
that 1s a nght rear region. An 1image indicating an outer shape
of the industrial vehicle 1 1s displayved at a center of the
region display area Ra, and a camera 1con 1s displayed at a
position 1n the image in which a camera 1s provided.
Specifically, when the detection target 1s detected in the
second region R2 among the first region R1, the second
region R2, the third region R3, and the fourth region R4, the
display unit 40 displays the second region R2 in the region
display area Ra in an aspect different from those of the first
region R1, the third region R3, and the fourth region R4 in
which no detection target 1s detected. For example, when a
detection target has been detected in leit front of the mdus-
trial vehicle 1, the second region R2 among the display areas
of the display unit 40 lights (the brightness of the second
region R2 1s made higher than those of other regions).
Further, the display unit 40 displays an 1con corresponding
to the camera that has captured an image of the detection
target among camera icons displayed in the region display
area Ra 1n an aspect diflerent from those of icons corre-
sponding to other cameras.

Further, when the detection target 1s detected 1n a plurality
of regions, the display umit 40 displays a region to which the
most attention 1s to be paid among the plurality of regions in
the region display area Ra 1n an aspect diflerent from those
of other regions 1 which the detection target has been
detected. Specifically, when the detection target 1s detected
in the second region R2 and the fourth region R4 among the
first region R1, the second region R2, the third region R3,
and the fourth region R4 and when the second region R2 1s
a region to which the most attention 1s to be paid, the display
unit 40 displays the second region R2 1n an aspect diflerent
from that of the fourth region R4 1n the region display area
Ra, as shown i FIG. 3. For example, the display unit 40
causes the second region R2 to blink and the fourth region
R4 to light up. Further, the display unit 40 enlarges and
displays an image including the detection target captured by
the camera 20a that has captured an 1image of the detection
target to which the most attention 1s to be paid 1n the large
image display area Rb, as shown in FIG. 3.

Thus, the driver can understand in which direction the
detection target 1s present. Further, when detection targets
are present 1n a plurality of regions, the driver can intuitively
understand the detection target to which the most attention
1s to be paid.

The detection target to which the most attention is to be
paid 1s specified by the control device 50. A method in which
the control device 50 specifies the detection target to which
the most attention i1s to be paid will be described below.

Further, for example, when the display unit 40 enlarges
and displays the image of the detected detection target, the
display unit 40 may display information of the camera that
has captured the image 1n the large image display area Rb,
as shown 1n FIG. 3. For example, the display unit 40 may
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display, within the enlarged displayed image, information
indicating a camera that has captured the 1mage, such as a
“front camera” indicating that the first camera 20aq has
captured an 1mage, a “right camera” indicating that the
second camera 2056 has captured an 1mage, a “rear camera”
indicating that the third camera 20c¢ has captured an 1mage,
and a “left camera” indicating that the fourth camera 204 has
captured an 1image. Thus, the driver can more clearly under-
stand 1n which direction the detection target to which the
most attention 1s to be paid among the plurality of detection
targets 1s present.

(Control Device 50)

The control device 50 1s a device that controls the
notification device 30 and the display unit 40 on the basis of
the state of the industrial vehicle 1. The control device 50
includes an image analysis unit 501, an operation determi-
nation unit 502, an mmportant detection object specifying
umt 503 (an example of a specitying unit), a notification
control unit 504 (an example of a control unit), a display
control unit 505 (an example of a control unit), and a storage
unit 506, as shown 1n FIG. 4.

The 1mage analysis unit 501 determines whether the
detection target has been detected in the image captured by
the 1mage-capturing device 20.

For example, the image analysis unit 501 stores features
of the detection target including a person 1n advance. The
image analysis unit 501 repeatedly acquires the captured
images 1n an order of the first camera 20q, the second camera
205, the third camera 20¢, and the fourth camera 20d. Each
time an 1mage 1s acquired, the image analysis umt 501
determines that the detection target has been detected in the
acquired 1mage when the 1mage analysis unit 501 has
determined that the detection target including the person
stored 1n advance 1s included in the acquired 1mage using a
pattern recognition technology.

When the detection target has been detected in the
acquired 1mage, the 1mage analysis unit 501 specifics on
which of right and left sides of the image the detection target
has been detected.

For example, when the detection of the detection target 1n
the 1image 1s performed using a pattern recognition technol-
ogy, the 1image analysis unit 501 specifies on which of the
left side and right side of the image the detection target has
been detected according to whether a portion of which a
degree of matching the feature of the detection target stored
in advance 1s highest 1s included 1n the left side or the right
side of the image.

Further, when the detection target has been detected 1n the
acquired 1mage, the 1mage analysis unit 501 specifies from
which of the first camera 20a, the second camera 2054, the
third camera 20c¢, and the fourth camera 204 the detected
image has been acquired.

Further, when the detection target has been detected 1n the
acquired 1mage, the 1image analysis unit 501 estimates the
distance between the detected detection target and the mdus-
trial vehicle 1.

For example, the image analysis unit 501 stores an 1mage
s1ze (the number of pixels) corresponding to a size of the
detection target and estimates the distance between the
industrial vehicle 1 and the detection target from a ratio
between the stored 1image size and the size of the detection
target (the number of pixels) detected within the image.

Further, for example, image-capturing performance, an
installation position 1 the industrial vehicle 1, and an
image-capturing direction of each of the first camera 20a,
the second camera 2054, the third camera 20¢, and the fourth
camera 204 are understood 1n advance. Therefore, the image




US 11,544,937 B2

7

analysis unit 501 can understand an 1mage-capturing range
indicated by a distance 1n a depth direction and a distance 1n
a horizontal direction in advance and can estimate 1n a range
ol a distance from the industrial vehicle 1 the captured image
1s present. That 1s, the 1mage analysis unit 501 can estimate,
in the 1image captured by the image-capturing device 20, a
distance indicated by one pixel upward from the bottom
among up, down, right, and left of the image (that 1s, the
distance 1n the depth direction), and a distance indicated by
one pixel right or left from the center from the center of the
bottom of the image, for example. Therefore, the 1mage
analysis unit 501 can specily where the detection target has
been detected within the image (for example, whether the
detection target has been detected at a position shifted by
certain pixels upward and shifted by certain pixels leit and
right with respect to a center of a bottom of the 1mage) to
estimate the distance between the industrial vehicle 1 and
the detection target.

Further, for example, when the image-capturing device 20
1s a stereo camera, the 1image analysis unit 501 may use a
triangulation technology for a pair of captured images at
respective 1mage-capturing timings captured by the stereo
camera to estimate the distance between the industrial
vehicle 1 and the detection target. In addition, the distance
between the industrial vehicle 1 and the detection target may
be measured by being provided with a distance sensor.

Each time the detection target 1s detected in the acquired
image, the image analysis unit 301 outputs a detection result
image, detection position information indicating which of
right and left sides of the image the detection target has been
detected, first detection camera information indicating the
camera that has captured an 1mage 1n which the detection
target 1s 1ncluded, and distance information indicating the
distance between the industrial vehicle 1 and the detection
target, to the important detection object specitying unit 503.

The operation determination unit 502 specifies content of
an operation performed with respect to the industrial vehicle
1 by the driver from a sensor (not shown) provided 1n the
industrial vehicle 1 and a state of the operation device 10.
For example, the operation determination unit 502 acquires
a current vehicle speed of the industrial vehicle 1 from a
sensor (not shown) provided in the industrial vehicle 1.
Further, the operation determination unit 502 acquires a
signal output due to a change 1n the operation device 10 or
periodically acquires a signal indicating the state of the
operation device 10. Here, a vehicle state of the industrial
vehicle 1, which the operation determination unit 502
acquires from a sensor (not shown) provided in the industrial
vehicle 1 and from the operation device 10 includes a
steering angle of the industrial vehicle 1 when the driver has
rotated a steering wheel, a traveling direction of the indus-
trial vehicle 1 when the driver has switched a shift lever
between forward and backward movements, and a state 1n
which the driver has depressed an accelerator or a brake, in
addition to a vehicle speed.

The mmportant detection object specilying unit 503
acquires the operation information from the operation deter-
mination unit 502. When the important detection object
specilying unit 503 has recerved the detection result image,
the detection position information, the first detection camera
information, and the distance information from the image
analysis unit 501, the important detection object specitying
unit 503 specifies a state of the industrial vehicle 1 on the
basis of the operation mformation and the distance infor-
mation.

When the important detection object specitying unit 503
specifies the state of the industrial vehicle 1, the important

10

15

20

25

30

35

40

45

50

55

60

65

8

detection object specifying unit 303 stores industrial vehicle
state information 1 which a specitying time and the state of
the industrial vehicle 1 have been associated with each other,
the detection result 1mage, the detection position iforma-
tion, and the first detection camera information in the storage
unit 506, for example.

The important detection object specitying umt 503 deter-
mines whether or not the industrial vehicle state information
1s stored 1n the storage unit 306 within a time (hereinafter
referred to as “within a determination time™) going back to
a time necessary lor the image-capturing device 20 to
capture 1images of all surroundings of the industrial vehicle
1 from the present time. That 1s, the industrial vehicle 1
according to the first embodiment includes four cameras.
Therefore, when the cameras are selected one by one 1n a

predetermined 1mage acquisition cycle and an 1mage-cap-
turing process 1s performed, the determination time 1s four
times the 1mage acquisition cycle.

For example, when there 1s no industrial vehicle state
information within the determination time 1n the storage unit
506, the mmportant detection object specifying unit 503
determines that the detection target has not been detected
within the determination time. On the other hand, when
there 1s industrial vehicle state information within the deter-
mination time in the storage unit 506, the important detec-
tion object specifying unit 503 determines that the detection
target has been detected. That 1s, this means that the detec-
tion target has been detected once while all surroundings of
the industrial vehicle 1 have been captured images. Further,
when the other industrial vehicle state information 1s present
within the determination time in the storage unit 506, the
important detection object specifying unit 503 determines
that a plurality of detection targets have been detected.

When the important detection object specitying unit 503
has determined that a plurality of detection targets have been
detected within the determination time, the important detec-
tion object specitying unit 303 specifies the detection target
to which the most attention 1s to be paid among the detection
targets 1n all the surroundings on the basis of the state of the
industrial vehicle 1 indicated by the industnial vehicle state
information.

For example, the important detection object specifying
umt 503 specifies a detection object, which 1s present at a
position closest to the industrial vehicle 1 among detection
objects present 1n the traveling direction of the industrial
vehicle 1, as the detection target to which the most attention
1s to be paid. When the important detection object specitying
umt 503 specifies the detection target to which the most
attention 1s to be paid, the important detection object speci-
tying unit 303 outputs the second detection camera infor-
mation indicating a camera that has captured an 1image of the
detection target and the detection position information
thereof to the notification control unit 504 and the display
control unit 505.

When the important detection object specifying unit 503
has determined that the detection target has been detected
only once within the determination time, the important
detection object specitying unit 503 outputs the detected
camera 1information as second detection camera information
together with the detection position information to the
notification control unit 504 and the display control unit 505.

When the notification control unit 504 has determined that
the second detection camera information and the detection
position information have been received from the important
detection object specitying unit 503, the notification control
unmit 504 outputs the sound from the speaker provided 1n a
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direction 1n which the detection target 1s present on the basis
ol the second detection camera information and the detec-
tion position mformation.

Specifically, when the second detection camera informa-
tion 1ndicates the first camera 20a and the detection position
information indicates that the detection target has been
detected on the right side of the image, or when the second
detection camera mnformation indicates the second camera
205 and the detection position information indicates that the
detection target has been detected on the left side of the
image, the notification control unit 504 controls the notifi-
cation device 30 so that a sound 1s output from the first
speaker 30a. When the second detection camera information
indicates the second camera 206 and the detection position
information indicates that the detection target has been
detected on the nght side of the image, or when the second
detection camera imformation indicates the third camera 20c¢
and the detection position mformation indicates that the
detection target has been detected on the left side of the
image, the notification control unit 504 controls the notifi-
cation device 30 so that a sound 1s output from the second
speaker 30b.

Similarly, the notification control unit 504 controls the
notification device 30 so that a sound 1s output from the third
speaker 30c and the fourth speaker 304 on the basis of the
second detection camera information and the detection posi-
tion information.

When the notification control unit 504 determines that the
second detection camera information and the detection posi-
tion information have been received from the important
detection object specitying unit 503 and when a plurality of
detection targets have been detected with the determination
time on the basis of the industrial vehicle state information
recorded in the storage unit 506, the notification control unit
504 outputs the sound from a plurality of speakers provided
in the direction 1n which the detection target i1s present.

However, the notification control unit 504 controls the
notification device 30 so that the sound to be output from the
speaker corresponding to the detection target to which the
most attention 1s to be paid 1s output 1 an aspect different
from those of the sounds output from the other speakers on
the basis of the second detection camera information and the
detection position mformation.

Specifically, when the second detection camera informa-
tion 1ndicates the first camera 20a and the detection position
information indicates that the detection target has been
detected on the right side of the image, or when the second
detection camera mnformation indicates the second camera
2056 and the detection position information indicates that the
detection target has been detected on the left side of the
image, the notification control unit 504 controls the notifi-
cation device 30 so that the sound output from the first
speaker 30a 1s output in an aspect diflerent from the sounds
output from the other speakers.

Further, similarly, the notification control unit 504 con-
trols the notification device 30 so that the sound 1s output
from the second speaker 305, the third speaker 30c, or the
tourth speaker 304 1n an aspect different from those of the
sounds output from the other speakers on the basis of the
second detection camera information and the detection posi-
tion information.

The display control unit 5035 acquires the 1mage captured
images by the image-capturing device 20 and displays the
acquired 1image in the small image display area Rc of the
display unit 40.

For example, the display control unit 5305 acquires an
image which 1s the same as the 1image acquired by the image
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analysis unit 501 from the image-capturing device 20 1n
synchronization with a timing at which the image analysis
unmit 501 repeatedly acquires captured 1mages in an order of
the first camera 20a, the second camera 2056, the third
camera 20c¢, and the fourth camera 20d.

The display control unit 503 displays the image of the first
image-capturing region Al captured by the first camera 20a,
the image of the second 1image-capturing region A2 captured
by the second camera 205, the image of the third image-
capturing region A3 captured by the third camera 20¢, and
the image of the fourth image-capturing region A4 captured
by the fourth camera 204, which have been acquired, in a
small size 1n the small 1image display area Rc, as shown 1n
FIG. 3.

When the second detection camera information and the
detection position information have been acquired from the
important detection object speciiying unit 503, the display
control unit 505 displays the region in which the detection
target has been detected 1n the region display area Ra of the
display unit 40 1n an aspect different from that of the region
in which the detection target has not been detected on the
basis of the second detection camera information and the
detection position mformation.

For example, when the detection target has been detected
in the second region R2 among the first region R1, the
second region R2, the third region R3, and the fourth region
R4, the display control unit 5035 displays the second region
R2 1n the region display area Ra of the display unit 40 1n an
aspect diflerent from those of the first region R1, the third
region R3, and the fourth region R4 in which the detection
target has not been detected. For example, the display
control unit 505 causes the second region R2 to light up.

Further, the display control unit 5035 enlarges the image
including the detection target captured by the camera and
displays the enlarged image in the large 1image display area
Rb of the display unit 40.

When the display control unit 5305 determines that the
second detection camera information and the detection posi-
tion information have been received from the important
detection object specitying unit 503 and when a plurality of
detection targets have been detected within the determina-
tion time on the basis of the industrial vehicle state infor-
mation recorded 1n the storage unit 506, the display control
umt 505 displays the region to which the most attention 1s to
be paid among the plurality of regions 1n the region display
arca Ra of the display unit 40 1n an aspect different from
those of the other regions 1n which the detection target has
been detected.

Specifically, when the detection target i1s detected 1n the
second region R2 and the fourth region R4 among the first
region R1, the second region R2, the third region R3, and the
fourth region R4, and the second region R2 1s a region to
which the most attention 1s to be paid, the display control
unit 505 causes the second region R2 to blink and causes the
fourth region R4 1n the region display area Ra to light up.
Further, the display control unit 505 enlarges the image
including the detection target captured by the camera 20q
that has captured an 1mage of the detection target to which
the most attention 1s to be paid and displays the enlarged
image 1n the large image display area Rb of the display unit
40.

A position of the first speaker 30a corresponds to the first
region R1. A position of the second speaker 305 corresponds
to the second region R2. A position of the third speaker 30c
corresponds to the third region R3. A position of the fourth
speaker 30d corresponds to the fourth region R4. Therefore,
the display control unit 305 can specily the first region R1,
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the second region R2, the third region R3, and the fourth
region R4 corresponding to the position of the detection
target by using the same method as the method in which the
notification control unit 504 specifies the speaker corre-
sponding to the position of the detection target.

Further, for example, as shown in FIG. 3, when the
display control umt 505 enlarges the image of the detected
detection target and displays the image in the large image
display area Rb of the display unit 40 as shown in FIG. 3,
the display control unit 505 may display, in the large image
display area Rb on the display unit 40, information indicat-
ing a camera that has captured the image, such as the “front
camera’” indicating that the first camera 20a has captured an
image, the “right camera” indicating that the second camera
205 has captured an 1mage, the “rear camera™ indicating that
the third camera 20c¢ has captured an image, and the “left
camera” mdicating that the fourth camera 204 has captured
an 1mage.

The storage unit 506 stores various types ol information
necessary for a process that 1s performed by the control
device 50.

For example, the storage unit 506 stores industrial vehicle
state mformation in which a time and the state of the
industrial vehicle 1 are associated with each other, an image
ol a detection result, the detection position information, and
the first detection camera information.

(Operation of Industrial Vehicle 1)

Next, a process that 1s performed by the industrial vehicle
1 will be described. Here, a processing tlow of the control
device 50 shown 1n FIG. 5§ will be described.

The control device 50 executes a process shown in FIG.
5 1n a predetermined image acquisition cycle. It 1s assumed
that the 1mage-capturing device 20 captures images of all
surroundings of the industrial vehicle 1. The image analysis
unit 501 of the control device 50 specifies one camera for
capturing 1mages 1 an order of the first camera 20qa, the
second camera 2056, the third camera 20c, and the fourth
camera 20d (step S1). The image analysis unit 501 acquires
an 1mage from the specified camera (step S2). Further, the
display control unit 505 displays the acquired image at a
predetermined position 1n the small image display area Rc of
the display unit 40 according to the camera that has captured
the acquired 1mage (step S3).

The 1mage analysis unit 501 compares a feature of the
detection target stored in advance with the image captured
by the image-capturing device 20 and determines whether
the detection target has been detected 1n the image (step S4).

When the 1mage analysis unit 301 does not detect the
detection target 1n the acquired image (NO 1n step S1), the
image analysis unit 501 jumps to step S11.

Further, when the image analysis umt 501 detects the
detection target 1n the acquired image (YES 1n step S1), the
image analysis unit 501 specifies on which of the left and
right sides in the image the detection target has been
detected (step S5).

For example, when the detection target 1s detected 1n the
image using a pattern recognition technology, the image
analysis unit 501 determines on which of the left side and
right side of the image the detection target has been detected
according to whether a portion matching the feature of the
detection target stored in advance 1s included 1n the left side
or the right side of the image.

Then, the image analysis unit 301 acquires information on
the camera specified in step S1 (1maging performance, an
installation position 1 the industrial vehicle 1, and an
imaging direction) (step S6).
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Further, when the detection target has been detected in the
acquired 1mage, the 1image analysis unit 501 estimates the
distance between the detected detection target and the indus-
trial vehicle 1 on the basis of the 1mage acquired 1n step S2
(step S7).

For example, the image analysis unit 501 can store an
image size (the number of pixels) corresponding to the size
of the detection target and estimate the distance between the
industrial vehicle 1 and the detection target from a ratio
between the stored 1image size and the size of the detection
target (the number of pixels) detected within the image.

Each time the detection target 1s detected 1n the acquired
image, the 1mage analysis unit 501 outputs the detection
result 1image, the detection position information indicating
which of right and left sides of the image the detection target
has been detected, the first detection camera information
indicating the camera that has captured the image 1n which
the detection target 1s included, and the distance information
indicating the distance between the industrial vehicle 1 and
the detection target, to the important detection object speci-
tying unit 503.

The mmportant detection object specitying unit 3503
acquires the operation information from the operation deter-
mination unit 502 (step S8). The operation determination
umt 502 specifies the content of the operation performed
with respect to the industrnial vehicle 1 by the driver from a
sensor (not shown) provided 1n the industrial vehicle 1 and
the state of the operation device 10.

The important detection object specifying unit 503 speci-
fies the state of the industrial vehicle 1 on the basis of the
operation information and the distance information (step S9)
and stores the specifying time, the industrial vehicle state
information, the detection result image, the detection posi-
tion information, and the first detection camera information
in the storage unmit 506 (step S10). Then, the important
detection object specitying unit 303 determines whether or
not the detection target has been detected within a determi-
nation time on the basis of information in the storage umnit
506 (step S11). The determination time i1s four times the
image acquisition cycle. That 1s, the important detection
object specitying unit 503 determines whether or not the
detection target has been detected 1n the 1mage acquired 1n
step S2 and the images captured by the three other cameras
acquired before that.

When the plurality of detection targets have been detected
within the determination time (plurality in step S11), the
important detection object specitying unit 503 generates
second detection camera mformation indicating the camera
that has captured an 1mage of the detection target to which
the most attention 1s to be paid (step S12). When the
detection target has been detected only once within the
determination time (one 1n step S11), the important detection
object specitying unit 503 sets the camera that has captured
an 1mage ol the detected detection target as the second
detection camera information (step S13). When no detection
target has been detected within the determination time (No
in step S11), notification, such as the notification by the
notification control unit 504 and the display by the display
control unit 503, 1s stopped (step S14).

The important detection object specifying unit 503 out-
puts the second detection camera information and the detec-
tion position mformation to the notification control unit 504
and the display control unit 503.

When the plurality of detection targets have been detected
within the determination time (plurality in step S11), the
notification control unit 504 outputs sounds from a plurality
of speakers provided in the direction 1n which the detection
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target 1s present. In this case, the notification control unit 504
sets an aspect of the sound output from the speaker corre-
sponding to the detection target to which the most attention
1s to be paid to an aspect different from that of the sound
output from the other speakers (step S15). When the detec-
tion target has been detected only once within the determi-
nation time (one 1n step S11), the notification control umit
504 outputs a sound from a speaker provided 1n the direction
in which the detection target 1s present (step S16).

When the plurality of detection targets have been detected
within the determination time (the plurality 1n step S11), the
display control unit 505 displays the plurality of regions 1n
which the detection targets are detected 1n an aspect diflerent
from those of the regions 1n which the detection targets are
not detected. In this case, the display control unit 505
displays a region corresponding to the detection target to
which the most attention 1s to be paid in an aspect diflerent
from other regions in which the detection target has been
detected (step S17). When the display control umt 505 has
detected the detection target only once within the determi-
nation time (one in step S11), the display control umt 505
displays the region in which the detection target has been
detected 1n an aspect different from that of the region in
which the detection target has not been detected (step S18).

The display control unit 505 enlarges the 1mage captured
by the camera indicated by the second detection camera
information generated in step S12 or step S13 and displays
the enlarged 1mage 1n the large image display area Rb of the
display unit 40. In this case, the display control unit 5035
Cisplays the information of a camera that has captured the
image 1n the enlarged displayed image (step S19).
(Operations and Effects)

The industrial vehicle 1 according to an embodiment of
the present invention has been described above.

In the control device 50 of the industrial vehicle 1
according to the embodiment of the present invention, when
a plurality of detection targets have been detected around the
industrial vehicle 1, the important detection object specity-
ing unit 503 specifies one of the plurality of detection targets
on the basis of a state of the industrial vehicle 1. The
notification control unit 504 and the display control unit 505
cause the one specified detection target to be notified 1n an
aspect different from those of the other detected detection
targets.

Thus, the driver can intuitively understand a position at
which a specific detection target 1s present as compared with
a case 1 which the driver understands that the detection
target has been detected by listening to the sound and then
understands a position at which a detection target 1s present
by looking at a display on a monitor.

Specifically, when a plurality of detection targets have
been detected, the notification control unit 504 notifies of the
detection target to which the most attention 1s to be paid 1n
an aspect different from those of other detection targets
using a notification device 30 so that the driver can intui-
tively understand the direction 1n which the detection target
1s present just by listening to the sound. Further, when the
plurality of detection targets have been detected, the display
control unit 505 notifies of the detection target to which the
most attention 1s to be paid 1n an aspect diflerent from those
ol the other detection targets using the display unit 40 so that
the driver can 111tu1t1vely understand the direction 1n which
the detection target 1s present just by looking at the display.

Further, 1n this case, the driver can also intuitively under-
stand the detection target to which the most attention 1s to be
paid.
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Second Embodiment

The industrial vehicle 1 according to the first embodiment
performs the display of the captured 1mage and the notifi-
cation of the region 1 which the detection target has been
detected using one component. On the other hand, an
industrial vehicle according to the second embodiment sepa-
rately includes a surroundings monitoring device that 1s a
component that performs a display of a captured image, and
a detection object notification device that 1s a component
that performs a notification of a region in which the detec-
tion target has been detected. This 1s because the detected
detection target cannot be displayed within the bird’s-eye
VIew 1mage 1n some cases when an 1image region for creating
a bird’s-eye view 1mage 1s narrower than an 1mage region for
performing detection 1n addition to a case in which some
users may desire to mount only the surroundings monitoring
device. Further, this 1s because, even when the detection
target can be displayed within the bird’s-eye view 1mage, the
detection target cannot be approprately detected or an
appropriate display cannot be performed, for example, due
to great change 1n a shape of the detection target when the
bird’s-eye view 1mage 1s created.

FIG. 6 1s an external view of a detection object notifica-
tion system 200 according to the second embodiment. The
industrial vehicle 1 according to the second embodiment
includes the detection object notification system 200 shown
in FIG. 6 1n place of the first speaker 30a, the second speaker
30b, the third speaker 30c, the fourth speaker 30d, the
display unit 40, and the control device 50 according to the
first embodiment.

The detection object notification system 200 includes a
surroundings monitoring device 210 and a detection object
notification device 220.

The surroundings monitoring device 210 converts the
images captured by the first camera 20qa, the second camera
205, the third camera 20¢, and the fourth camera 204 1nto the
bird’s-eye view image and displays the bird’s-eye view
image. An 1mage showing the industrial vehicle 1 1s dis-
played at a center of the bird’s-eye view 1mage. The detec-
tion object notification device 220 1s configured as a housing
that covers the surroundings monitoring device 210 from
above. The detection object notification device 220 notifies
a user of the presence of the detection target near the
industrial vehicle 1.

The surroundings monitoring device 210 and the detec-
tion object notification device 220 operate separately. That
1s, the surroundings monitoring device 210 does not control
the detection object notification device 220, and the detec-
tion object notification device 220 does not control the
surroundings monitoring device 210.

(Surroundings Monitoring Device 210)

FIG. 7 1s an example of an image that 1s displayed on the
surroundings monitoring device 210 according to the second
embodiment. The surroundings monitoring device 210 dis-
plays a bird’s-eye view 1image P1 generated by processing
the 1mages captured by the first camera 20a, the second
camera 205, the third camera 20c¢, and the fourth camera
20d, and an original image P2 captured by any one of the
first camera 20qa, the second camera 2054, the third camera
20c, and the fourth camera 204. The original image P2 may
be displayed rotated or inverted according to the camera that
has been captured. For example, the surroundings monitor-
ing device 210 displays the original image P2 captured by
the third camera 20a that captures an 1image of a rear region
in an upside down state so that the user can easily understand
that the rear region 1s captured in the original image P2.
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In the embodiment, 1n the image captured by each camera,
a portion used for detection and a portion used for a display
may be different. For example, the detection object notifi-
cation device 220 performs detection using an entire region
of the image, whereas the surroundings monitoring device
210 may trim a portion ol the image to generate the
bird’s-eye view 1image P1.

(Detection Object Notification Device 220)

The detection object notification device 220 includes a
housing unit 221, a first region lamp 222a, a second region
lamp 2225, a third region lamp 222¢, a fourth region lamp
222d, a state noftification lamp 223, a buzzer 224, and a
control device 225. The first region lamp 222a, the second
region lamp 2225b, the third region lamp 222¢, the fourth
region lamp 222d, and the state notification lamp 223 are
examples of a display unit.

The housing unit 221 i1s a rectangular parallelepiped
housing and 1s provided to cover the surroundings monitor-
ing device 210 from above. A rectangular opening 1s pro-
vided 1n a portion corresponding to a display of the sur-
roundings monitoring device 210 on a front surface of the
housing unit 221.

The first region lamp 222a 1s an L-shaped lamp. The first
region lamp 222a 1s provided to surround an upper right
portion of an opening of the housing unit 221.

The second region lamp 2225b 1s an L-shaped lamp. The
second region lamp 2225 1s provided to surround an upper
left portion of the openming of the housing unit 221.

The third region lamp 222¢ 1s an L-shaped lamp. The third
region lamp 222c¢ 1s provided to surround a lower leit portion
of the opening of the housing unit 221.

The fourth region lamp 2224 1s an L-shaped lamp. The
fourth region lamp 222d i1s provided to surround a lower
right portion of the opening of the housing unit 221.

The state notification lamp 223 1s provided between the
first region lamp 222q and the second region lamp 222b. The
state notification lamp 223 indicates a state of the detection
object notification device 220. For example, when the detec-
tion object notification device 220 1s operating normally, the
state notification lamp 223 lights up in green. Further, when
a detection function of the detection target of the detection
object notification device 220 1s not operating normally, the
state notification lamp 223 lights up in red. Further, when the
detection object notification device 220 1s not operating, the
state notification lamp 223 1s turned ofl.

The buzzer 224 emits a warning sound when the detection
target has been detected by the control device 225.

The first region lamp 2224, the second region lamp 2225,
the third region lamp 222¢, the fourth region lamp 2224, and
the state nofification lamp 223 are configured of, for
example, LEDs.

The control device 225 1s provided inside the housing unit
221. The control device 225 controls the first region lamp
222a, the second region lamp 2225, the third region lamp
222¢, the fourth region lamp 222d, the state notification
lamp 223, and the buzzer 224.

The control device 225 according to the second embodi-
ment has the same configuration as that of the control device
50 according to the first embodiment. That 1s, the control
device 225 includes the image analysis umt 501, the opera-
tion determination unit 502, the important detection object
specilying unit 503, the notification control unit 504, the
display control unit 505, and the storage unit 506. On the
other hand, the control device 225 according to the second
embodiment operates diflerently from the control device 50
according to the first embodiment.
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(Operation of Detection Object Notification Device 220)

When the control device 2235 1s activated, the display
control umt 505 causes the state notification lamp 223 to
light up 1n green. The control device 225 executes a process
shown 1n FIG. 8 for each determination time.

First, the image analysis umt 501 of the control device
225 selects the first camera 20a, the second camera 205, the
third camera 20c¢, and the fourth camera 204 one by one in
cach 1mage acquisition cycle (step S101) and performs
processes ol steps S102 to S105 below on the selected
camera.

The 1image analysis unit 501 acquires the 1image captured
by the camera selected 1n step S101 (step S102). The image
analysis unit 501 analyzes the acquired image and deter-
mines whether or not the detection target 1s captured in the
image (step S103). That 1s, the 1image analysis unit 501
determines whether the detection target has been detected
from the acquired image. When the detection target has been
detected from the image (step S103 YES), the image analy-
s1s unit 501 specifies the region 1n which the detection target
has been detected on the basis of a position at which the
detection target 1s captured in the image (step S104). The
image analysis unit 501 estimates the distance between the
industrial vehicle 1 and the detection target on the basis of
the acquired image and the information on the camera
selected 1n step S101 (step S105).

When the image analysis unit 501 performs a detection
target detection process on the image captured by each
camera, the 1image analysis unit 501 determines whether or
not the image analysis has been normally completed for all
the captured 1mages (step S106). When the image analysis
has abnormally ended for at least one captured 1image (NO
in step S106), the display control unit 505 causes the state
notification lamp 223 to light up 1n red (step S107) and ends
the process. Accordingly, even 1n a state 1n which none of the
first reglon lamp 222a, the second reglon lamp 222b, the
third region lamp 222¢, and the fourth region lamp 2224 are
l1t up, the user can recognize that this 1s not because there 1s
no detection target but because a detection function does not
work normally.

When the 1mage analysis has been normally completed
for all the captured images (YES in step S106), the image
analysis unit 501 determines whether or not the detection
target has been detected 1n at least one of the first region R1,
the second region R2, the third region R3, and the fourth
region R4 (step S108).

When the detection target has not been detected 1n any of
the first region R1, the second region R2, the third region R3,
and the fourth region R4 (NO in step S108), the display
control unit 305 causes all of the first region lamp 2224, the
second region lamp 2225, the third region lamp 222¢, and
the fourth region lamp 2224 to be turned off. Further, the
notification control unit 504 stops ringing of the buzzer 224
(step S109) and ends the process.

When the detection target has been detected 1n at least one
of the first region R1, the second region R2, the third region
R3, and the fourth region R4 (YES i step S108), the
important detection object specitying unit 503 specifies the
region, 1n which the distance specified i step S1035 1s
shortest among the regions in which the detection target has
been detected, as a region 1n which the detection target to
which the most attention 1s to be paid has been detected (step
S110).

The display control unit 505 causes the region specified 1n
step S110 to light up 1n a first aspect and cause the other
regions 1n which the detection target has been detected to
light up 1 a second aspect (step S111). For example, the
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display control unit 505 may cause the region specified 1n
step S110 to light up with relatively high brightness and
cause the other regions 1 which the detection target has
been detected to light up with relatively low brightness.
Further, for example, the display control unit 505 may cause
the region spec1ﬁed in step S110 to light up 1n red and cause
the other regions 1in which the detection target has been
detected to light up in yellow. Further, for example, the
display control unit 505 may cause the region specified 1n
step S110 to light up and cause the other regions 1n which the
detection target has been detected to blink.

The 1image analysis unit 501 determines whether or not
the region that has changed from a state in which the
detection target has not been detected to a state 1n which the
detection target has been detected 1s present among the first
region R1, the second region R2, the third region R3, and the
fourth region R4 (step S112). When there 1s at least one
region that has changed from a state 1n which the detection
target has not been detected to a state 1n which the detection
target has been detected (YES 1n step S112), the notification
control unit 504 determines whether or not the buzzer 224
has already emitted a warning sound (step S113).

When the buzzer 224 does not emit the warning sound
(NO 1n step S113), the notification control unit 504 causes
the buzzer 224 to emit the warming sound, starts measure-
ment of a buzzer ringing time (step S114), and ends the
pProcess.

On the other hand, when the buzzer 224 has already
emitted the warning sound (YES 1n step S113), the notifi-
cation control unit 504 resets the buzzer ringing time, starts
measurement again (step S1135), and ends the process.

When there 1s no region that has changed from a state in
which the detection target has not been detected to a state in
which the detection target has been detected (NO 1n step
S112), the notification control unit 504 determines whether
or not the buzzer 224 has already emitted the warming sound
(step S116).

When the buzzer 224 does not emit the warning sound
(NO 1n step S116), the notification control unit 504 main-
tains a state in which the buzzer 224 1s stopped and ends the
pProcess.

On the other hand, when the buzzer 224 has already
emitted a warning sound (YES 1n step S116), the notification
control unit 304 determines whether the buzzer ringing time
1s equal to or longer than a predetermined buzzer time (step
S117). When the buzzer ringing time 1s shorter than the
predetermined buzzer time (NO 1n step S117), the notifica-
tion control unit 504 causes the buzzer 224 to continue the
emission of the warning sound (step S118) and ends the
process.

On the other hand, when the buzzer ringing time 1s equal
to or longer than the predetermined buzzer time (YES 1n step
S117), the notification control unit 504 stops the buzzer 224
(step S119) and ends the process. Thereby, the notification
control unit 504 can allow the buzzer to ring again when a
new detection target has been detected while preventing the
buzzer from continuing to ring while the detection target 1s
continuously detected i one region.

(Operations and Effects)

Thus, 1n the detection object notification system 200
according to the second embodiment, the lamp 222 of the
detection object notification device 220 1s provided along an
outer periphery of the surroundings monitoring device 210.
Thereby, the detection object notification device 220 can
approprately display a direction of the detection target even
when the surroundings monitoring device 210 cannot be
controlled.
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Third B

Embodiment

The industrial vehicle 1 according to the first embodiment
includes four cameras. On the other hand, an industrial
vehicle 1 according to the third embodiment includes eight
cameras. FI1G. 9 1s a diagram showing a camera arrangement
of the industrial vehicle according to the third embodiment.

The industrial vehicle 1 according to the third embodi-
ment 1ncludes a camera 20e that captures an image of a
diagonally left front region, a camera 20f that captures an
image of a diagonally right front region, a camera 20g that
captures an 1mage of a leit region from the front of a vehicle
body, a camera 20/ that captures an 1image of a right region
from the front of the vehicle body, a camera 20i that captures
an 1mage of a left region from the rear of a vehicle body, a
camera 207 that captures an 1image of a right region from the
rear of the vehicle body, a camera 204 that captures an 1image
of a diagonally left rear region, and a camera 20/ that
captures an 1image of a diagonally right rear region.

An 1mage-capturing range of each camera according to
the third embodiment extends over a plurality of regions. On
the other hand, a boundary line between two regions in the
image 1s not necessarily a center line of the image. There-
fore, the control device 50 according to the third embodi-
ment stores a boundary line partitioning a region for the
respective cameras and determines whether the detection
target 1s captured on the left side or captured on the right side
of the boundary line to specily a region in which the
detection target 1s present. The boundary line may be set
parallel to a Y axis of the image or may be set with an
inclination. Further, the boundary may be a straight line or
may be a curved line.

Other Embodiments

In the embodiment of the present mmvention, a case in
which the mmage-capturing device 20 includes the first
camera 20a, the second camera 205, the third camera 20c,
and the fourth camera 204 has been described. However, 1n
another embodiment of the present invention, the 1mage-
capturing device 20 may be able to capture 1images of all
surroundings of the industnial vehicle 1 without creating a
large blind spot, and the number of cameras included 1n the
image-capturing device 20 and position at which the cam-
eras are provided are not limaited.

Further, the blind spot 1s likely to be large depending on
a si1ze of the industrial vehicle 1 or a range being capable of
capture 1images by the cameras, 1n the four cameras exem-
plified in the embodiment of the present invention. In such
a case, for example, the image-capturing device 20 may
include five or more cameras to reduce the blind spot.

In the embodiment of the present mmvention, a case in
which the notification device 30 includes the first speaker
30a, the second speaker 305, the third speaker 30¢, and the
fourth speaker 304 has been described. However, 1n another
embodiment of the present invention, the number of speak-
ers and positions at which the speakers are provided are not
limited as long as the notification device 30 1s a speaker that
outputs a sound 1n a direction or a region corresponding to
a position at which a detection target 1s present with respect
to the industrial vehicle 1 when the detection target has been
detected.

In the embodiment of the present mmvention, a case in
which the display control unit 5035 displays the image
captured by each of the image-capturing devices 20 1n a
small size has been described. However, in another embodi-
ment of the present invention, when a detection target has
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been detected, the display control unit 305 may enlarge and
display only an image including the detection target.

In the embodiment of the present invention, a case in
which the display control unit 503 displays the image of the
rear of the industrial vehicle 1 on the display unit 40 as it 1s
has been described. However, 1in another embodiment of the
present invention, the display control unit 505 may invert the
image ol the rear of the industrnial vehicle 1 laterally and
display the resultant 1mage on the display unit 40 (that 1s,
display the image on the display unit like a back monitor).
Further, in another embodiment of the present invention, the
display control unit 505 may generate a bird’s-eye view
image (of the vehicle) by processing an image of the
surroundings of the industrial vehicle 1 and display the
generated bird’s-eye view 1mage on the display unit 40.

In the embodiment of the present invention, a case in
which the 1mage analysis unit 501 detects the detection
target 1n the entire acquired image has been described.
However, 1n another embodiment of the present invention,
the 1image analysis unit 501 may detect the detection target
only 1n a portion of the acquired image (for example, a lower
half of the image, that i1s, a hallf of the image-capturing
region close to the industrial vehicle 1). That 1s, 1n another
embodiment of the present invention, the 1image analysis
unit 501 may not determine that the detection target 1s a
detection target even when the detection target 1s captured 1n
regions other than the portion of the acquired image. In this
case, the notification control unit 504 performs control so
that a sound 1s output from the speaker because the detection
target captured in the image 1s not determined to be a
detection target.

An order of the processes according to the embodiment of
the present invention may be changed 1n a range in which an
appropriate process 1s performed.

Each of the storage unit 506 and other storage devices in
the embodiment of the present invention may be included
anywhere 1n a range in which appropriate information
transmission and reception are performed. Further, there
may be a plurality of storage units 506 and other storage
devices 1 a range in which the appropriate information
transmission and reception are performed, and the storage
units 506 and other storage devices may store data 1n a
distributive manner.

Although the embodiments of the present invention have
been described, the above-described control device 50 and
other control devices may include a computer system
therein. The steps of the process described above are stored
in the form of a program 1n a computer-readable medium,
and a computer reads and executes this program so that the
above process 1s performed. A specific example of the
computer 1s shown below.

FIG. 10 1s a schematic block diagram showing a configu-
ration of a computer according to at least an embodiment.

A computer S includes a CPU 6, a main memory 7, a
storage 8, and an interface 9, as shown 1 FIG. 10.

For example, each of the above-described control device
50 and other control devices 1s mounted 1n the computer 5.
An operation of each processing unit described above 1s
stored 1n the storage 8 in the form of a program. The CPU
6 rcads the program from the storage 8, loads the program
in the main memory 7, and executes the above process
according to the program. Further, the CPU 6 secures a
storage area corresponding to each of the above-described
storage units 1 the main memory 7 according to the pro-
gram.

Examples of the storage 8 include a hard disk drive
(HDD), a solid state drive (SSD), a magnetic disk, a mag-
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neto-optical disc, a compact disc read only memory (CD-
ROM), a digital versatile disc read only memory (DVD-

ROM), and a semiconductor memory. The storage 8 may be
an nternal medium directly connected to a bus of the
computer 5 or an external medium connected to the com-
puter 3 via the interface 9 or a communication line. Further,
when this program 1s distributed to the computer 5 via a
communication line, the computer 5 that has received the
program may load the program into the main memory 7 and
execute the above process. In at least an embodiment, the
storage 8 1s a non-transitory tangible computer readable
medium.

Further, the above program may realize some of the
above-described functions. Further, the above program may
be a file capable of realizing the above-described functions
in combination with a program previously recorded 1n a
computer system, that 1s, a differential file (a differential
program).

In another embodiment, a control device 127 includes a
custom large scale integrated circuit (LLSI), such as a pro-
grammable logic device (PLD), an application specialized
circuit (ASIC), a graphics processing unit (GPU), and a
similar processing device, 1n addition to or in place of the
above-described configuration. Examples of the PLD
include a programmable array logic (PAL), a generic array
logic (GAL), a complex programmable logic device
(CPLD), and a field programmable gate array (FPGA). In
this case, some or all of the functions realized by the
processor may be realized by the integrated circuit.

Several embodiments of the present invention have been
described, but these embodiments are examples and do not
limit the scope of the mvention. Various additions, omis-
sions, substitutions, and changes may be made to these
embodiments without departing from the gist of the inven-
tion.

EXPLANAITION OF REFERENCES

1 Industrial vehicle

> Computer

6 CPU

7 Main memory

8 Storage

9 Interface

10 Operation device

20 Image-capturing device

20a First camera

20b Second camera

20¢ Third camera

20d Fourth camera

30 Notification device

30a First speaker

305 Second speaker

30¢ Third speaker

30d Fourth speaker

40 Display unit

50 Control device

200 Detection object notification system
210 Surroundings monitoring device
220 Detection object notification device
221 housing unit

222a First region lamp

222b Second region lamp

222¢ Third region lamp

222d Fourth region lamp

223 State notification lamp

224 Buzzer
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225 Control device

501 Image analysis umit

502 Operation determination unit

503 Important detection object specilying unit

504 Notification control unit
505 Display control unit

506 Storage unit

What 1s claimed 1s:

1. A control device comprising;

a specilying unit configured to specily one of a plurality
of detection objects on the basis of a state of an
industrial vehicle when the plurality of detection
objects are detected around the industrial vehicle on the
basis of a captured 1image of an 1mage-capturing device
including a plurality of cameras;

a surroundings display unit including a display that 1s
configured to display a bird’s-eye view 1mage of sur-
roundings of the industrial vehicle created from the
captured 1mage of the image-capturing device;

a display unit including a plurality of lamps provided
along an outer periphery of the display; and

a control unit configured to cause, among the plurality of
lamps, one lamp corresponding to a region which 1s 1n
the bird’s-eye view 1mage displayed 1n the display and
in which the image of the one detection object specified
by the specitying unit 1s captured to light up or be
turned ofl 1 an aspect different from another lamp
corresponding to a region 1 which an 1mage of the
other detected detection object 1s captured on the basis
of iformation on the camera that has captured an
image ol the one detection object specified by the
speciiying unit and the captured image used for speci-
tying of the detection object.

2. The control device according to claim 1,

wherein the state includes at least one of a distance
between the industrial vehicle and the detection object,
a steering angle of a wheel of the industrial vehicle, and
a traveling direction of the industrial vehicle.

3. The control device according to claim 1,

wherein the control unit displays the one detection object
specified by the specifying unit on a display unit in an
aspect different from those of the other detected detec-
tion objects.

4. The control device according to claim 1,

wherein the control unit displays the captured 1image used
for speciiying of the one detection object on a display
unit on the basis of the mnformation on the camera that
has captured an i1mage of the one detection object
specified by the speciiying unit.

5. The control device according to claim 4,

wherein the control unit specifies a position of the detec-
tion object to be displayed on the display unit on the
basis of a position of the detection object i1n the
captured 1mage and the imnformation on the camera.
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6. The control device according to claim 1,

wherein the control unit outputs a sound diflerent from the
other detection object from a speaker corresponding to
a position of the one detection object specified by the
speciiying unit.

7. A control method of controlling a detection object

notification system including;:

a surroundings display unit including a display that 1s
configured to display a bird’s-eye view 1mage ol sur-
roundings of the industrial vehicle created from a
captured 1mage of an image-capturing device including
a plurality of cameras; and

a display unit including a plurality of lamps provided
along an outer periphery of the display,

the control method comprising the steps of:

specilying one of a plurality of detection objects on the
basis of a state of an industrial vehicle when the
plurality of detection objects are detected around the
industrial vehicle on the basis of the captured image of
the 1mage-capturing device; and

causing, among the plurality of lamps, one lamp corre-
sponding to a region which 1s i the bird’s-eye view
image displayed 1n the display and in which the image
of the one detection object specified 1s captured to light
up or be turned off in an aspect different from another
lamp corresponding to a region 1n which an 1mage of
the other detected detection object i1s captured on the
basis of information on the camera that has captured an
image of the one specified detection object and the
captured 1mage used for specifying of the detection
object.

8. A non-transitory tangible computer readable medium

storing a program for causing a computer 1 a detection
object notification system including:

a surroundings display unit including a display that 1s
configured to display a bird’s-eye view 1mage of sur-
roundings of the industrial vehicle created from a
captured 1mage of an image-capturing device including
a plurality of cameras; and

a display umt including a plurality of lamps provided
along an outer periphery of the display, to:

specily one of a plurality of detection objects on the basis
of a state of an industrial vehicle when the plurality of
detection objects are detected around the industrial
vehicle on the basis of a captured 1mage of the image-
capturing device including the plurality of cameras; and

cause, among the plurality of lamps, one lamp corre-
sponding to a region which is in the bird’s-eye view
image displayed in the display and in which the image
of the one detection object specified 1s captured to light
up or be turned off in an aspect different from another
lamp corresponding to a region i which an image of
the other detected detection object 1s captured on the
basis of information on the camera that has captured an
image of the one specified detection object and the
captured 1mage used for specifying of the detection

object.
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