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METHOD AND APPARATUS FOR REFINING
AN AUTOMATED CODING MODEL

TECHNOLOGICAL FIELD

An example embodiment relates generally to secondary
diagnosis prediction using deep learning based machine
learning and, more particularly, to the refinement of an
automated coding model, such as for a medical chart.

BACKGROUND

Deep learning models can be utilized to generate various
predictions across a dataset, with the predictions then uti-
lized for a wide variety of purposes. Predictive modeling
including that provided by deep learning models 1s a critical
part of automation and, as such, the use of predictive
modeling 1s correspondingly increasing.

By way of example of use of a predictive model, medical
charts are analyzed 1n order to 1dentily a primary diagnosis
and zero or more secondary diagnoses contained within the
medical chart. The 1dentification of the diagnoses 1s utilized
for various purposes, such as in conjunction with healthcare
transactions including, for example, requests for payment or
reimbursement by an msurer or other third party.

While the use of a predictive model to predict the diag-
noses contained in a medical chart increases the efliciency
with which the medical charts may be coded, the large
number of candidate secondary diagnoses, such as tens of
thousands of candidate secondary diagnoses, can make 1t
dificult to use existing techniques to extract the particular
secondary diagnoses that should be applied to the chart. As
such, predictive models may sometimes be less accurate
than 1s desired, potentially leading to reduced confidence in
the resulting predictions and corresponding reduction 1n the
rate of adoption or utilization of the predictive models.

Deep learning models are traditionally trained via gradi-
ent descent optimization utilizing backpropagation. This
process uses a neural network to generate a prediction, and
then evaluates that prediction using a cost or loss function to
generate an error signal. This error signal 1s then propagated
through the network to produce an update direction and
scale for each parameter 1n the network so that the next time
that the network 1s executed, the network generates a pre-
diction that produces a lower value for the loss function.
However, designing an appropriate loss function 1s not only
critical in training a deep learning model, but can be
challenging, thereby leading to some of the inaccuracy with
respect to the use of predictive models.

BRIEF SUMMARY

A method, apparatus and computer program product are
provided in accordance with an example embodiment in
order to refine an automated coding model for a medical
chart. In this regard, the method, apparatus and computer
program product of an example embodiment determine a
categorical crossentropy loss based on probabilities that are
predicted for candidate codes in order to permit adjustment
of one or more parameters of the automated coding model
based upon the categorical crossentropy loss. By refining the
automated coding model, the resulting code prediction may
be more accurate, thereby providing for increased confi-
dence in the automated coding model and potentially
increased rates of adoption and/or utilization.

In an example embodiment, a method 1s provided for
refining an automated coding model for secondary diagnosis
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prediction. For each respective candidate secondary diag-
nosis from a set of candidate secondary diagnoses, the
method predicts a probability of the respective secondary
diagnosis being contained in a medical chart. The method
also selects one of the candidate secondary diagnoses as
being contained in the medical chart based upon the prob-
ability that 1s predicted and removes the candidate secondary
diagnosis that has been selected from the set of candidate
secondary diagnoses. Following removal of the candidate
secondary diagnosis that has been selected from the set of
secondary diagnoses, the method repeatedly predicts the
probability of a respective secondary diagnosis being con-
tained 1n the medical chart, selects one of the candidate
secondary diagnoses as being contained in the medical chart
based upon the probability that 1s predicted and removes the
candidate secondary diagnosis that has been selected from
the set of candidate secondary diagnoses. The method fur-
ther determines a categorical crossentropy loss based upon
the probabailities that are predicted for the candidate second-
ary diagnoses that are selected so as to permit adjustment of
one or more parameters of the automated coding model
based upon the categorical crossentropy loss.

The method of an example embodiment selects one of the
candidate secondary diagnoses by selecting the candidate
secondary diagnosis having the greatest probability of being
contained 1n the medical chart. In an example embodiment,
the method predicts the probability of a respective secondary
diagnosis being contained 1n a medical chart by predicting
the probability such that a cumulative probability of the
plurality of candidate secondary diagnoses from the set of
candidate secondary diagnoses equals 1. The method of an
example embodiment determines the categorical crossen-
tropy loss by determining, for each of the candidate sec-
ondary diagnoses that are selected, a product of a label
representative of a respective candidate secondary diagnosis
that 1s selected and the probability of the respective candi-
date secondary diagnosis. The categorical crossentropy loss
of this example embodiment 1s then determined by summing
the products for each of the candidate secondary diagnoses
that are selected to determine the categorical crossentropy
loss.

The method of an example embodiment also includes
adjusting the one or more parameters of the automated
coding model based upon the categorical crossentropy loss
to reduce the categorical crossentropy loss. In an example
embodiment, the method removes the candidate secondary
diagnosis that has been selected from the set of candidate
secondary diagnoses by removing the candidate secondary
diagnosis that has been selected and one or more additional
candidate secondary diagnoses that have a defined relation-
ship to the candidate secondary diagnosis that has been
selected from the set of candidate secondary diagnoses. In an
example embodiment 1n which the set of candidate second-
ary diagnoses also includes a null element, the repeated
predicting, selection and removal 1s concluded upon select-
ing the null element based upon the probability of the null
clement that 1s predicted.

In another example embodiment, an apparatus 1s provided
for refimng an automated coding model for secondary
diagnosis prediction. The apparatus 1includes prediction cir-
cuitry configured to predict, for each respective candidate
secondary diagnosis from a set of candidate secondary
diagnoses, a probability of the respective secondary diag-
nosis being contained in a medical chart. The prediction
circuitry 1s also configured to select one of the candidate
secondary diagnoses as being contained 1n the medical chart
based upon the probability that 1s predicted and to remove
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the candidate secondary diagnosis that has been selected
from the set of candidate secondary diagnoses. Following
removal of the candidate secondary diagnosis that has been
selected from the set of secondary diagnoses, the prediction
circuitry 1s configured to repeatedly predict the probability
ol a respective secondary diagnosis being contained in the
medical chart, select one of the candidate secondary diag-
noses as being contained 1n the medical chart based upon the
probability that 1s predicted and remove the candidate sec-
ondary diagnosis that has been selected from the set of
candidate secondary diagnoses. The apparatus also includes
loss determination circuitry configured to determine a cat-
cgorical crossentropy loss based upon the probabilities that
are predicted for the candidate secondary diagnoses that are
selected so as to permit adjustment of one or more param-
cters of the automated coding model based upon the cat-
cgorical crossentropy loss.

The prediction circuitry of an example embodiment 1s
configured to select one of the candidate secondary diagno-
ses by selecting the candidate secondary diagnosis having
the greatest probability of being contained in the medical
chart. In an example embodiment, the prediction circuitry 1s
configured to predict the probability of a respective second-
ary diagnosis being contained in a medical chart by predict-
ing the probability such that a cumulative probability of the
plurality of candidate secondary diagnoses from the set of
candidate secondary diagnoses equals 1. The loss determi-
nation circuitry of an example embodiment 1s configured to
determine the categorical crossentropy loss by determining,
for each of the candidate secondary diagnoses that are
selected, a product of a label representative of a respective
candidate secondary diagnosis that 1s selected and the prob-
ability of the respective candidate secondary diagnosis. The
loss determination circuitry of this example embodiment 1s
also configured to determine the categorical crossentropy
loss by summing the products for each of the candidate
secondary diagnoses that are selected to determine the
categorical crossentropy loss.

The apparatus of an example embodiment also includes
model adjustment circuitry configured to adjust the one or
more parameters of the automated coding model based upon
the categorical crossentropy loss to reduce the categorical
crossentropy loss. In an example embodiment, the prediction
circuitry 1s configured to remove the candidate secondary
diagnosis that has been selected from the set of candidate
secondary diagnoses by removing the candidate secondary
diagnosis that has been selected and one or more additional
candidate secondary diagnoses that have a defined relation-
ship to the candidate secondary diagnosis that has been
selected from the set of candidate secondary diagnoses. In an
embodiment 1n which the set of candidate secondary diag-
noses also icludes a null element, the prediction circuitry 1s
configured such that repeatedly predicting, selecting and
removing concludes upon selecting the null element based
upon the probability of the null element that 1s predicted.

In a further example embodiment, a computer program
product 1s provided that includes at least one non-transitory
computer-readable storage medium for refining an auto-
mated coding model for secondary diagnosis prediction. The
at least one non-transitory computer-readable storage
medium store software instructions that, when executed,
cause an apparatus to predict, for each respective candidate
secondary diagnosis from a set of candidate secondary
diagnoses, a probability of the respective secondary diag-
nosis bemng contained in a medical chart. The software
istructions also cause the apparatus to select one of the
candidate secondary diagnoses as being contained in the
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medical chart based upon the probability that i1s predicted
and to remove the candidate secondary diagnosis that has
been selected from the set of candidate secondary diagnoses.
Following removal of the candidate secondary diagnosis that
has been selected from the set of secondary diagnoses, the
soltware 1nstructions further cause the apparatus to repeat-
edly predict the probability of a respective secondary diag-
nosis being contained in the medical chart, select one of the
candidate secondary diagnoses as being contained in the
medical chart based upon the probability that 1s predicted
and remove the candidate secondary diagnosis that has been
selected from the set of candidate secondary diagnoses. The
soltware instructions additionally cause the apparatus to
determine a categorical crossentropy loss based upon the
probabilities that are predicted for the candidate secondary
diagnoses that are selected so as to permit adjustment of one
or more parameters of the automated coding model based
upon the categorical crossentropy loss.

In an example embodiment, the software 1nstructions to
select one of the candidate secondary diagnoses include
soltware 1nstructions to select the candidate secondary diag-
nosis having the greatest probability of being contained in
the medical chart. In accordance with an example embodi-
ment, the software instructions to predict the probability of
a respective secondary diagnosis being contained 1n a medi-
cal chart include software instructions to predict the prob-
ability such that a cumulative probability of the plurality of
candidate secondary diagnoses from the set of candidate
secondary diagnoses equals 1. The software instructions to
determine the categorical crossentropy loss include, in an
example embodiment, software instructions to determine,
for each of the candidate secondary diagnoses that are
selected, a product of a label representative of a respective
candidate secondary diagnosis that 1s selected and the prob-
ability of the respective candidate secondary diagnosis and
soltware 1nstructions to sum the products for each of the
candidate secondary diagnoses that are selected to determine
the categorical crossentropy loss.

The software instructions of an example embodiment
further include software mstructions to adjust the one or
more parameters of the automated coding model based upon
the categorical crossentropy loss to reduce the categorical
crossentropy loss. In an example embodiment, the software
instructions to remove the candidate secondary diagnosis
that has been selected from the set of candidate secondary
diagnoses include software instructions to remove the can-
didate secondary diagnosis that has been selected and one or
more additional candidate secondary diagnoses that have a
defined relationship to the candidate secondary diagnosis
that has been selected from the set of candidate secondary
diagnoses.

In yet another example embodiment, a method, apparatus
and computer program product are provided for refining an
automated coding model for a medical chart. For each
respective candidate code, such as a secondary diagnosis
code, a procedure code and/or a revenue code, from a set of
candidate codes, a probability 1s predicted of the respective
candidate code being contained 1n a medical chart. One of
the candidate codes 1s selected as being contained in the
medical chart based upon the probability that 1s predicted
and removes the candidate code that has been selected from
the set of candidate codes. Following removal of the can-
didate code that has been selected from the set of candidate
codes, the method, apparatus and computer program product
repeatedly predict the probability of a respective candidate
code being contained 1n the medical chart, selects one of the
candidate codes as being contained in the medical chart
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based upon the probability that 1s predicted and removes the
candidate code that has been selected from the set of
candidate codes. A categorical crossentropy loss 1s then
determined based upon the probabilities that are predicted
for the candidate codes that are selected so as to permuit
adjustment of one or more parameters of the automated
coding model based upon the categorical crossentropy loss.

The above summary 1s provided merely for purposes of
summarizing some example embodiments to provide a basic
understanding of some aspects of the mvention. Accord-
ingly, 1t will be appreciated that the above-described
embodiments are merely examples and should not be con-
strued to narrow the scope or spirit of the mvention 1n any
way. It will be appreciated that the scope of the invention
encompasses many potential embodiments 1n addition to
those here summarized, some of which will be further
described below.

BRIEF DESCRIPTION OF TH.

(Ll

DRAWINGS

Having described certain example embodiments of the
present disclosure in general terms above, reference will
now be made to the accompanying drawings, which are not
necessarily drawn to scale and wherein:

FIG. 1 1s a representation of the primary diagnosis and a
plurality of secondary diagnoses contained in a medical
chart;

FIG. 2 1s a block diagram of an apparatus specifically
configured 1n accordance with an example embodiment of
the present disclosure;

FIG. 3 1s a flow chart 1llustrating operations performed,
such as by the apparatus of FIG. 2, 1n order to refine an
automated coding model for secondary diagnosis prediction
in accordance with an example embodiment of the present
disclosure; and

FIG. 4 1s a flow chart illustrating operations performed,
such as by the apparatus of FIG. 2, in order to determine the
categorical crossentropy loss 1n accordance with an example
embodiment of the present disclosure.

DETAILED DESCRIPTION

Some embodiments of the present disclosure will now be
described more fully heremnafter with reference to the
accompanying drawings, in which some, but not all embodi-
ments of the inventions are shown. Indeed, these inventions
may be embodied 1n many different forms and should not be
construed as limited to the embodiments set forth herein;
rather, these embodiments are provided so that this disclo-
sure will satisly applicable legal requirements. Like num-
bers refer to like elements throughout. As used herein, the
terms “data,” “‘content,” “information,” and similar terms
may be used interchangeably to refer to data capable of
being transmitted, received, and/or stored in accordance
with embodiments of the present invention. Thus, use of any
such terms should not be taken to limit the spirit and scope
of embodiments of the present invention.

Models are frequently utilized i order to make predic-
tions from a data set. For example, systems that incorporate
artificial intelligence may utilize various predictive models
including deep learning models. A model 1s oftentimes
defined by a plurality of diflerent parameters and the model
may be trained, such as based upon data sets for which the
predicted value(s) are known, by modifying or tuming the
parameters of the model such that the model provides
predictions with increased accuracy. For example, a deep
learning model may be trained by a gradient descent opti-
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6

mization process utilizing back propagation. In this regard,
the deep learning model generates a predication that 1s then
evaluated by a cost or loss function to determine an error
associated with the prediction. The error 1s then propagated
through the model to modily the model parameters. In this
regard, the propagation of the error through the model may
produce an update direction and scale for each parameter
such that subsequent execution of the model results 1n a
smaller error. To permit the model to be efliciently trained,
such as 1 terms of the processing time and resources
required for the training, the design and implementation of
the loss function 1s significant.

One example of a predictive model relates to an auto-
mated coding model for predicting codes, such as diagnosis
codes, procedure codes and/or revenue codes, from a medi-
cal chart. The medical chart may be a medical record, e.g.,
an electronic medical record (EMR), and may include infor-
mation regarding the patient as well as detailed information
regarding various encounters that the patient has had with
one or more healthcare practitioners, such as oflice visits,
tests that have been conducted or the like.

In addition to being informative for the healthcare prac-
titioners, the medical chart may be utilized for a wide variety
of other purposes. For example, one or more healthcare
transactions may be generated based on the medical chart.
These healthcare transactions may include, for example,
healthcare transactions by which a provider requests pay-
ment or reimbursement from an 1insurance company or other
third party payer. Other healthcare transactions include, for
example, the determination of a patient co-pay amount, the
coordination of benefits or the like. These and other health-
care transactions are generated based upon a patient encoun-
ter as memorialized by the patient’s medical chart and are at
least partially dependent upon the codes, such as the diag-
nosis codes, the procedure codes and/or the revenue codes,
contained 1n a medical chart. As such, the reliable prediction
of the codes, including the diagnosis codes, the procedure
codes and/or the revenue codes, contained 1n a medical chart
1s of 1mport in relation to the generation of healthcare
transactions that accurately reflect the patient encounter
represented by the medical chart.

However, medical charts oftentimes include substantial
quantities of information that may be a challenge to properly
code 1n terms of the diagnosis codes, procedure codes and/or
revenue codes, contained in the medical chart. As such,
automated coding models have been developed 1n order to
predict the codes, e.g., associated with the diagnoses includ-
ing the secondary diagnoses, contained 1 a medical chart.
However, there are a large number of potential codes, e.g.,
diagnoses, contained 1n a medical chart with tens of thou-
sands of candidate codes, e.g., secondary diagnoses, to be
considered. As such, the application of at least some auto-
mated coding models, such as an automated coding model
that relies upon the determination of a binary crossentropy
loss, may be unable to consistently identify the codes, e.g.,
the secondary diagnosis codes, procedure codes and/or rev-
enue codes, contained 1n a medical chart.

A method, apparatus and computer program product are
therefore provided 1n accordance with an example embodi-
ment 1n order to refine an automated coding model for a
medical chart. Utilizing the automated coding model, a
medical chart 10 as shown i FIG. 1 may be reviewed and
various codes that are representative of the content of the
medical chart are predicted, such as by predicting the
primary diagnosis as well as a plurality of secondary diag-
noses that are contained 1n the medical chart. Any number of
codes, such as secondary diagnosis codes, procedure codes
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and/or revenue codes, may be predicted from a medical
chart, but, 1n one embodiment, a maximum number of
candidate secondary diagnoses 1s predefined, such as a
maximum of 25 secondary diagnoses.

An apparatus for refimng an automated coding model for
a medical chart may be embodied by any of a variety of
computing devices. Example embodiments may include a
plurality of networked devices operating 1n a distributed
system. In this regard, it will be understood that the term
“distributed system™ refers to a plurality of networked
devices 1n which some components are shared among the
devices. Whether or not the apparatus 1s implemented using
a distributed system, the apparatus of an example embodi-
ment may be embodied by any of a variety of fixed termi-
nals, such as servers, desktop computers, mainframe
devices, kiosks, or the like. Such example computing
devices may additionally or alternatively comprise any of a
variety ol mobile terminals, such as portable digital assis-
tants (PDAs), mobile telephones, smartphones, laptop com-
puters, tablet computers, or any combinations of the afore-
mentioned devices.

Turning to FIG. 2, an example apparatus 20 1s illustrated
that may be configured to perform the operations described
herein, thereby implementing a predictive model, such as a
deep learning model, that, 1n turn, employs a neural network.
The apparatus includes processing circuitry 22, a memory
24, and optionally communications circuitry 26. The appa-
ratus also includes prediction circuitry 27, loss determina-
tion circuitry 28 and model adjustment circuitry 29. As
described below, the prediction circuitry, loss determination
circuitry and model adjustment circuitry may be embodied
by the processing circuitry. Alternatively, the prediction
circuitry, loss determination circuitry and model adjustment
circuitry may be separate and distinct from the processing
circuitry. In an embodiment 1n which the prediction cir-
cuitry, loss determination circuitry and model adjustment
circuitry are distinct from the processing circuitry, the pre-
diction circuitry, loss determination circuitry and model
adjustment circuitry may be embodied 1n the same manner
as described below with respect to the processing circuitry.
The apparatus may be configured to execute the operations
described below 1n connection with FIGS. 3 and 4.

In some embodiments, the processing circuitry 22 and, in
some embodiments, the prediction circuitry 27, loss deter-
mination circuitry 28 and model adjustment circuitry 29,
may be in communication with the memory 24 via a bus for
passing information among components ol the apparatus.
The processing circuitry and, in some embodiments, the
prediction circuitry, loss determination circuitry and model
adjustment circuitry, may be embodied 1n a number of
different ways and may, for example, include one or more
processing devices configured to perform independently.
Additionally or alternatively, the processing circuitry and, in
some embodiments, the prediction circuitry, loss determi-
nation circuitry and model adjustment circuitry, may include
one or more processors configured 1n tandem via a bus to
enable independent execution of software mstructions, pipe-
lining, and/or multithreading. The use of the terms “proces-
sor’” or “processing circultry” may be understood to include
a single core processor, a multi-core processor, multiple
processors of the apparatus 20, remote or “cloud” proces-
sors, or any combination thereof

In an example embodiment, the processing circuitry 22
and, 1n some embodiments, the prediction circuitry 27, loss
determination circuitry 28 and model adjustment circuitry
29, may be configured to execute software instructions
stored 1n the memory 24 or otherwise accessible to the
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processing circuitry. Alternatively or additionally, the pro-
cessing circuitry and, 1 some embodiments, the prediction
circuitry, loss determination circuitry and model adjustment
circuitry, may be configured to execute hard-coded func-
tionality. As such, whether configured by hardware or soft-
ware methods, or by a combination of hardware with soft-
ware, the processing circuitry and, 1n some embodiments,
the prediction circuitry, loss determination circuitry and
model adjustment circuitry, may represent an entity (e.g.,
physically embodied 1n circuitry) capable of performing
operations according to an embodiment of the present inven-
tion while configured accordingly. Alternatively, as another
example, when the processing circuitry and, in some
embodiments, the prediction circuitry, loss determination
circuitry and model adjustment circuitry, are embodied as an
executor of software instructions, the software instructions
may specifically configure the circuitry to perform the
algorithms and/or operations described herein when the
soltware 1nstructions are executed.

Memory 24 1s non-transitory and may include, for
example, one or more volatile and/or non-volatile memories.
In other words, for example, the memory may be an elec-
tronic storage device (e.g., a computer readable storage
medium). The memory may be configured to store informa-
tion, data, content, applications, software instructions, or the
like, for enabling the apparatus 20 to carry out various
functions 1n accordance with example embodiments con-
templated herein.

The communications circuitry 26 may be any means such
as a device or circuitry embodied 1n either hardware or a
combination of hardware and software that 1s configured to
receive and/or transmit data from/to a network and/or any
other device, circuitry, or module 1n commumnication with the
apparatus 20. In this regard, the communications circuitry
may include, for example, a network interface for enabling
communications with a wired or wireless communication
network. For example, the communications circuitry may
include one or more network interface cards, antennas,
buses, switches, routers, modems, and supporting hardware
and/or soltware, or any other device suitable for enabling
communications via a network. Additionally or alterna-
tively, the communication interface may include the cir-
cuitry for causing transmission of such signals to a network
or to handle receipt of signals received from a network.

Although the processing circuitry 22, the prediction cir-
cuitry 27, the loss determination circuitry 28 and the model
adjustment circuitry 29 may, in part, be described using
functional language, 1t will be understood that the particular

implementations necessarily include the use of particular
hardware. It should also be understood that certain of these
components may include similar or common hardware. For
example, the prediction circuitry, the loss determination
circuitry and the model adjustment circuitry may each at
times leverage use of the processing 22 or memory, but
duplicate hardware 1s not required to facilitate operation of
these distinct components of the apparatus 20 (although
duplicated hardware components may be used 1n some
embodiments, such as those 1n which enhanced parallelism
may be desired). The use of the term “circuitry” as used
herein with respect to components of the apparatus therefore
shall be iterpreted as including the particular hardware
configured to perform the functions associated with the
particular circuitry described herein. Of course, while the
term “‘circuitry” should be understood broadly to includ
hardware, 1n some embodiments, the term “circuitry” may
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refer also to software instructions that configure the hard-
ware components of the apparatus to perform their various
functions.

To this end, each of the processing circuitry 22, the
prediction circuitry 27, the loss determination circuitry 28
and the model adjustment circuitry 29 may include one or
more dedicate processor, specially configured field program-
mable gate array (FPGA), or application specific interface
circuit (ASIC) to perform 1ts corresponding functions, these
components may additionally or alternatively be imple-
mented using a processor executing software stored in a
memory (e.g., memory 24). In this fashion, the processing
circuitry and, in some embodiments, the prediction circuitry,
the loss determination circuitry and the model adjustment
circuitry are therefore implemented using special-purpose
components implemented purely via hardware design or
may utilize hardware components of the apparatus 20 that
execute computer software designed to {facilitate perfor-
mance of the functions of the processing circuitry, audit
assignment circuitry, record modification, filtration circuitry,
and machine learning model.

As will be appreciated based on this disclosure, example
embodiments contemplated herein may be implemented by
apparatus 20. Furthermore, embodiments may take the form
of a computer program product on at least one non-transitory
computer-readable storage medium (e.g., memory 24) stor-
ing software instructions. Any suitable non-transitory com-
puter-readable storage medium may be utilized, some
examples of which are non-transitory hard disks,
CD-ROMs, flash memory, optical storage devices, and mag-
netic storage devices. It should be appreciated, with respect
to certain devices embodied by apparatus as described in
FIGS. 3 and 5, that loading the software instructions onto a
computer or apparatus produces a special-purpose machine
comprising the means for implementing various functions
described herein.

Referring now to FIG. 3, the operations performed, such
as by the apparatus 20 of FIG. 2, in order to refine an
automated coding model for predicting the codes represen-
tative of a medical chart are illustrated. Although described
heremnafter in conjunction with the prediction of candidate
secondary diagnoses from a medical chart, the method and
apparatus of an example embodiment may additionally or
alternatively be configured to predict other types of codes
from the medical record including, for example, procedure
codes and/or revenue codes. With reference to the example
embodiment, however, the candidate secondary diagnoses
are 1mtially predicted, such as in an iterative process as
described below and as may be implemented by a recurrent
layer of a neural network, such as a long short-term memory
(LSTM) layer. In this regard and as shown in block 30, for
cach candidate secondary diagnosis from a set of candidate
secondary diagnoses, the apparatus includes means, such as
the processing circuitry 22, the prediction circuitry 27 or the
like, configured to predict the probability of respective
secondary diagnoses being contained in the medical chart
10. In an example embodiment, the set of secondary diag-
noses that 1s considered during this first 1teration 1s the entire
set of predefined secondary diagnoses. The set of secondary
diagnoses may be stored by the memory 24 or may be
otherwise accessible by the processing circuitry, such as the
prediction circuitry.

The set of candidate secondary diagnoses may addition-
ally include, 1n one embodiment, not only the candidate
secondary diagnoses, but also a null element. The null
clement 1s included 1n the label space and the probability of
the null element 1s predicted 1n the same manner that the
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probabilities of the candidate secondary diagnoses are pre-
dicted. In this regard, the probability of the null element 1s
representative of the probability that none of the candidate
secondary diagnoses from the set of candidate secondary
diagnoses 1s contained 1n the medical chart 10.

For each candidate secondary diagnosis within the set of
candidate secondary diagnoses, the processing circuitry 22,
such as the prediction circuitry 27, 1s configured to deter-
mine the predicted probability of the respective secondary
diagnosis being contained within the medical chart. This
prediction may be based upon the coding model that 1s
utilized for secondary diagnosis prediction. This coding
model may be predefined, such as based upon prior training
of the coding model. The coding model may also be stored
by the memory 24 or may otherwise be otherwise accessible
by the processing circuitry, such as the prediction circuitry.
As a result of the probability prediction for each candidate
secondary diagnosis, every candidate secondary diagnosis
from the set of candidate secondary diagnoses has an
associated probability. In an example embodiment, the sum
of the probabilities for the set of candidate secondary
diagnoses equals 1.

As shown 1 block 32 of FIG. 3, the apparatus 20 also
includes means, such as the processing circuitry 22, the
prediction circuitry 27 or the like, configured to select one
of the candidate secondary diagnoses as being contained 1n
the medical chart. This selection 1s based upon the prob-
abilities that are predicted for the candidate secondary
diagnoses. In an example embodiment, the processing cir-
cuitry, such as the prediction circuitry, 1s configured to select
the candidate secondary diagnosis having the greatest prob-
ability of being contained 1n the medical chart, that 1s, the
soltmax output from an analysis of the probabilities that are
predicted for the candidate secondary diagnoses.

In an example embodiment, the apparatus 20, such as the
processing circuitry 22, the prediction circuitry 27 or the
like, 1s configured to assign a label to the candidate second-
ary diagnosis that has been selected. Although the label may
be configured 1n various manners, the label of an example
embodiment 1s an array, such as a linear array, with each
clement representative of a different iteration of the process
for predicting candidate secondary diagnoses that are con-
tained 1n the medical chart 10. Thus, the label of a candidate
secondary diagnosis that has been selected may be a linear
array 1in which the elements are all zeros, other than the
clement associated with the particular iteration during which
the respective candidate secondary diagnosis that has been
selected which 1s set to 1. Thus, 1n an example embodiment
in which up to 25 candidate secondary diagnoses are pre-
dicted in an 1iterative fashion, the labels identifying the
different candidate secondary diagnoses that are selected
during the different iterations would have 25 elements, each
associated with a respective iteration and each being set to
0 other than the element associated with the iteration during
which the candidate secondary diagnosis was selected,
which 1s set to 1. For the candidate secondary diagnosis that
1s selected during the first iteration as described above, the
label that 1s assigned may be a linear array of 25 elements
(since the predefined maximum number of candidate sec-
ondary diagnoses of this example embodiment 1s 25) with
the first element associated with the first iteration being set
to 1 as a result of the selection of the candidate secondary
diagnosis during the first iteration and with the other ele-
ments being set to 0. By way of example, labels can be
represented as a single n-hot array, e.g., a one-hot array, with
cach value of the array corresponding to an element 1n the
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target set (the set of candidate secondary diagnoses) being
given a 1 value and every other given a 0 value.

Once selected, the processing circuitry 22, such as the
prediction circuitry 27, 1s configured to store the candidate
secondary diagnosis that has been selected and the prob-
ability that has been predicted for the selected candidate
secondary diagnosis. The label associated with the selected
candidate secondary diagnosis may also be stored 1n asso-
ciation therewith.

As shown 1n block 34 of FIG. 3, the apparatus 20 of this
example embodiment also includes means, such as the
processing circuitry 22, the prediction circuitry 27 or the
like, configured to remove the candidate secondary diagno-
s1s that has been selected from the set of candidate secondary
diagnoses. In some embodiments, only the candidate sec-
ondary diagnosis that has been selected 1s removed from the
set of candidate secondary diagnoses. In other embodiments,
however, one or more additional candidate secondary diag-
noses may be associated with, e.g., jointly attached to, the
candidate secondary diagnosis that 1s selected. In these
example embodiments, selection of the candidate secondary
diagnosis and the removal of the selected candidate second-
ary diagnosis also causes the additional candidate secondary
diagnoses that are associated with the candidate secondary
diagnosis that has been selected to also be removed from the
set of candidate secondary diagnoses.

The association between the candidate secondary diagno-
ses may be predefined and stored, for example, 1n memory
24 1n a manner that 1s accessible to the processing circuitry
22, such as the prediction circuitry 27. The association may
be defined 1n various manners, but, 1n some embodiments,
the association between candidate secondary diagnoses 1s
based upon the similarity between the candidate secondary
diagnoses. In these embodiments, the selection of one of the
candidate secondary diagnoses that have been predefined to
have an association eflectively represents the other associ-
ated candidate secondary diagnoses as well. Alternatively,
the association between the candidate secondary diagnoses
may be based upon the alternative nature of the candidate
secondary diagnoses that are associated. In this example
embodiment, the selection of a candidate secondary diag-
nosis from among the candidate secondary diagnoses that
are associated may also cause the other associated candidate
secondary diagnoses that are alternatives to and mutually
exclusive of the candidate secondary diagnosis that has been
selected to also be removed from the set of candidate
secondary diagnoses since the associated candidate second-
ary diagnoses are no longer viable options to be contained 1n
the medical chart 10 as a result of the selection of a candidate
secondary diagnosis that has a mutually exclusive relation-
ship to the other candidate secondary diagnoses that are
associated therewith. For example, the set of candidate
secondary diagnoses may include A101, A102, A103, B202
and C303. The candidate secondary diagnoses A101, A102
and A103 may be mutually exclusive options such that upon
selection o1 A101, A102 and A103 are removed {from the set
ol candidate secondary diagnoses along with the removal of
A101. Thus, the result set of candidate secondary diagnoses
now 1ncludes B202 and (C303. By removing these other
candidate secondary diagnoses from the set of candidate
secondary diagnoses based upon their association with the
candidate secondary diagnosis that has been selected, the
method, apparatus 20 and computer program product of an
example embodiment may refine the automated coding
model with greater computational efliciency since the result-
ing set of candidate secondary diagnoses to consider is
smaller.
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As shown 1n decision block 36, the apparatus 20 includes
means, such as the processing circuitry 22, the prediction
circuitry 27 or the like, configured to determine whether the
selection of the candidate secondary diagnosis from the set
of candidate secondary diagnoses has been completed and,
il not, to perform another 1teration of the functions depicted
by blocks 30, 32 and 34. Each prediction either produces a
potential label or a null prediction. As a result, the maximum
set size 1s the number of generated predictions, not the size
of the label space. The predicted set 1s the set of labels that
are predicted as candidate secondary diagnosis having the
greatest probability during each iteration unless that label
corresponds to the null prediction.

With respect to the completion of the iterative prediction
process, the processing circuitry 22, such as the prediction
circuitry 27, 1s configured to determine if the predefined
maximum number of candidate secondary diagnoses has
been selected. In an instance 1n which the maximum number
of candidate secondary diagnoses has been selected, the
processing circuitry, such as the predication circuitry, of an
example embodiment, 1s configured to determine that the
iterative process of selecting the candidate secondary diag-
noses irom the set of candidate secondary diagnoses has
been completed.

In other embodiments, however, the 1terative process may
be determined to have been completed prior to selecting the
predefined maximum number of candidate secondary diag-
noses. For example, 1n an embodiment 1n which the set of
candidate secondary diagnoses includes not only the candi-
date secondary diagnoses, but also a null element, the
apparatus 20, such as the processing circuitry 22, the pre-
diction circuitry 27 or the like, 1s configured to determine
that the selection of the candidate secondary diagnoses has
been completed 1n an instance 1 which the candidate
secondary diagnosis that 1s selected during the most recent
iteration 1s the null element indicating, for example, that the
greatest probability from among the candidate secondary
diagnoses remaining in the set of candidate secondary
diagnoses 1s that none of the candidate secondary diagnoses
in the set are contained in the medical chart 10.

In an instance in which the selection of the candidate
secondary diagnoses 1s determined to not have been com-
pleted, the apparatus 20 includes means, such as the pro-
cessing circuitry 22, the prediction circuitry 27 or the like,
configured to perform another iteration of the process for
predicting candidate secondary diagnoses that are contained
in the medical chart 10. In this regard, the processing
circuitry, such as the prediction circuitry, 1s configured to
repeat the prediction of the probability of a respective
secondary diagnosis being contained 1n the medical chart as
shown 1n block 30, the selection of one of the candidate
secondary diagnoses as being contained 1n the medical chart
based upon the probability that 1s predicted as shown in
block 32 and the removal of the candidate secondary diag-
nosis that has been selected from the set of candidate
secondary diagnoses as shown 1n block 34. Thus, the itera-
tive process 1s repeated until the processing circuitry, such as
the prediction circuitry, determines that the selection of the
candidate secondary diagnoses have been completed as
shown 1n block 36.

During each iteration, the set of candidate secondary
diagnoses that 1s analyzed 1s different than the set of can-
didate secondary diagnoses that was previously analyzed
during a prior iteration as a result of the removal of the
candidate secondary diagnosis that was selected during the
prior iteration ifrom the set. Thus, the probabilities that are
predicted for the remaining members of the set of candidate
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secondary diagnoses may vary from one 1iteration to the next
as a result of the application of the coding model.

With each 1teration of the process, a different candidate
secondary diagnosis 1s selected. Thus, with reference to the
example of FIG. 1, the first iteration may result in the
selection of Secondary Diagnosis 1, the second iteration
may result in the selection of Secondary Diagnosis 2 and so
on until the selection of the candidate secondary diagnoses
has been completed. In FIG. 1, the iterative process has

continued until the predefined maximum number, e.g., 25, of 10

candidate secondary diagnoses has been selected with the
final selection being Secondary Diagnosis 25. Notwithstand-
ing the numerical designation of the candidate secondary
diagnoses based upon the iteration during which a secondary
diagnosis was selected, the candidate secondary diagnoses
may be an unordered subset of the set of candidate second-
ary diagnoses.

Once the selection of the candidate secondary diagnoses
has been completed, the apparatus 20 includes means, such
as the processing circuitry 22, the loss determination cir-
cuitry 28 or the like, configured to determine a categorical
crossentropy loss based upon the probabilities that are
predicted for the candidate secondary diagnoses that were
selected. Based upon the a categorical crossentropy loss, the
parameters of the predictive model, such as the deep learn-
ing model, implemented by the apparatus may be modified,
thereby training the model to permit more accurate predic-
tion of the secondary diagnoses during subsequent utiliza-
tion of the predictive model. The categorical crossentropy
loss may be determined 1n various manners. In an example
embodiment depicted 1n block 50 of FIG. 4, for example, the
apparatus 1cludes means, such as the processing circuitry,
the loss determination circuitry or the like, configured to
identify a respective candidate secondary diagnosis from
among the candidate secondary diagnoses that have been
selected. The processing circuitry, such as the loss determi-
nation circuitry, may be configured to i1dentify a respective
candidate secondary diagnosis 1n various manners. In an
example embodiment, however, the processing circuitry,
such as the loss prediction circuitry, 1s configured to sequen-
tially identify the candidate secondary diagnoses 1n the order
1in which the candidate secondary diagnoses were 1teratively
selected. As such, the processing circuitry, such as the loss
prediction circuitry, of an example embodiment initially
identifies the candidate secondary diagnosis that was
selected during the first iteration, e.g., Secondary Diagnosis

1.

As shown 1n block 52 of FIG. 4 and following identifi-
cation of a respective candidate secondary diagnosis, the
apparatus 20 of this example embodiment also includes
means, such as the processing circuitry 22, the loss deter-
mination circuitry 28 or the like, configured to determine the
product of the label representative of the respective candi-
date secondary diagnosis that was 1dentified and the prob-
ability associated with the respective candidate secondary
diagnosis. In this regard, the probability of the respective
candidate secondary diagnosis 1s the probability that was
predicted for the respective candidate secondary diagnosis
and was relied upon during the selection of the candidate
secondary diagnosis.

As shown 1n decision block 54, the apparatus 20 of this
example embodiment also includes means, such as the
processing circuitry 22, the loss determination circuitry 28
or the like, configured to determine whether the product for
each of the candidate secondary diagnoses that have been
selected has been determined. In other words, the processing
circuitry, such as the loss determination circuitry, 1s config-
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ured to determine whether the product of the candidate
secondary diagnosis selected during each iteration described
above has been determined. In an instance 1n which the
product for each of the candidate secondary diagnoses that
have been selected has not yet been determined, the appa-
ratus mcludes means, such as the processing circuitry, the
loss determination circuitry or the like, configured to 1den-
tify another respective candidate secondary diagnosis from
among the candidate secondary diagnoses that have been
selected but for which a product has not yet been deter-
mined. See block 56. In the foregoing example, the process-
ing circuitry, such as the loss determination circuitry, may be
configured to identify the respective candidate secondary
diagnosis that was selected during the next iteration (that 1s,
the next iteration relative to the iteration that resulted in the
selection of the respective candidate secondary diagnosis for
which a product was most recently determined.) Thus,
following determination of the product associated with the
candidate secondary diagnosis selected during the first 1tera-
tion, e.g., Secondary Diagnosis 1, the candidate secondary
diagnosis selected during the second iteration, e.g., Second-
ary Diagnosis 2, 1s 1dentified, and so on. This process 1s
repeated until each of the candidate secondary diagnoses
that have been selected have been 1dentified and the corre-
sponding product has been determined.

Following determination of the product for each of the
candidate secondary diagnoses that have been selected and
as shown 1n block 58 of FIG. 4, the apparatus 20 also
includes means, such as the processing circuitry 22, the loss
determination circuitry 28 or the like, configured to sum the
products for each of the candidate secondary diagnoses that
have been selected to determine the categorical crossentropy
loss. In an example embodiment, the apparatus, such as the
processing circuitry, the loss determination circuitry or the

like, 1s configured to determine the combined categorical
crossentropy loss as followis:

I

loss = Z—lﬂg@’f - Ji(x | 6)

i ={}

wherein f,(x10) is the i prediction of the neural network
of the predictive model given input x (that 1s, the set of
candidate secondary diagnoses) and parameters 0 (the modi-
fiable parameters of the neural network). Each prediction
represents a class probability distribution over all possible
secondary diagnoses and adding up with the null prediction
to a probability of 1. y', 1s a one-hot encoding (a vector of
zeros for each class except the label class that 1s designated
with a 1) of the selected label for the i prediction and n is
the number of candidate secondary diagnoses that were
selected, such as the maximum number of candidate sec-
ondary diagnoses. With respect to the selection of the labels,
y. and y'. can be defined as follows:

y' . = onehot(argmax(y; = f;(x|9)))

{J’f _J’!f: ZJ’:’ > 1
YVirl =
¥, ny < 1

wherein y. 1s the label group aggregated up until that point,
Yo 1S an n-hot encoding of all possible true values for that (X,
y) pair (1n this case a O for every possible label except the
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secondary diagnoses already applied to the document). v° 1s
a one-hot vector representing the null prediction (meaning
the set has been exhausted).

In the example embodiment 1n which labels are repre-
sented as a single n-hot array with each value of the array
corresponding to an element in the target set (the set of
candidate secondary diagnoses) being given a 1 value and
every other value of the array given a O value, the apparatus
20, such as the processing circuitry 22, the loss determina-
tion circuitry 28 or the like, 1s configured to determine the
loss as described above by iteratively removing 1 values
from this vector as the 1 values are selected for use 1n the
loss function until the vector contains only zeros. Then, 1n an
example embodiment, the selection process from the result-
ing vector would be to select the null prediction. In other
embodiments, a null prediction may not be made, such as 1n
an istance 1n which the predicted set 1s as large or larger
than the maximum set size.

The categorical crossentropy loss 1s a measure of the loss
attributable to the coding model. For example, a smaller
categorical crossentropy loss may be representative of a
coding model having a greater confidence value and a
greater accuracy in relation to the prediction of secondary
diagnoses from a medical chart. By way of another example,
a larger categorical crossentropy loss may be representative
of a coding model having a reduced confidence value and
lower accuracy 1n relation to the prediction of secondary
diagnoses from a medical chart.

As shown 1n block 40 of FIG. 3, the apparatus 20 of an
example embodiment also includes means, such as the
processing circuitry 22, the model adjustment circuitry 29 or
the like, configured to adjust one or more parameters of the
automated coding model based upon the categorical cros-
sentropy loss in order to reduce the categorical crossentropy
loss for subsequent predictions of secondary diagnoses from
a medical chart. In this regard, after moditying one or more
parameters of the coding model based upon the categorical
crossentropy loss, the foregoing process described above 1n
relation to FIG. 3 may then be repeated utilizing the coding,
model having the one or more parameters that have been
modified. The resulting categorical crossentropy loss asso-
ciated with the secondary diagnoses predicted by the modi-
fied coding model may then be compared to the categorical
crossentropy loss from the prior prediction of the secondary
diagnoses contained by the medical chart. The processing
circuitry, such as the model adjustment circuitry, may con-
tinue to modily the parameters of the coding model and to
then repeat the process of predicting secondary diagnoses
contained 1n the medical chart and determining the resulting
categorical crossentropy loss until the categorical crossen-
tropy loss 1s mimmized, 1s reduced to at least a satisfactory
level or 1s the lowest from among the categorical crossen-
tropy losses determined following application of the coding,
model with different sets of parameters, at which point the
parameters of the coding model are fixed.

By way of illustration, but not of limitation, one example
of the method, apparatus and computer program product
determines a categorical crossentropy loss based on prob-
abilities that are predicted for candidate secondary diagnoses
in an mstance 1n which there are 5 possible diagnoses and a
maximum set size of 3. Although there are 5 possible
diagnoses, namely, [A419, J189, N179, B20, G933], the
medical chart of this example actually only includes the

second and fourth diagnoses such that the y label fo
diagnoses [A419, J189, N179, B20, G935] 1s as follows:

yD:[O: 1: 0: 1: 0: 0]
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After execution of the automated coding model, the
output of the automated coding model may be as follows:

fox10)=[0.01, 0.02, 0.005, 0.95, 0.005, 0.01]
f1x18)=[0.01, 0.95, 0.005, 0.02, 0.005, 0.01]

H(x10)=[0.01, 0.02, 0.005, 0.01, 0.005, 0.95]

For the first iteration:
prediction,=argmax(f,(x/0)=3 which 1s the index for the
most probable secondary diagnosis, that 1s, B20
y',=onehot(argmax(y,*t,(x10)))=onechot(argmax ([0, 1, O, 1,
0, 0]*[0.01, 0.02, 0.005, 0.95, 0.003, 0.01]) onehot(argmax
([0, 0.02, 0, 0.95, 0, 0]))=onehot(3)=[0, 0, 0, 1, 0, 0]

Sv,=2[0, 1,0, 1, 0, 0]=2 so

¥,=vo-v'=[0, 1,0, 1, 0, 0]-[0, 0, 0, 1, 0, 0]=[0, 1, O,
0, 0, 0]

The loss for the first 1teration may then be determined as:

lossg=—log(vy:fo(x10))=—log([0, O, 0, 1, 0, 0]-[0.01,
0.02, 0.005, 0.95, 0.005, 0.01])=log
(0.95)=0.05129

For the second iteration:
prediction,=argmax(1,(x10))=1 which 1s the index for the
most probable secondary diagnosis, that 1s, J189
y',=onehot(argmax(y, *1, (x10)))=onehot(argmax(] 0, 1, 0, O,
0, 0]*[0.01, 0.95, 0.003, 0.02, 0.003, 0.01]))=onechot(argmax
([0, 0.95, 0, 0, 0, 0]))=onehot(1)=[0, 1, 0, 0, O, 0]

Sy, =3[0, 1, 0, 0, 0, 0]=1 so

};2:};‘3':[0: 0: 0: 0: 0: 1]

The loss for the second 1teration may then be determined
as:

loss (=—log(v’,f;(x10))=log([0, 1, 0, O, 0, 0]-[0.01,
0.95, 0.005, 0.02, 0.005, 0.01])=-log
(0.95)=0.05129

And for the third iteration:
prediction,=argmax(/>(x10))=>5

As the five elements of the set of possible diagnoses have
indices of 0, 1, 2, 3 and 4, the prediction of an index of 5
represents the null element and 1s an indication that there are
no additional diagnoses 1n the set that are candidates to be
predicted. The third 1teration of this example continues as
follows:

yS5=onehot(argmax(y,*/5(x10)))=onehot(argmax([0, O,
0, 0, 0, 17*[0.01, 0.02, 0.005, 0.01, 0.005,
0.95]))=onehot(argmax([0, O, 0, 0, 0O,
0.95]))=onehot(3)=[0, 0, 0, 0, O, 1]

The loss for the third 1teration may then be determined as:

loss,=—log(v5/5(x10))=—log([0, O, 0, 0, 0, 1]-[0.01,
0.02, 0.005, 0.01, 0.005, 0.95])=log
(0.95)=0.05129

Based on the losses from each iteration, the final loss
would be:

loss=2-log(v’,-f{x10))=2losses=2[0.05129, 0.05129,
0.05129]=0.1538%8

And the final prediction would be:
prediction={520, J189}

In the foregoing example, the automated coding model
predicts the two secondary diagnoses, that 1s, B20 and J189,
contained 1n the medical chart. In addition, the value of the
final loss may be utilized to update the parameters of the
automated coding model, both 1n terms of magnitude and
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direction, 1 order to improve subsequent predictions.
Although the parameters of the automated coding model
may be updated in various manners, automatic diflerentia-
tion may be applied, based upon the final loss value, to
update the parameters of the automated coding model. In >
this regard, automatic differentiation numerically evaluate
the functions performed by a computer program, such as the
computer program executed by the processor 22, in order to
update the parameters of the automated coding model.

As such, the coding model may be refined to permit a
more accurate prediction of the secondary diagnosis con-
tained 1n a medical chart. In this regard, the coding model 1s
refined so as to be at least partially defined by the one or
more parameters that permit the secondary diagnoses con-
tained 1n the medical chart to be predicted 1n a manner that
has a categorical crossentropy loss that has been determined
to be satisfactory, such as by being the lowest categorical
crossentropy loss. As such, the confidence in and the accu-
racy of the automated prediction of the secondary diagnoses 20
contained 1n the medical chart may be increased by modi-
tying the coding model in accordance with the categorical
crossentropy loss.

As described above, the coding model may predict not
only the secondary diagnosis contained in a medical chart, 25
but other codes, such as procedure codes and/or revenue
codes, contained 1n a medical chart, either in addition to or
instead of the prediction of the secondary diagnosis. Still
turther, the method and apparatus of an example embodi-
ment may be configured to make predictions of one or more 30
clements of a larger set 1n other contexts and for other
applications 1n addition to or instead of the analysis of a
medical chart including, for example, 1n conjunction with
audits, such as audits of a financial institution, indemnifi-
cation and/or real estate. 35

FIGS. 3 and 4 illustrate flowcharts describing the opera-
tion of apparatuses, methods, and computer program prod-
ucts according to example embodiments of the invention. It
will be understood that each block of the flowcharts, and
combinations of blocks in the flowcharts, may be mmple- 40
mented by various means, embodied as hardware, firmware,
circuitry, and/or other devices associated with execution of
soltware 1ncluding one or more software instructions. For
example, one or more of the operations described above may
be embodied by software instructions. In this regard, the 45
software 1nstructions which embody the procedures
described above may be stored by a memory of an apparatus
20 employing an embodiment of the present invention and
executed by processing circuitry 22 and, in some embodi-
ments, the prediction circuitry 27, the loss determination 50
circuitry 28 and the model adjustment circuitry 29 of the
apparatus. As will be appreciated, any such software mstruc-
tions may be loaded onto a computer or other programmable
apparatus (e.g., hardware) to produce a machine, such that
the resulting computer or other programmable apparatus 55
implements the functions specified in the flowchart blocks.
These software instructions may also be stored 1n a com-
puter-readable memory that may direct a computer or other
programmable apparatus to function in a particular manner,
such that the software instructions stored in the computer- 60
readable memory produce an article of manufacture, the
execution of which implements the functions specified in the
flowchart blocks. The software instructions may also be
loaded onto a computer or other programmable apparatus to
cause a series of operations to be performed on the computer 65
or other programmable apparatus to produce a computer-
implemented process such that the software instructions
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executed on the computer or other programmable apparatus
provide operations for implementing the functions specified
in the flowchart blocks.

The flowchart blocks support combinations of means for
performing the specified functions and combinations of
operations for performing the specified functions. It will be
understood that one or more blocks of the flowcharts, and
combinations of blocks in the flowcharts, can be 1mple-
mented by special purpose hardware-based computer sys-
tems which perform the specified functions, or combinations
ol special purpose hardware and soiftware 1nstructions.

In some embodiments, some of the operations above may
be modified or further amplified. Furthermore, in some
embodiments, additional optional operations may be
included. Modifications, amplifications, or additions to the
operations above may be performed 1n any order and 1n any
combination.

Many modifications and other embodiments of the mnven-
tions set forth herein will come to mind to one skilled 1n the
art to which these inventions pertain having the benefit of the
teachings presented in the foregoing descriptions and the
associated drawings. Therefore, 1t 1s to be understood that
the inventions are not to be limited to the specific embodi-
ments disclosed and that modifications and other embodi-
ments are mtended to be included within the scope of the
appended claims. Moreover, although the foregoing descrip-
tions and the associated drawings describe example embodi-
ments 1 the context of certain example combinations of
clements and/or functions, 1t should be appreciated that
different combinations of elements and/or functions may be
provided by alternative embodiments without departing
from the scope of the appended claims. In this regard, for
example, diflerent combinations of elements and/or func-
tions than those explicitly described above are also contem-
plated as may be set forth 1n some of the appended claims.
Although specific terms are employed herein, they are used
in a generic and descriptive sense only and not for purposes
of limitation.

What 1s claimed 1s:

1. A method for refining an automated coding model for
secondary diagnosis prediction, the method comprising:

operating a deep learning model including an artificial

neural network to perform operations as follows:

for each respective candidate secondary diagnosis from a

set of candidate secondary diagnoses, predicting a
probability of the respective secondary diagnosis being
contained 1 a medical chart;
selecting one of the candidate secondary diagnoses as
being contained 1n the medical chart based upon the
probability that 1s predicted and removing the candidate
secondary diagnosis that has been selected from the set
of candidate secondary diagnoses;
following removal of the candidate secondary diagnosis
that has been selected from the set of secondary diag-
noses, repeatedly predicting the probability of a respec-
tive secondary diagnosis being contained 1n the medical
chart, selecting one of the candidate secondary diag-
noses as being contained in the medical chart based
upon the probability that 1s predicted and removing the
candidate secondary diagnosis that has been selected
from the set of candidate secondary diagnoses; and

determining a categorical crossentropy loss based upon
the probabilities that are predicted for the candidate
secondary diagnoses that are selected;

adjusting one or more parameters of the artificial neural

network, which implements the automated coding
model, based upon the categorical crossentropy loss,
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wherein the set of candidate secondary diagnoses also
includes a null element, and wherein repeatedly pre-
dicting, selecting and removing i1s concluded upon
selecting the null element based upon the probability of
the null element that 1s predicted.

2. A method according to claim 1 wherein selecting one
of the candidate secondary diagnoses comprises selecting
the candidate secondary diagnosis having the greatest prob-
ability of being contained in the medical chart.

3. A method according to claim 1 wherein predicting the
probability of a respective secondary diagnosis being con-
tained 1n a medical chart comprises predicting the probabil-
ity such that a cumulative probability of the plurality of
candidate secondary diagnoses from the set of candidate
secondary diagnoses equals 1.

4. Amethod according to claim 1 wherein determining the
categorical crossentropy loss comprises:

for each of the candidate secondary diagnoses that are

selected, determining a product of a label representa-
tive of a respective candidate secondary diagnosis that
1s selected and the probability of the respective candi-
date secondary diagnosis; and

summing the products for each of the candidate secondary

diagnoses that are selected to determine the categorical
crossentropy loss.

5. A method according to claim 1 further comprising
adjusting the one or more parameters of the automated
coding model based upon the categorical crossentropy loss
to reduce the categorical crossentropy loss.

6. A method according to claim 1 wherein removing the
candidate secondary diagnosis that has been selected from
the set of candidate secondary diagnoses comprises remov-
ing the candidate secondary diagnosis that has been selected
and one or more additional candidate secondary diagnoses
that have a defined relationship to the candidate secondary
diagnosis that has been selected from the set of candidate
secondary diagnoses.

7. An apparatus for refining an automated coding model
for secondary diagnosis prediction, the apparatus compris-
ng:

a processor; and

a memory coupled to the processor and comprising com-

puter readable program code embodied in the memory

that 1s executable by the processor to operate a deep

learning model 1including an artificial neural network to

perform operations comprising:

predicting, for each respective candidate secondary
diagnosis from a set of candidate secondary diagno-
ses, a probability of the respective secondary diag-
nosis being contained 1 a medical chart;

selecting one of the candidate secondary diagnoses as
being contained in the medical chart based upon the
probability that 1s predicted and remove the candi-
date secondary diagnosis that has been selected from
the set of candidate secondary diagnoses; and

following removal of the candidate secondary diagno-
s1s that has been selected from the set of secondary
diagnoses, repeatedly predicting the probability of a
respective secondary diagnosis being contained 1n
the medical chart, select one of the candidate sec-
ondary diagnoses as being contained in the medical
chart based upon the probability that 1s predicted and
remove the candidate secondary diagnosis that has
been selected from the set of candidate secondary
diagnoses; and
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determiming a categorical crossentropy loss based upon
the probabilities that are predicted for the candidate
secondary diagnoses that are selected;

adjusting one or more parameters of the artificial neural
network, which implements the automated coding
model, based upon the categorical crossentropy loss,

wherein the set of candidate secondary diagnoses includes
a null element, and wherein repeatedly predicting,
selecting and removing 1s concluded upon selecting the
null element based upon the probability of the null
clement that 1s predicted.

8. An apparatus according to claim 7 wherein selecting,
one of the candidate secondary diagnoses comprises select-
ing the candidate secondary diagnosis having the greatest
probability of being contained in the medical chart.

9. An apparatus according to claim 7 wherein predicting,
the probability of a respective secondary diagnosis being
contained 1n a medical chart comprises predicting the prob-
ability such that a cumulative probability of the plurality of
candidate secondary diagnoses from the set of candidate
secondary diagnoses equals 1.

10. An apparatus according to claim 7 wherein determin-
ing the categorical crossentropy loss comprises:

for each of the candidate secondary diagnoses that are
selected, determiming a product of a label representa-
tive of a respective candidate secondary diagnosis that
1s selected and the probability of the respective candi-
date secondary diagnosis; and

summing the products for each of the candidate secondary
diagnoses that are selected to determine the categorical
crossentropy loss.

11. An apparatus according to claim 7 wherein the opera-

tions further comprise:

adjusting the one or more parameters of the automated
coding model based upon the categorical crossentropy
loss to reduce the categorical crossentropy loss.

12. An apparatus according to claim 7 wherein removing
the candidate secondary diagnosis that has been selected
from the set of candidate secondary diagnoses comprises
removing the candidate secondary diagnosis that has been
selected and one or more additional candidate secondary
diagnoses that have a defined relationship to the candidate
secondary diagnosis that has been selected from the set of
candidate secondary diagnoses.

13. A computer program product, comprising:

a non-transitory computer readable storage medium com-
prising computer readable program code embodied in
the medium that 1s executable by a processor to per-
form operations comprising:

operating a deep learning model including an artificial
neural network to perform operations as follows:

for each respective candidate secondary diagnosis from a
set of candidate secondary diagnoses, predicting a
probability of the respective secondary diagnosis being
contained in a medical chart;

selecting one of the candidate secondary diagnoses as
being contained in the medical chart based upon the
probability that 1s predicted and removing the candidate
secondary diagnosis that has been selected from the set
of candidate secondary diagnoses;

following removal of the candidate secondary diagnosis
that has been selected from the set of secondary diag-
noses, repeatedly predicting the probability of a respec-
tive secondary diagnosis being contained in the medical
chart, selecting one of the candidate secondary diag-
noses as being contained 1n the medical chart based
upon the probability that 1s predicted and removing the
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candidate secondary diagnosis that has been selected
from the set of candidate secondary diagnoses; and

determining a categorical crossentropy loss based upon
the probabilities that are predicted for the candidate
secondary diagnoses that are selected;

adjusting one or more parameters of the artificial neural
network, which implements the automated coding
model, based upon the categorical crossentropy loss,

wherein the set of candidate secondary diagnoses also
includes a null element, and wherein repeatedly pre-
dicting, selecting and removing i1s concluded upon

selecting the null element based upon the probability of

the null element that 1s predicted.

14. A computer program product according to claim 13
wherein selecting one of the candidate secondary diagnoses
comprises selecting the candidate secondary diagnosis hav-
ing the greatest probability of being contained 1n the medical
chart.

15. A computer program product according to claim 13
wherein predicting the probability of a respective code being
contained 1n the medical chart comprises predicting the
probability such that a cumulative probability of the plural-

ity of candidate secondary diagnoses from the set of candi-
date secondary diagnoses equals 1.
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16. A computer program product according to claim 13

wherein determining the categorical crossentropy loss com-
Prises:

for each of the candidate secondary diagnoses that are
selected, determiming a product of a label representa-
tive of a respective candidate secondary diagnosis that
1s selected and the probability of the respective candi-
date secondary diagnosis; and

summing the products for each of the candidate secondary
diagnoses that are selected to determine the categorical
crossentropy loss.

17. A computer program product according to claim 13

wherein the operations further comprise adjusting the one or
more parameters of the automated coding model based upon
the categorical crossentropy loss to reduce the categorical
crossentropy loss.

18. A computer program product according to claim 13

wherein removing the candidate secondary diagnosis that
has been selected from the set of candidate secondary
diagnoses comprises removing the candidate secondary
diagnosis that has been selected and one or more additional
candidate secondary diagnoses that have a defined relation-
ship to the candidate secondary diagnosis that has been
selected from the set of candidate secondary diagnoses.
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