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900

Receive (502) historical data for a user of a media providing service, the historical
data indicates past interactions of the user with media items provided by the media

providing service.

| The historical data comprises {504) historical data for a plurality of listening ’
| Sessions. !

| The past interactions of the user comprise (506) one or more interactions from |
| the group consisting of: listening to a respective media item, skipping a |
| respective media item, and ending a listening session. |

Generate (508) a model of the user, the model comprising a first set of parameters,
each of the first set of parameters quantifying a predicted latent preference of the
user for a respective media item provided by the media providing service, the
generating including evaluating the predicted latent preferences of the user for the
respective media items against the historical data indicating the past interactions of

the user with the media items provided by the media providing service.

Evaluating the predicted latent preferences of the user against the historical
data indicating the past interactions of the user comprises retrospectively
predicting {510) the past interactions of the user using the predicted latent

preferences and comparing the retrospectively predicted past interactions of

l
|
I
|
the user to the historical data indicating the past interactions of the user. |
|
i
|
|
|

Retrospectively predicting the past interactions of the user comprises

|
retrospectively predicting (512) the past interactions of the user at |
- . |

providing service. |

|
|
| mulitiple time points within the media items provided by the media
|
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508 Continued

Adjust (516) the first set of parameters based on the evaluation of the
predicted latent preferences of the user against the historical data indicating
the past interactions of the user.

| The adjusting (518) accounts for a likelihood that a respective past |
| interaction of the user is a user mistake. |

|
| The adjusting (520) accounts for the user’s presumption as to the user’s |
| preferences for respective media items to which the user has not | |
| previously been exposed. | |

[
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

| The adjusting the first set of parameters includes comparing (522)a |
| predicted interest of listening to a respective media item to an |
| opportunity cost of listening to the respective media item, wherein the |
| predicted interest is based on the predicted latent preference of the user |
o for the respective mediaitem. |

| The adjusting the first set of parameters comprises performing (524) a |
| Monte Carlo Expectation Maximization procedure. |

Select {(526) a recommender system from a plurality of recommender systems using

the model of the user, including the first set of parameters.

| Selecting the recommender system comprises evaluating (528) performance of
| the plurality of recommender systems using the model for the user. |

Provide (530) a media item to a second user using the selected recommender
system.
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SYSTEM AND METHOD FOR GENERATING
MODELS REPRESENTING USERS OF A
MEDIA PROVIDING SERVICE

TECHNICAL FIELD

The disclosed embodiments relate generally to media
recommender systems, and, in particular, to providing a
media 1item to a user based on an evaluation of predicted
latent preferences of the user against historical data.

BACKGROUND

Recent years have shown a remarkable growth 1n con-
sumption of digital goods such as digital music, movies and
books among many others. The overwhelmingly large num-
ber of these goods often makes the choice of consumers an
extremely diflicult task. To cope with the constantly growing
complexity of making such a choice the users typically rely
on recommender systems (RS). These systems are based on
advanced statistical techniques that for each user allow to
identify a small subset of relevant 1tems based on consump-
tion choices of similar users. Not surprisingly, a number of
platforms that distribute digital goods are bult around such
recommender systems.

SUMMARY

While many recommendation techniques ultimately pro-
duce rankings of the goods in a way that correlate with the
users’ preferences, they are not immediately helpiul to
quantily how much interest a particular user has for certain
individual good such as a particular movie or a certain
musical track. Quantifying these interests can allow to better
understand the trade-ofls faced by the users and, therefore,
to simulate the users. Such simulations make it possible to
test a number of recommendation policies oflline using
simulated users, e.g., before running costly AB tests. In
addition to that, they can allow for enhanced experimenta-
tion with novel reinforcement learning based recommenda-
tion strategies.

In the disclosed embodiments, systems and methods are
provided for evaluating (e.g., quantifying) the interests of
users for different goods available on a platform (e.g., a
streaming media service) by ispecting the choices the users
make when consuming those goods. In some embodiments,
the approach 1s applied to sequential music recommender,
however, the approach can be applied more broadly to other
similar domains (such as videos or news recommendations).

Some embodiments of the present disclosure model the
interests of users ivolved 1n sequential decision making.
One way to do this 1s by examining the choices the users
make when interacting with the platform. It 1s reasonable to
assume that these choices are not completely random;
indeed users likely behave 1n a way that allows them to get
the most valuable experience from their listening sessions.
Consequently, they decide whether they would like to listen
to one or another track 1n a way that optimizes the total
interest they can get from their listening experience. These
decisions are based on the trade-oils between the interest the
users get from listening to the music and the opportunity cost
of doing something else with their leisure time. The RS
typically does not know the interests and the opportunity
costs of the users. Instead, it can only observe the actual
actions taken by the users. Thus, the RS can try to infer the
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original interests and preferences for alternative options
(e.g., opportunity costs) that most likely explain the actions
taken by the users.

In some embodiments, the user 1s modelled as a Partially
Observable Markov Decision Process with interests and
opportunity costs being parameters of the model. We dem-
onstrate how we can infer the parameters of the user model
in an iterative Monte-Carlo Expectation Maximization pro-
cedure.

In accordance with some embodiments, a method is
provided. The method includes recerving historical data for
a user of a media providing service, the historical data
indicating past interactions of the user with media items
provided by the media providing service. In some embodi-
ments, the method includes generating a model of the user.
The model includes a first set of parameters, each of the first
set of parameters quantifying a predicted latent preference of
the user for a respective media item provided by the media
providing service. Generating a model of the user includes
evaluating the predicted latent preferences of the user for the
respective media items against the historical data indicating,
the past interactions ol the user with the media items
provided by the media providing service. In some embodi-
ments, the method includes selecting a recommender system
from a plurality of recommender systems using the model of
the user, including the first set of parameters. In some
embodiments, the method includes providing a media item
to a second user using the selected recommender system.

In accordance with some embodiments, a computer sys-
tem 1s provided. The computer system includes one or more
processors and memory storing one or more programs. The
one or more programs include instructions for receiving
historical data for a user of a media providing service. The
historical data indicates past interactions of the user with
media items provided by the media providing service. The
one or more programs include instructions generating a
model of the user. The model comprises a first set of
parameters. Each of the first set of parameters quantifies a
predicted latent preference of the user for a respective media
item provided by the media providing service. The gener-
ating includes evaluating the predicted latent preferences of
the user for the respective media 1tems against the historical
data indicating the past interactions of the user with the
media items provided by the media providing service. The
one or more programs further include nstructions for select-
ing a recommender system from a plurality of recommender
systems using the model of the user, including the first set of
parameters. The one or more programs Ifurther include
instructions for providing a media item to a second user
using the selected recommender system.

In accordance with some embodiments, a non-transitory
computer-readable storage medium 1s provided. The non-
transitory computer-readable storage medium stores one or
more programs for execution by a computer system with one
or more processors. The one or more programs comprising
instructions for recerving historical data for a user of a media
providing service. The historical data indicates past interac-
tions of the user with media items provided by the media
providing service. The one or more programs comprising
instructions for generating a model of the user. The model
comprises a first set of parameters. Fach of the first set of
parameters quantifies a predicted latent preference of the
user for a respective media item provided by the media
providing service. The generating includes evaluating the
predicted latent preferences of the user for the respective
media 1tems against the historical data indicating the past
interactions of the user with the media items provided by the
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media providing service. The one or more programs com-
prising 1instructions for selecting a recommender system
from a plurality of recommender systems using the model of
the user, including the first set of parameters. The one or

more programs comprising instructions for providing a
media item to a second user using the selected recommender
system.

Thus, systems are provided with improved methods for
generating models representing users of a media providing
service.

BRIEF DESCRIPTION OF TH.

(L]

DRAWINGS

The embodiments disclosed herein are illustrated by way
of example, and not by way of limitation, in the figures of
the accompanying drawings. Like reference numerals refer
to corresponding parts throughout the drawings and speci-
fication.

FIG. 1 1s a block diagram illustrating a media content
delivery system, in accordance with some embodiments.

FI1G. 2 1s a block diagram illustrating an electronic device,
in accordance with some embodiments.

FIG. 3 1s a block diagram illustrating a media content
server, 1n accordance with some embodiments.

FIG. 4A-4B are plate diagrams illustrating various aspects
of the disclosed embodiments.

FIGS. 5A-5B are flow diagrams illustrating a method
generating models representing users ol a media providing
service, 1n accordance with some embodiments.

DETAILED DESCRIPTION

Reference will now be made to embodiments, examples
of which are 1illustrated 1n the accompanying drawings. In
the following description, numerous specific details are set
forth 1n order to provide an understanding of the various
described embodiments. However, 1t will be apparent to one
of ordinary skill 1n the art that the various described embodi-
ments may be practiced without these specific details. In
other instances, well-known methods, procedures, compo-
nents, circuits, and networks have not been described 1n
detail so as not to unnecessarily obscure aspects of the
embodiments.

It will also be understood that, although the terms first,
second, etc. are, 1n some 1nstances, used herein to describe
various elements, these elements should not be limited by
these terms. These terms are used only to distinguish one
clement from another. For example, a first electronic device
could be termed a second electronic device, and, similarly,
a second electronic device could be termed a first electronic
device, without departing from the scope of the various
described embodiments. The first electronic device and the
second electronic device are both electronic devices, but
they are not the same electronic device.

The terminology used in the description of the various
embodiments described herein 1s for the purpose of describ-
ing particular embodiments only and 1s not intended to be
limiting. As used 1n the description of the various described
embodiments and the appended claims, the singular forms
“a,” “an,” and “the” are intended to include the plural forms
as well, unless the context clearly indicates otherwise. It will
also be understood that the term “and/or” as used herein
refers to and encompasses any and all possible combinations
of one or more of the associated listed items. It will be
turther understood that the terms “includes,” “including,”
“comprises,” and/or “comprising,” when used 1n this speci-
fication, specily the presence of stated features, integers,
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4

steps, operations, elements, and/or components, but do not
preclude the presence or addition of one or more other
features, 1ntegers, steps, operations, elements, components,
and/or groups thereof.

As used herein, the term “11” 1s, optionally, construed to
mean “when” or “upon” or “in response to determining’” or
“in response to detecting” or “in accordance with a deter-
mination that,” depending on the context. Similarly, the
phrase “if 1t 1s determined” or *“if [a stated condition or
event] 1s detected” 1s, optionally, construed to mean “upon
determining” or “in response to determining” or “upon
detecting [the stated condition or event]” or “in response to
detecting [the stated condition or event]” or “in accordance
with a determination that [a stated condition or event] 1s
detected,” depending on the context.

FIG. 1 1s a block diagram illustrating a media content
delivery system 100, 1n accordance with some embodiments.
The media content delivery system 100 includes one or more
clectronic devices 102 (e.g., electronic device 102-1 to
clectronic device 102-m, where m 1s an integer greater than
one), one or more media content servers 104, and/or one or
more content distribution networks (CDNs) 106. The one or
more media content servers 104 are associated with (e.g., at
least partially compose) a media-providing service. The one
or more CDNs 106 store and/or provide one or more content

items (e.g., to electronic devices 102). In some embodi-
ments, the CDNs 106 are included in the media content
servers 104. One or more networks 112 communicably
couple the components of the media content delivery system
100. In some embodiments, the one or more networks 112
include public communication networks, private communi-
cation networks, or a combination of both public and private
communication networks. For example, the one or more
networks 112 can be any network (or combination of net-
works) such as the Internet, other wide area networks
(WAN), local area networks (LAN), virtual private networks
(VPN), metropolitan area networks (MAN), peer-to-peer
networks, and/or ad-hoc connections.

In some embodiments, an electronic device 102 is asso-
ciated with one or more users. In some embodiments, an
clectronic device 102 1s a personal computer, mobile elec-
tronic device, wearable computing device, laptop computer,
tablet computer, mobile phone, feature phone, smart phone,
digital media player, a speaker, television (TV), digital
versatile disk (DVD) player, and/or any other electronic
device capable of presenting media content (e.g., controlling
playback of media items, such as music tracks, videos, etc.).
Electronic devices 102 may connect to each other wirelessly
and/or through a wired connection (e.g., directly through an
interface, such as an HDMI interface). In some embodi-
ments, an electronic device 102 1s a headless client. In some
embodiments, electronic devices 102-1 and 102-# are the
same type of device (e.g., electronic device 102-1 and
clectronic device 102-m are both speakers). Alternatively,
clectronic device 102-1 and electronic device 102-m 1include
two or more different types of devices.

In some embodiments, electronic devices 102-1 and
102-m send and receive media-control information through
network(s) 112. For example, electronic devices 102-1 and
102-m send media control requests (e.g., requests to play
music, movies, videos, or other media items, or playlists
thereol) to media content server 104 through network(s)
112. Additionally, electronic devices 102-1 and 102-m, 1n
some embodiments, also send indications of media content
items to media content server 104 through network(s) 112.
In some embodiments, the media content items are uploaded
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to electronic devices 102-1 and 102-m before the electronic
devices forward the media content items to media content
server 104.

In some embodiments, electronic device 102-1 commu-
nicates directly with electronic device 102-m (e.g., as 1llus-

trated by the dotted-line arrow), or any other electronic
device 102. As 1llustrated 1n FIG. 1, electronic device 102-1
1s able to communicate directly (e.g., through a wired

connection and/or through a short-range wireless signal,

such as those associated with personal-area-network (e.g.,
BLUETOOTH/BLE) communication technologies, radio-

frequency-based near-field communication technologies,
infrared communication technologies, etc.) with electronic
device 102-m. In some embodiments, electronic device

102-1 communicates with electronic device 102-m through

network(s) 112. In some embodiments, electronic device
102-1 uses the direct connection with electronic device
102-m to stream content (e.g., data for media 1tems) for
playback on the electronic device 102-m.

In some embodiments, electronic device 102-1 and/or
clectronic device 102-m include a media application 222
(FIG. 2) that allows a respective user of the respective
clectronic device to upload (e.g., to media content server
104), browse, request (e.g., for playback at the electronic
device 102), and/or present media content (e.g., control
playback of music tracks, videos, etc.). In some embodi-
ments, one or more media content 1tems are stored locally by
an electronic device 102 (e.g., in memory 212 of the
clectronic device 102, FIG. 2). In some embodiments, one or
more media content items are received by an electronic
device 102 1n a data stream (e.g., from the CDN 106 and/or
from the media content server 104). The electronic device(s)
102 are capable of receiving media content (e.g., from the
CDN 106) and presenting the received media content. For
example, electronic device 102-1 may be a component of a
network-connected audio/video system (e.g., a home enter-
tainment system, a radio/alarm clock with a digital display,
or an infotainment system of a vehicle). In some embodi-
ments, the CDN 106 sends media content to the electronic
device(s) 102.

In some embodiments, the CDN 106 stores and provides
media content (e.g., media content requested by the media
application 222 of electronic device 102) to electronic
device 102 via the network(s) 112. Content (also referred to
herein as “media items,” “media content items,” and “con-
tent 1tems”) 1s received, stored, and/or served by the CDN
106. In some embodiments, content includes audio (e.g.,
music, spoken word, podcasts, etc.), video (e.g., short-form
videos, music videos, television shows, movies, clips, pre-
views, etc.), text (e.g., articles, blog posts, emails, etc.),
image data (e.g., image {files, photographs, drawings, ren-
derings, etc.), games (e.g., 2- or 3-dimensional graphics-
based computer games, etc.), or any combination of content
types (e.g., web pages that include any combination of the
foregoing types ol content or other content not explicitly
listed). In some embodiments, content includes one or more
audio media 1tems (also referred to herein as “audio 1tems,”
“tracks,” and/or “audio tracks”).

In some embodiments, media content server 104 receives
media requests (e.g., commands) from electromic devices
102. In some embodiments, media content server 104
includes a voice API, a connect API, and/or key service. In
some embodiments, media content server 104 validates
(e.g., using key service) electronic devices 102 by exchang-
ing one or more keys (e.g., tokens) with electronic device(s)

102.
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In some embodiments, media content server 104 and/or
CDN 106 stores one or more playlists (e.g., information
indicating a set of media content 1tems). For example, a
playlist 1s a set of media content 1tems defined by a user
and/or defined by an editor associated with a media-provid-
ing service. The description of the media content server 104
as a “server” 1s intended as a functional description of the
devices, systems, processor cores, and/or other components
that provide the functionality attributed to the media content
server 104. It will be understood that the media content
server 104 may be a single server computer, or may be
multiple server computers. Moreover, the media content
server 104 may be coupled to CDN 106 and/or other servers
and/or server systems, or other devices, such as other client
devices, databases, content delivery networks (e.g., peer-to-
peer networks), network caches, and the like. In some
embodiments, the media content server 104 1s implemented
by multiple computing devices working together to perform
the actions of a server system (e.g., cloud computing).

FIG. 2 1s a block diagram 1illustrating an electronic device
102 (e.g., electronic device 102-1 and/or electronic device
102-m, FI1G. 1), 1n accordance with some embodiments. The
clectronic device 102 includes one or more central process-
ing units (CPU(s), 1.e., processors or cores) 202, one or more
network (or other communications) iterfaces 210, memory
212, and one or more communication buses 214 for inter-
connecting these components. The communication buses
214 optionally include circuitry (sometimes called a chipset)
that interconnects and controls communications between
system components.

In some embodiments, the electronic device 102 includes
a user interface 204, including output device(s) 206 and/or
iput device(s) 208. In some embodiments, the input devices
208 include a keyboard, mouse, or track pad. Alternatively,
or 1n addition, 1n some embodiments, the user interface 204
includes a display device that includes a touch-sensitive
surface, 1n which case the display device 1s a touch-sensitive
display. In electronic devices that have a touch-sensitive
display, a physical keyboard 1s optional (e.g., a soft keyboard
may be displayed when keyboard entry i1s needed). In some
embodiments, the output devices (e.g., output device(s) 206)
include a speaker 252 (e.g., speakerphone device) and/or an
audio jack 250 (or other physical output connection port) for
connecting to speakers, earphones, headphones, or other
external listening devices. Furthermore, some electronic
devices 102 use a microphone and voice recognition device
to supplement or replace the keyboard. Optionally, the
clectronic device 102 includes an audio mput device (e.g., a
microphone) to capture audio (e.g., speech from a user).

Optionally, the electronic device 102 1ncludes a location-
detection device 240, such as a global navigation satellite
system (GNSS) (e.g., GPS (global positioning system),
GLONASS, Galileo, BeiDou) or other geo-location
receiver, and/or location-detection software for determining,
the location of the electronic device 102 (e.g., module for
finding a position of the electronic device 102 using trilat-
eration ol measured signal strengths for nearby devices).

In some embodiments, the one or more network interfaces
210 include wireless and/or wired interfaces for receiving
data from and/or transmitting data to other electronic
devices 102, a media content server 104, a CDN 106, and/or
other devices or systems. In some embodiments, data com-
munications are carried out using any of a variety of custom
or standard wireless protocols (e.g., NFC, RFID, IEEE
802.15.4, Wi-Fi, ZigBee, 6LoWPAN, Thread, Z-Wave, Blu-
ctooth, ISA100.11a, WirelessHART, MiWi, etc.). Further-

more, 1n some embodiments, data communications are car-
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ried out using any of a variety of custom or standard wired
protocols (e.g., USB, Firewire, Ethernet, etc.). For example,
the one or more network interfaces 210 include a wireless
interface 260 for enabling wireless data communications
with other electronic devices 102, media presentations sys-
tems 108, and/or or other wireless (e.g., Bluetooth-compat-
ible) devices (e.g., for streaming audio data to the media
presentations system 108 of an automobile). Furthermore, in
some embodiments, the wireless interface 260 (or a different
communications interface of the one or more network inter-
faces 210) enables data communications with other WL AN-
compatible devices (e.g., a media presentations system 108)
and/or the media content server 104 (via the one or more
network(s) 112, FIG. 1).

In some embodiments, electronic device 102 includes one
or more sensors including, but not limited to, accelerom-
eters, gyroscopes, compasses, magnetometer, light sensors,
near field communication transceivers, barometers, humid-
ity sensors, temperature sensors, proximity sensors, range
finders, and/or other sensors/devices for sensing and mea-
suring various environmental conditions.

Memory 212 includes high-speed random-access
memory, such as DRAM, SRAM, DDR RAM, or other
random-access solid-state memory devices; and may include
non-volatile memory, such as one or more magnetic disk
storage devices, optical disk storage devices, tlash memory
devices, or other non-volatile solid-state storage devices.
Memory 212 may optionally include one or more storage
devices remotely located from the CPU(s) 202. Memory
212, or alternately, the non-volatile memory solid-state
storage devices within memory 212, includes a non-transi-
tory computer-readable storage medium. In some embodi-
ments, memory 212 or the non-transitory computer-readable
storage medium of memory 212 stores the following pro-
grams, modules, and data structures, or a subset or superset
thereoi:

an operating system 216 that includes procedures for
handling various basic system services and for per-
forming hardware-dependent tasks;

network communication module(s) 218 for connecting
the client device 102 to other computing devices (e.g.,
media presentation system(s) 108, media content server
104, and/or other client devices) via the one or more
network interface(s) 210 (wired or wireless) connected
to one or more network(s) 112;

a user interface module 220 that receives commands
and/or mputs from a user via the user interface 204
(e.g., Irom the mput devices 208) and provides outputs
for playback and/or display on the user interface 204
(e.g., the output devices 206);

a media application 222 (e.g., an application for accessing,
a media-providing service of a media content provider
associated with media content server 104) for upload-
ing, browsing, receiving, processing, presenting, and/or
requesting playback of media (e.g., media items). In
some embodiments, media application 222 includes a
media player, a streaming media application, and/or
any other appropriate application or component of an
application. In some embodiments, media application
222 i1s used to monitor, store, and/or transmit (e.g., to

media content server 104) data associated with user
behavior. In some embodiments, media application 222
also 1ncludes the following modules (or sets of mstruc-
tions), or a subset or superset thereof:
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a media content selection module 224 for selecting one
or more media content 1tems and/or sending, to the
media content server, an indication of the selected
media content 1tem(s);

a media content browsing module 226 for providing
controls and/or user interfaces enabling a user to

navigate, select for playback, and otherwise control
or interact with media content, whether the media
content 1s stored or played locally or remotely;

a content 1tems module 228 for storing media 1tems for
playback and/or for forwarding requests for media
content 1items to the media content server;

a web browser application 234 for accessing, viewing,
and interacting with web sites; and

other applications 236, such as applications for word
processing, calendaring, mapping, weather, stocks,
time keeping, virtual digital assistant, presenting, num-
ber crunching (spreadsheets), drawing, instant messag-
ing, e-mail, telephony, video conferencing, photo man-
agement, video management, a digital music player, a
digital video player, 2D gaming, 3D (e.g., virtual
reality) gaming, electronic book reader, and/or workout
support.

FIG. 3 1s a block diagram illustrating a media content
server 104, 1n accordance with some embodiments. The
media content server 104 typically includes one or more
central processing units/cores (CPUs) 302, one or more
network interfaces 304, memory 306, and one or more
communication buses 308 for interconnecting these compo-
nents.

Memory 306 includes high-speed random access memory,
such as DRAM, SRAM, DDR RAM, or other random access
solid-state memory devices; and may include non-volatile
memory, such as one or more magnetic disk storage devices,
optical disk storage devices, tlash memory devices, or other
non-volatile solid-state storage devices. Memory 306
optionally includes one or more storage devices remotely
located from one or more CPUs 302. Memory 306, or,
alternatively, the non-volatile solid-state memory device(s)
within memory 306, includes a non-transitory computer-
readable storage medium. In some embodiments, memory
306, or the non-transitory computer-readable storage
medium of memory 306, stores the following programs,
modules and data structures, or a subset or superset thereof:

an operating system 310 that includes procedures for
handling various basic system services and for per-
forming hardware-dependent tasks;

a network commumnication module 312 that 1s used for
connecting the media content server 104 to other com-
puting devices via one or more network interfaces 304
(wired or wireless) connected to one or more networks
112;

one or more server application modules 314 for perform-
ing various functions with respect to providing and
managing a content service, the server application
modules 314 including, but not limited to, one or more
of:

a media content module 316 for storing one or more
media content 1tems and/or sending (e.g., streaming),
to the electronic device, one or more requested
media content item(s), including but not limited to,
one or more of:

a media request processing module 322 for processing
requests for media content and facilitating access to
requested media items by client devices (e.g., the
client device 102) including, optionally, streaming
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media content to such devices and/or to one or more
media presentation system(s) 108;

a multi-arm bandit model 324 for calculating and/or
updating a probability function based on objectives
and context, and mnstructing media content selection
module 224 to select a particular arm for each round;

one or more server data module(s) 330 for handling the

storage of and/or access to media items and/or metadata
relating to the media 1tems; 1n some embodiments, the
one or more server data module(s) 330 include:

a media content database 332 for storing media items;

a metadata database 334 for storing metadata relating to
the media items; and

historical information 336 for logging all sessions
compiled for each of a plurality of users and the
actions taken by the users listening to those sessions.

User models 338 storing, for each of a plurality of
users, predicted preferences of the users for various
media 1tems offered by the streaming media service.

In some embodiments, the media content server 104
includes web or Hypertext Transier Protocol (HTTP) serv-
ers, File Transfer Protocol (FTP) servers, as well as web
pages and applications implemented using Common Gate-
way Interface (CGI) script, PHP Hyper-text Preprocessor
(PHP), Active Server Pages (ASP), Hyper Text Markup
Language (HIML), Extensible Markup Language (XML),
Java, JavaScript, Asynchronous JavaScript and XML
(AJAX), XHP, Javelin, Wireless Universal Resource File
(WURFL), and the like.

Each of the above identified modules stored in memory
212 and 306 corresponds to a set of instructions for per-
forming a function described herein. The above identified
modules or programs (1.e., sets ol mstructions) need not be
implemented as separate seftware programs, procedures, or
modules, and thus various subsets of these modules may be
combined or otherwise re-arranged in various embodiments.
In some embodiments, memory 212 and 306 optionally store
a subset or superset of the respective modules and data
structures 1dentified above. Furthermore, memory 212 and
306 optionally store additional modules and data structures
not described above.

Although FIG. 3 illustrates the media content server 104
in accordance with some embodiments, FIG. 3 1s intended
more as a functional description of the various features that
may be present in one or more media content servers than as
a structural schematic of the embodiments described herein.
In practice, and as recognized by those of ordinary skill 1n
the art, 1items shown separately could be combined and some
items could be separated. For example, some 1tems shown
separately 1n FIG. 3 could be implemented on single servers
and single i1tems could be implemented by one or more
servers. In some embodiments, media content database 332
and/or metadata database 334 are stored on devices (e.g.,
CDN 106) that are accessed by media content server 104.
The actual number of servers used to implement the media
content server 104, and how features are allocated among
them, will vary from one implementation to another and,
optionally, depends 1n part on the amount of data traflic that
the server system handles during peak usage periods as well
as during average usage periods.

Formal Model

In this section, we provide a model of the user who
sequentially listens to a particular playlist. We model the
user as a Partially Observable Markov Decision Process
(POMDP). We start with defining the user’s preferences and
describe the sequential structure of the problem. We then
specily the action and the state spaces, the transitions
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between the states and the rewards. Although the formal
model 1s described below with reference to music tracks, one
of skill 1n the art having the benefit of this disclosure will
recognize that the embodiments described herein are appli-
cable to many types ol media content items, including
videos, podcasts, and the like.

Preference Scores. Let us consider a single user who
regularly interacts with the given playlist of a fixed length
TEN.. Here, we define the playlist to be a sequence of
distinct music tracks. In this disclosure, we focus on per-
sonalized playlists, e.g., playlists that the RS compiles for
the user on a regular (e.g., weekly) basis. The length of the
playlist 1s equal to the number of tracks in the playlist.

We assume that 1f we asked the user to sort all available
music tracks into K E N different bins (labeled from 1 to K)
according to the user’s preferences, the user would be
capable of doing so. Here, the bin with the larger label
corresponds to the more preferred content for the user. For
example, if K=2, the first bin corresponds to the tracks that
the user does not like, the second bin to the tracks that the
user likes. This means that such a user would be indiflerent
between any two tracks associated with the same bin and
would strictly prefer any track chosen from the bin with a
larger label to any track chosen from the bin with a smaller
label. We let t&€N denote a music track and let k &{1, . . .,
K} be a discrete random variable indicating the label of the
bin that the user associates with the track t. We refer to K, as
the true preference score of the user for the track t. For any
tracks t and t' if the user weakly prefers t to t', then K =K,..

We assume that the RS tries to predict the preferences of
the user and to rank tracks for the user according to their
predicted preferences. Thus, we let k,&{1, , K} be a
discrete random variable indicating the predicted preference
score of the user for the track t. Observe, that while K, and
K, can be correlated, they typically do not coincide. Further-
more, K, 13 known to the user but not to the recommender
system while K, 1s known only to the RS but not to the user.

Listening Session. We consider a discrete time finite
horizon model where the user can sequentially listen to T
tracks of the given playlist starting with the track t=1 and
fimshing with the track t=T. Let N&EN be the total number of
times the user has interacted with the playlist in the past. We
assume that each time the user decides to interact with the
plavylist, the RS compiles a new sequence of tracks for the
user and replaces the old tracks in the playlist with the new
ones. Furthermore, we let k=0, ”, . . ., k") be the vector
of realizations of the true preference scores ol all tracks
during the interaction iE{1, . . . , N} of the user with the
playlist. Similarly, let k®=(x 1(1 , ..., K%) be the vector of
realized predicted preference scores of the respeetive tracks.
Now, we can formally define the listening session 1 of the
user as a sample (k®, kP from the Hidden Markov Model
(HMM) with k, and x,, t=1, , T corresponding to the
hidden and the ebservable-by-the-user variables respec-
tively.

FIG. 4A 1llustrates this idea. HMM defines the generative
distribution for the listening sessions of the user. The shaded
circles correspond to the unobservable-by-the-user predicted
preference scores of each track in the playlist. The unshaded
circles are the observable true preference scores of these
tracks.

Assumption 1. For any listening session 1=1, , N we
have K (I)_I{HI(” for all t=1, , T-1 (Jquatlen 1). This
assumption 1mposes eenstramts enly on the predicted prei-
erence scores but not on the true ones. As the user’s true
preferences do not generally coincide with the predicted
ones 1t 1s possible, for example, that the user prefers the later




US 11,540,017 B1

11

track to the earlier one. In other words, there may exist
tracks t and t', t<t' such that >k .

Finally, we let { (K, k) be the joint distribution of the true
and the predicted preference scores at the position te
11, ..., T} of the playlist. We now assume that the user tries
to “control” their listening sessions by taking different
actions 1n a way that gives them the best listening experi-
ence.

Actions. We assume that when interacting with the play-
list the user can decide whether they would like to listen (L)
to the track t, to skip (S) 1t or to quit (Q) the listening session.
Thus, we let at ae{L, S, Q} denote the action taken by the
user for the track t. We let a,'” be the action taken by the user
with respect to the track t in the listening session 1. Further-
more, let a%’=(a,"”, .. ., a,"’) be the action profile of the user
1in the listening session 1=1, ..., N.

States. As mentioned, the user tries to ‘“control” their
session by choosing an appropriate action a, for each track
t. First, observe that the user typically does not know their
true preference score K, for the track t before listening to the
track. This follows from the fact that the track t can be
unfamiliar to the user. However, the user still needs to take
an action at regarding this track before they move to the next
track t+1. Therefore, we assume that the user takes this
action based on their presumptions regarding the track.

In particular, we assume that based on the previous N
interactions with the playlist the user can form a presump-
tion about how good the tracks are at different positions of
the playlist. This can be achieved by estimating probabilities
Pr(x), t=1, ..., T, as relative frequencies of having a track
with the true preference score K =] on position t of the
playlist:

| N | Equation (2)
Pri = j) = = ) M = j
i=1

forallt=1,...,T,j=1, ..., K. (Here, 1 {Xx=a} 1s an indicator
function that 1s equal to 1 if the condition x=a 1s satisfied and
equal to 0 otherwise). Similarly, the user can learn condi-
tional probabilities Pr(k . ,IK,) as relative frequencies of
having tracks with the true preference score K, ,=] on
position t+1 of the playlist given the preceding track with the
true preference score K=l

N Equation (3)

S = =

. | Qe

N

ZL{K? =] }

i=1

forallt=1,...,T-1andj, 1=1, ..., K. We let B be the set
of presumption states where each presumption state
s, B corresponds to the probability distribution Pr(x,) or
Pr(x |x,_,) that defines the presumptions of the user regard-
ing track t. Importantly, the user reaches the presumption
state s € B before choosing an action at for the track ft.
Second, while the user may decide to listen to the next
track before the track begins, skips most often occur when
the track 1s already playing. Our empirical findings of the
skipping behavior of users demonstrate that, when this
happens, 1t 1s within 20-30 seconds after they start playing.
Thus, we hypothesize that there 1s a short interval of time
used by users to “sense’” each track t. During this interval the
user learns how much they like the track. In other words, the
user learns their true preference score K, for this track. Based
on this information, the user can now decide whether they
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want to continue to listen to the track or not. We let o< (0,1)
be the fraction of the track duration used by the user to learn
K, for this track. If, for example, a typical music track lasts
for 5 minutes (1.e., 5x60 seconds), and the user needs 20
seconds to learn K, then

20

1
-~ 5x%x60

S |
f 15

This discussion implies that in addition to the presump-
tion states, the user also transitions through certainty states
for which the uncertainty regarding K, of the current track t
1s resolved. We let C be the set of certainty states, where
seC lies 1n the range {1, . . . , K} depending on the
realization of the respective .. Finally, the overall set of
states S 1s the umon of the presumption and the certainty
states, 1.e., S=BuUC.

Transitions. FIG. 4B 1illustrates the overall decision pro-
cess of the user when deciding on the action a, for the track
t. Here, the nodes correspond to the states, and the edges
correspond to the transitions between the states. We let Pr
(s,.,!s,, a) be the probability of transition from the state s, to
the state s, , if the user takes an action a, (here, s, s ,€S).
The labels above the edges correspond to the actions feasible
in the respective states. The unshaded nodes in FIG. 4B
correspond to the presumption states B and the shaded nodes
correspond to the certainty states C. When the user 1s 1n the
presumption states =Pr(x )e B, they can decide to listen to
the track t or to quit the session. This decision depends on
the expected future reward they can gain given their actions
and presumptions.

If the user decides to quit while being 1n the state s € B,
then they arrive to the terminal state with probability 1, 1.e.,
Pr(Quut session Is,, Q)=1. If instead the user decides to listen,
then after a small time interval ox(track duration) the user
learns their K, for this track. This brings the user to one of K
certainty states s,'e C depending on the realization of k.. In
particular, if the certainty state s,/'eC corresponds to the
realized true preference score K,=j, then the transition prob-
ability Pr(s,'Is, L) 1s equal to Pr(x =j) according to the user’s
presumptions 1n the state s, B. Now, the user can decide
whether they would like to continue listeming or whether
they would prefer to skip the track or to quit. At this point,
the user updates their presumption regarding the next track
t+1 to Pr(x, ,IK=)). This new presumption corresponds to
the new presumption state s, ;€ B. If the user does not quit
the session while being 1n the certainty state s, C, then they
arrive to this new presumption state with probability 1, 1.e.,
Pr(s,,,Is,, a) for ae{l.S}, s, ,€B, s'eC. Otherwise,
Pr(Quut session Is,, Q)=1. Finally, the user arrives to the next
presumption state and the process repeats.

Rewards. We let v(k,)e [0, 1] be the interest that the user
associates with any track t with the true preference score
Keql,...,K}. Wealso let ce [0, 1] be the opportunity cost
the user incurs when listening to any track. We assume that
the user discounts the future with a constant discount rate
ve (0, 1). We can now define the user’s reward 1n a state s, € S
given an action at as follows:

Eqn. (4)

F(8y, ) =

{ (vik;) — c)o if s;eC, a €S, ),

(vik,) —c)o +y(1l —d)(vik,) —c) 1f s,eC, a =L

0 otherwise

Observe, 1f the user 1s 1n the certainty state (1.e., s, C), then
they have already partially completed the track. In particular,
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they have already listened oX(track duration) seconds of the
track. This gives the user a partial reward of (v(K,)—c)o.
Now, 1f the user 1n this state decides to skip the track or to
quit, they cannot consume the rest of it. Consequently, their
reward is (v(k,)—c)o. If, however, the user decides to keep
listening to the track, then they can additionally consume
(1—0)x(track duration) seconds until the track completion.
This increases their reward by Y(1-0)(v(x,)—c). The reward
of the user 1n any presumption state 1s zero as 1n these states
the user does not consume tracks.

Now, let U: S—>R be the utility function of the user. We
assume that the user maximizes their expected total dis-
counted future reward. Consequently, the Bellman equation
for such a user can be stated as follows:

Us,) = max{r(sr, a,) +y Z Pr(s'| s, a)U(s")

=0

} Equation (5)

Finally, we assume that while each user maximizes their
expected future rewards, they can still make mistakes and
deviate from the optimal policy by randomly choosing a
suboptimal action for each track. We let P_e[0, 1] be the
probability that the user makes such a mistake.

Summary. The set of states S, transitions Pr(s,,,ls, a,),
actions a,, rewards and the discount factory y define the
decision process of the user listening to a specific playlist. If
the RS knew the parameters of the user model, then it could
easily simulate the user and predict their actions. However,
the RS directly observes neither the presumptions nor the
rewards of the user. Instead, 1t can only observe the playlists
it has generated for the user and the actions taken by the user
when listening to those playlists. Thus, 1t can try to infer the
presumptions and the rewards that most likely explain these
actions. In the following section, we demonstrate how this
can be done.

Inference

Inference of the parameters of the user model introduced
in the previous section can be performed 1n two steps. First,
we show how the RS can learn the presumptions of the user.
Equations (2) and (3) only suggest how the user can learn
their own presumptions based on the observed true prefer-
ence scores. However, the RS does not observe these scores
as they are private knowledge of the user. This makes it
infeasible for the RS to solely rely on Equations (2) and (3)
to learn the user’s presumptions. By imposing a mild
assumption on the joint distribution f (K, K) we demonstrate
how these presumptions can still be learned by the RS by
performing an inference in the HMM (see FIG. 4A). We then
provide a model that allows the RS to jointly learn the
presumptions, the interests and the opportunity costs of the
user 1n a Monte Carlo Expectation Maximization (MCEM)
procedure.

Learning Presumptions of the User. To learn the presump-
tions of the user the RS would need to estimate Pr(x, Ix,)
and Pr(x,), see Equation (2) and (3). While the RS cannot
observe K, it can still observe the predicted scores X,.
Consequently, it can estimate Pr(k,) and Pr(x,,,IK,) as rela-
tive frequencies of observing the predicted score K:

1 N Equation (6)
M ,.,(f} .
Prik, = j) = N;ﬂ{fcr = j}
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-continued

N
Zﬂ{_ﬁr = J, K1 = Z}
|

N
D Mkoy =1
i=1

Equation (7)

Pr(f?;:jlf?r_IZZ): ~

Assume for now that the RS has access to the joint
probability distribution f, (k, k,) for all t=1, . . ., T (we
discuss shortly how the RS can obtain this distribution). In
this case, the RS can infer the presumptions of the user by

performing an inference 1n the HMM (see FIG. 4A). Indeed,
for all 1e {1, . .., K} we have:

Prke |k =1) = Equation (&)

K

5 fri1 (Kps1s 8) i £G, D)
Prg, = 1)

n P.’"’(EIZS E’I:Z)
Prky =) & 1=

s=1

Learning Interests and Opportunity Cost. In our setting,
the training data corresponds to the predicted preference
scores kK and the actions a'” taken by the user in each of
their past listening sessions, 1=1, . . ., N. Formally, we let
D={(x"’, a")}._," be the training data. Importantly, the
training data 1s fully observable by the RS. In some embodi-
ments, the RS logs all sessions compiled for each user and
the actions taken by the users listening to those sessions.

By shghtly overloading the notation, we let the interests
v(1l), ..., v(K) and the opportunity cost ¢ be unobservable
by the RS independent random variables drawn from beta
distributions:

v(i)~Beta(a,.p), i=1, ..., K Equation (9)

c~Beta(U ., ,Px, () Equation (10)

where o.€ R,y and P.e R,o are the parameters of the
respective distributions, 1=1, . . ., K+1.

Notice, that 1f the predicted preference scores were per-
fectly correlated with the true preference scores of the user,
then the joint distribution f(X,, K,) could have been specified
by a diagonal matrix with the marginal probabilities Pr K, on
its main diagonal, 1.e.,

Ak, x)~diag [Prik)],Vi=1, . . ., T Equation (11)

However, 1n practice the RS does not have perfect knowl-
edge of the true preferences of the user. This results 1n some
noise 1n (K, k). We model this noise with a random
variable € drawn from a beta distribution with parameters
3K+ZE RED i.e.,

U“K+25

e~Beta(Ol ., 5,Prrs) Equation (12)

Importantly, we assume that € 1s independent of ¢ and of all
v(1),1=1, ..., K. Thus, the joint distribution f (K, K,) can be
modeled as follows:

£,k )~diag [Prk)]+e V=1, . . ., T

E-Step. To perform the first step of MCEM we need to
estimate the posterior distribution Pr(ZID, 67) of the latent
factors Z given data D and the current model parameters
0°“. Applying Bayes rule to the posterior and assuming a
uniform prior over 8°° we obtain:

Equation (13)

Pr(Z1D, 0%~ Pr(D| Z)Pr(Z19°)

Since v(1), . . ., v(K), ¢ and E are assumed to
independent, the second term 1n Equation (14) can
expressed as follows:

Equation (14)

be
be
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K+2

FEquation (15)
) = HBeta(zf; @;, fi)
i=1

Pr(z| 67"

where z. corresponds to v(1) for1=1, ..., Kand toc and €
if 1=K+1; K+2 respectively.

Now, to fully specify the posterior in Equation (14) we
only need to estimate the likelihood Pr(DI|Z). One can show

that this likelihood can be expressed as follows:

Equation (16)

Pr(D|Z)_HZPr (”‘Kﬂ Zl_[ﬁ (r)? (r}

i=1 «

Intmatively, for each session1€{1, . .., N} the likelihood
of this session 1s equal to the probability to observe the
actions profile a"’ given the true preference scores k¥’ and
given the model of the user Z (1.e., the interests, the
opportunity cost and the noise parameter for the user). To
estimate the probability Pr(a’’Ix'’, Z) we simulate the user
with the nterests and opportunity cost defined by Z. We let
the user interact with the listening session with the true
preference scores k% by solving Equation (5). Practically,
this can be done by (approximate) interest iteration. This
produces an optimal policy a*. We then estimate the prob-
ability to have the action profile a* given the optimal policy
a* and given the probability P, that the user deviates from
the optimal policy:

«P=yr  Equation (17)

P?‘(:‘:I(ﬂ ‘K(ﬂ, Z) HP iﬂf 1 —

Finally, this probability 1s weighted by the probability to
observe the true preference scores given the predicted ones
for the given session (the last term 1n Equation (16)).

M-Step. At this step, we estimate the new parameter 9"
that maximizes the expected log likelihood of observed and
unobserved variables given the posterior Pr(ZID, 6°°%):

max .
0*v=arg 6 L(0,0°9), Equation (18)
where
L(9,0°)=[ Pr(ZID,0°)n Pr(D,Z10)dZ Equation (19)
Here,
Pr(D,Z10)=Pr(D,Z)Pr(Z19) Equation (20)

The integration 1s performed over the continuous (K+2)-
dimensional space 7. We estimate this integral by perform-
ing Monte Carlo sampling Z from the posterior Pr(ZID
er:ufd).

TABLE 1
Overall Learning Procedure
Require: D, P_, v, €. ,, M, L
1: grew (1 ]) = R(K+E}
. em’a’ enew
3: N « DI
4: repeat
5 Sample Z~ Pr(ZI D, 699, j=1,..., M
6 forallj=1,...,Mdo

10

15

20

25

30

35

40

45

50

s 35

60

65

16
TABLE 1-continued

Overall Learning Procedure

7: Instantiate user model using Z;, v, P,

X: foralli=1,..., N do

0: foralll1=1,...,Ldo
10: Sample ¥“~U{1, ..., K}*
11: a* < {Solve Problem 5 given k‘“}
12: Estimate Pr(a®1k‘” , Z) using Equation (17)
13: end for
14: Refine Pr(DIZ;) using Equation (16)
15: end for
16: end for
17: Solve 07" « arg .«

4
108, 8°%) where L(9, 8°¢) is defined by Eqns. (19) and (20)

18:  until || — 0°“|| > ¢, ,

19: v(i) « E [Beta(8,, ", 0,*")] foralli=1,...,K
200 ¢ B[Beta(8,,"", 855,5™")]

21: e « E [Beta(0,,,5™", 055.4"™)]

22:  retum v(i),1i=1,...,K,c, €

Summary Algorithm 1 summarizes our approach. The
algorithm takes the training data D, the probability to deviate
from the optimal policy P, ., the discount factor v, the
tolerance parameter €, , and the numbers of samples M, Le
N N as mputs. Lines 1-2 mitialize the parameters of the
model. Lines 4-18 describe the iterative MCEM procedure.
Each iteration begins with sampling M observations from
the posterior Pr(ZID, 8°*%) (see line 5). We rely on Metrip-
olic-Hastings algorithm to perform such sampling. In lines
8-15, we estimate the likelihood Pr(DIZ;) using Equation
(16). To achieve this we iterate in the outer loop (lines 8-15)
over all N training samples D where each sample corre-
sponds to the listening session (k(i), a?). The inner loop in
lines 9-13 estimates X, Pr(a”lk, Z) by simulating the
sampled user. In Equation (16) the summation happens over
all possible permutations of K. We rely on sampling to
estimate this likelithood (here, L 1s the number of samples
used to estimate this term). The estimated likelithood 1s
further used 1n line 17 to perform the maximization step of
MCEM (see Equations (19) and (20)). Finally, lines 19-21
compute pointwise estimates of the interests, opportunity
cost and the noise factors.

FIGS. 5A-5B are flow diagrams 1illustrating a method 500
of generating models representing users of a media provid-
Ing service, in accordance with some embodiments. Method
500 may be performed at a server system (e.g., media
content server 104) having one or more processors and
memory storing instructions for execution by the one or
more processors. In some embodiments, the method 500 1s
performed by executing mstructions stored in the memory
(e.g., memory 306, FIG. 3) of the server system. In some
embodiments, the method 500 1s performed by a combina-
tion of the server system (e.g., mcluding media content
server 104 and CDN 106) and an electronic device (e.g., a
client device). In some embodiments, the server system
provides tracks (e.g., media items) for playback to the
electronic device(s) 102 of the media content delivery
system 100.

Referring now to FIG. 5A, in performing the method 500,
the method 500 includes receiving (502) historical data for
a user of a media providing service. The historical data
indicates past interactions of the user with media items
provided by the media providing service (e.g., training data
D={(x®, a?)} _," described above). In some embodiments,
the historical data includes (504) historical data for a plu-
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rality of listening sessions (e.g., listening sessions
1=1, . .., N). In some embodiments, the past interactions of
the user include (506) one or more interactions from the
group consisting of: listening to a respective media item (L),
skipping a respective media item (S), and ending a listening
session (QQ). In some embodiments, the server logs all
sessions compiled for each user and the actions taken by the
users listening to those sessions.

In some embodiments, after recerving (3502) historical
data, the method 500 includes generating (508) a model of
the user (e.g., model 7, generated using the inference
process described above). In some embodiments, the model
includes a first set of parameters (e.g., predicted preterence
scores K, &{1, . .., K}), each of the first set of parameters
quantifying a predicted latent preference of the user for a
respective media item provided by the media providing
service. In some embodiments, the generating includes
evaluating the predicted latent preferences of the user for the
respective media 1tems against the historical data indicating,
the past interactions of the user with the media items
provided by the media providing service (e.g., using the
inference process described above).

In some embodiments, evaluating the predicted latent
preferences of the user against the historical data indicating,
past interactions of the user includes retrospectively predict-
ing (510) the past interactions of the user using the predicted
latent preferences and comparing the retrospectively pre-
dicted past interactions of the user to the historical data
indicating the past interactions of the user (e.g., the inner
loop in lines 9-13 of Table 1 estimates X _ Pr(a”’lk, Z) by
simulating the sampled user). In some embodiments, retro-
spectively predicting the past interactions of the user
includes retrospectively predicting (512) the past interac-
tions of the user at multiple time points within the media
items provided by the media providing service (e.g., at the
start of a track and at a time o aiter the start of the track). In
some embodiments, the model 1s (514) a partially observ-
able decision processes model.

In some embodiments, and turning to FIG. 3B, operation
508 includes adjusting (516) the first set of parameters based
on the evaluation of the predicted latent preferences of the
user against the historical data indicating the past interac-
tions of the user (e.g., lines 4-18 of Table 1 describe an
iterative MCEM procedure in which the user preferences K,
are updated).

In some embodiments, the adjusting (518) accounts for a
likelihood that a respective past interaction of the user 1s a
user mistake (e.g., the process outlined 1n Table 1 provides
for a probability P_&[0, 1] that the user devices from the
optimal policy by randomly choosing a suboptimal action
for each track). In some embodiments, the adjusting (520)
accounts for the user’s presumption as to the user’s prefer-
ences for preferences for respective media items to which
the user has not previously been exposed (e.g., the user
transitions through uncertainty states s &C 1 which the user
1s learning their preference for a track).

In some embodiments, adjusting (516) the first set of
parameters includes comparing (522) a predicted interest of
listening to a respective media item to an opportunity cost of
listening to the respective media item (e.g., the model
establishes a reward for the user 1 a particular state that
includes the interest of listening to a track and the oppor-
tunity cost for listening to the track, as shown in Equation 4).
In some embodiments, the predicted interest 1s based on the
predicted latent preference of the user for the respective
media item (e.g., as shown 1n Equation 4). In some embodi-
ments, the adjusting (516) the first set of parameters further
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includes performing (524) a Monte Carlo Expectation Maxi-
mization procedure. In some embodiments, the predicted
interest 1s a quantified value for the predicted interest. In
some embodiments, the opportunity cost 1s a quantified
value for the opportunity cost.

In some embodiments, operation 508 also includes gen-
erating a respective model for each respective user of a
plurality of users (e.g., the process shown in Table 1 1s
performed for a plurality of users). In some embodiments,
the model for each respective user quantifies predicted latent
preferences of the respective user for the media items
provided by the media providing service.

After performing operation 508, the method 500 includes
selecting (526) a recommender system from a plurality of
recommender systems using the model of the user, including
the first set of parameters. In some embodiments, selecting
the recommender system 1ncludes evaluating (528) perfor-
mance of the plurality of recommender systems using the
model for the user. In some embodiments, the evaluation of
the performance of the plurality of recommender systems 1s
performed using the models for the plurality of users. In
some embodiments, the evaluation of the performance of the
recommender system 1ncludes simulating listening sessions
using the models of the plurality of users and comparing
outcomes, such as durations of the listening sessions (e.g.,
how many tracks a simulated user listened to before reach-
ing the quit session state (QQ)). Such simulations make 1t
possible to test a number of recommendation policies (e.g.,
recommender systems) offline using simulated users, e.g.,
before running costly AB tests.

In some embodiments, method 500 includes providing
(530) a media item to a second user using the selected
recommender system. For example, the recommender sys-
tem (e.g., recommender policy) selected using the plurality
of simulated users may be used to provide recommendations
to other users that were not simulated.

Although FIGS. SA-5B illustrate a number of logical
stages 1 a particular order, stages which are not order
dependent may be reordered and other stages may be
combined or broken out. Some reordering or other group-
ings not specifically mentioned will be apparent to those of
ordinary skill in the art, so the ordering and groupings
presented herein are not exhaustive. Moreover, 1t should be
recognized that the stages could be implemented 1n hard-
ware, firmware, software, or any combination thereof.

The foregoing description, for purpose of explanation, has
been described with reference to specific embodiments.
However, the 1llustrative discussions above are not intended
to be exhaustive or to limit the embodiments to the precise
forms disclosed. Many modifications and variations are
possible 1n view of the above teachings. The embodiments
were chosen and described 1n order to best explain the
principles and their practical applications, to thereby enable
others skilled 1n the art to best utilize the embodiments and
vartous embodiments with various modifications as are
suited to the particular use contemplated.

What 1s claimed 1s:

1. A method, comprising:

recerving historical data for a user of a media providing

service, the historical data indicating past interactions
of the user with media 1tems provided by the media
providing service;

generating a model of the user, the model comprising a

first set of parameters, each of the first set of parameters
quantifying a predicted latent preference of the user for
a respective media 1tem provided by the media provid-
ing service, the generating including evaluating the
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predicted latent preferences of the user for the respec-
tive media 1tems against the historical data indicating
the past interactions of the user with the media 1tems
provided by the media providing service;

selecting a recommender system from a plurality of

recommender systems using the model of the user by
simulating user interactions with a sequence of media
items provided by the recommender system, including
the first set of parameters; and

providing a media item to a second user using the selected

recommender system.

2. The method of claim 1, wherein evaluating the pre-
dicted latent preferences of the user against the historical
data indicating the past interactions of the user comprises
retrospectively predicting the past interactions of the user
using the predicted latent preferences and comparing the
retrospectively predicted past interactions of the user to the
historical data indicating the past interactions of the user.

3. The method of claim 2, wherein retrospectively pre-
dicting the past interactions of the user comprises retrospec-
tively predicting the past interactions of the user at multiple
time points within the media items provided by the media
providing service.

4. The method of claim 1, further comprising adjusting the
first set of parameters based on the evaluation of the pre-
dicted latent preferences of the user against the historical
data indicating the past interactions of the user.

5. The method of claim 4, wherein the adjusting accounts
for a likelihood that a respective past interaction of the user
1s a user mistake.

6. The method of claim 4, wherein the adjusting accounts
for a presumption as to a preferences of the user for
respective media 1tems to which the user has not previously
been exposed.

7. The method of claim 4, wherein adjusting the first set
of parameters includes comparing a predicted interest of
listening to a respective media item to an opportunity cost of
listening to the respective media 1tem, wherein the predicted
interest 1s based on the predicted latent preference of the user
for the respective media item.

8. The method of claim 4, wherein adjusting the first set
ol parameters comprises performing a Monte Carlo Expec-
tation Maximization procedure.

9. The method of claim 1, wherein the past interactions of
the user comprise one or more 1nteractions from the group
consisting of: listening to a respective media 1tem, skipping
a respective media 1tem, and ending a listening session.

10. The method of claim 1, wherein the historical data
comprises historical data for a plurality of listening sessions.

11. The method of claim 1, further comprising generating
a respective model for each respective user of a plurality of
users, the model for each respective user quantilying pre-
dicted latent preferences of the respective user for the media
items provided by the media providing service.

12. The method of claim 1, wherein the model 1s a
partially observable Markov decision processes model.
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13. The method of claim 1, wherein selecting the recom-
mender system comprises evaluating performance of the
plurality of recommender systems using the model for the
user.

14. The method of claim 1, wherein the simulated user
interactions with the sequence of media items comprise one
or more interactions from the group consisting of: listening
to a respective media 1tem, skipping a respective media item,
and quitting a listening session.

15. A computer system, comprising:

one or more processors; and

memory storing one or more programs, the one or more

programs including instructions for:

recerving historical data for a user of a media providing

service, the historical data indicating past interactions
of the user with media 1tems provided by the media
providing service;

generating a model of the user, the model comprising a

first set of parameters, each of the first set of parameters
quantifying a predicted latent preference of the user for
a respective media 1tem provided by the media provid-
ing service, the generating including evaluating the
predicted latent preferences of the user for the respec-
tive media 1tems against the historical data indicating
the past interactions of the user with the media items
provided by the media providing service;

selecting a recommender system from a plurality of

recommender systems using the model of the user by
simulating user interactions with a sequence of media
items provided by the recommender system, including
the first set of parameters; and

providing a media item to a second user using the selected

recommender system.

16. A non-transitory computer-readable storage medium
storing one or more programs for execution by a computer
system with one or more processors, the one or more
programs comprising instructions for:

receiving historical data for a user of a media providing

service, the historical data indicating past interactions
of the user with media 1tems provided by the media
providing service;

generating a model of the user, the model comprising a

first set of parameters, each of the first set of parameters
quantifying a predicted latent preference of the user for
a respective media 1tem provided by the media provid-
ing service, the generating including evaluating the
predicted latent preferences of the user for the respec-
tive media 1tems against the historical data indicating
the past interactions of the user with the media items
provided by the media providing service;

selecting a recommender system from a plurality of

recommender systems using the model of the user by
simulating user interactions with a sequence of media
items provided by the recommender system, including
the first set of parameters; and

providing a media item to a second user using the selected

recommender system.
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