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METHODS FOR PROTECTING CPU
DURING DDOS ATTACK AND DEVICES
THEREOF

This application claims the benefit of U.S. Provisional >
Patent Application Ser. No. 62/625,778, filed Feb. 2, 2018,
which 1s hereby incorporated by reference in 1ts entirety.

FIELD

10

This technology generally relates to methods and devices
for network traflic management and, more particularly, to
methods for protecting CPU during DDOS attack and

devices thereof.

15
BACKGROUND

Malicious network devices frequently attempt to disrupt
the operations of service providers by using network-based
attacks such as a “demial of service” (DoS) attack. A DOS 20
attack generally attempts to make a target computing device
or network resource, such as a server, unavailable to legiti-
mate clients.

One common 1nstance of a DoS attack involves saturating,
the target device with external communications requests, 25
such that 1t cannot respond to legitimate traflic, or 1t responds
so slowly as to be rendered effectively unavailable. Due to
the number of requests required to mount such an attack,
responsibility for implementing the attack 1s often distrib-
uted across many computing devices. These distributed 30
attacks are therefore known as “distributed demial of ser-
vice” (DDoS) attacks. Because attacked targets, such as
specific web sites or domain names, are often hosted by a
server, that server itself may also be targeted by the attack.
Further, the server often hosts content on behalf of non- 35
targeted systems or networks, which also may be aflected by
the attack due to their use of the server.

SUMMARY
40

A method for protecting CPU during DDOS attack
includes monitoring network traflic data from plurality of
client devices. Each of the plurality of client devices are
classified as a valid device or a potential attacker device
based on the monitoring. Next, a determination of when 45
CPU utilization of a network traflic manager apparatus 1s
greater than a stored threshold value 1s made. The CPU
utilization of the network trathic manager increases as a
number of the plurality of client devices classified as the
potential attacker device increases. One or more network 50
actions are performed on the plurality of client devices
classified as the potential attacker device to protect the CPU
when the determination indicates the CPU utilization 1s
greater than the stored threshold value.

A non-transitory computer readable medium having 55
stored thereon structions for protecting CPU during DDOS
comprising machine executable code which when executed
by at least one processor, causes the processor to perform
steps 1ncluding, monitoring network traflic data from plu-
rality of client devices. Each of the plurality of client devices 60
are classified as a valid device or a potential attacker device
based on the monitoring. Next a determination of when CPU
utilization of a network traflic manager apparatus 1s greater
than a stored threshold value 1s made. The CPU utilization
of the network traflic manager increases as a number of the 65
plurality of client devices classified as the potential attacker
device increases. One or more network actions are per-

2

formed on the plurality of client devices classified as the
potential attacker device to protect the CPU when the
determination 1ndicates the CPU utilization 1s greater than
the stored threshold value.

A network traflic management apparatus including at least
one of configurable hardware logic configured to be capable
of implementing or a processor coupled to a memory and
configured to execute programmed instructions stored in the
memory to monitoring network traflic data from plurality of
client devices. Each of the plurality of client devices are
classified as a valid device or a potential attacker device
based on the monitoring. Next a determination of when CPU
utilization of a network trailic manager apparatus 1s greater
than a stored threshold value 1s made. The CPU utilization
of the network traflic manager increases as a number of the
plurality of client devices classified as the potential attacker
device increases. One or more network actions are per-
formed on the plurality of client devices classified as the
potential attacker device to protect the CPU when the
determination indicates the CPU utilization 1s greater than
the stored threshold value.

A network traflic management system, comprising one or
more trafic management apparatuses, client devices, or
server devices, the network tratlic management system com-
prising memory comprising programmed instructions stored
thereon and one or more processors configured to be capable
of executing the stored programmed instructions to monitor
network trafhic data from plurality of client devices. Each of
the plurality of client devices are classified as a valid device
or a potential attacker device based on the monitoring. Next
a determination of when CPU utilization of a network traflic
manager apparatus 1s greater than a stored threshold value 1s
made. The CPU utilization of the network traflic manager
increases as a number of the plurality of client devices
classified as the potential attacker device increases. One or
more network actions are performed on the plurality of
client devices classified as the potential attacker device to
protect the CPU when the determination indicates the CPU
utilization 1s greater than the stored threshold value.

This technology provides a number of advantages includ-
ing providing a method, non-transitory computer readable
medium, apparatus, and system that assist with protecting a
CPU during a DDOS attack. With this technology, malicious
devices can be separated into a different group for remedia-
tion while other unaffected devices may continue operations
to maximize the CPU utilization.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s an example of a block diagram of a network
traflic management system including a network trailic man-
agement apparatus for protecting a CPU during a DDOS
attack;

FIG. 2 1s an example of a block diagram of a network
traflic management apparatus;

FIG. 3 1s an exemplary flowchart of a method for pro-
tecting a CPU during a DDOS attack; and

FIG. 4 1s an exemplary sequence diagram for protecting
a CPU durning a DDOS attack.

DETAILED DESCRIPTION

An example of a network environment 10 which 1ncor-
porates a network traflic management system for protecting,

a central processing unit (CPU) during a distributed denial
of service (DDOS) attack with the network traflic manager
apparatus 14 1s illustrated 1n FIGS. 1 and 2. The exemplary
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environment 10 includes a plurality of client computing
devices 12(1)-12(»), a network traflic manager apparatus 14,
and a plurality of servers 16(1)-16(») which are coupled
together by communication networks 30, although the envi-
ronment can include other types and numbers of systems,
devices, components, and/or elements and 1n other topolo-
gies and deployments. While not shown, the exemplary
environment 10 may include additional network compo-
nents, such as routers, switches and other devices, which are
well known to those of ordinary skill 1n the art and thus wall
not be described here. This technology provides a number of
advantages including protecting a CPU during a DDOS
attack.

Referrmg more specifically to FIGS. 1 and 2, the network
trafhic manager apparatus 14 of the network traflic manage-
ment system 1s coupled to the plurality of client computing
devices 12(1)-12(») through the commumication network 30,
although the plurality of client computing devices 12(1)-
12(2) and network traflic manager apparatus 14 may be
coupled together via other topologies. Additionally, the
network traflic manager apparatus 14 i1s coupled to the
plurality of servers 16(1)-16(») through the communication
network 30, although the plurality of servers 16(1)-16()
and the network ftraflic manager apparatus 14 may be
coupled together via other topologies.

The network traflic manager apparatus 14 assists with
protecting CPU during a DDOS attack as illustrated and
described by way of the examples herein, although the
network traflic manager apparatus 14 may perform other
types and/or numbers of functions. As 1illustrated in FIG. 2,
the network tratlic manager apparatus 14 includes processor
or central processing unit (CPU) 18, memory 20, optional
configurable hardware logic 21, and a communication sys-
tem 24 which are coupled together by a bus device 26
although the network traflic manager apparatus 14 may
comprise other types and numbers of elements 1 other
configurations. In this example, the bus 26 1s a PCI Express
bus 1n this example, although other bus types and links may
be used.

The processors 18 within the network traflic manager
apparatus 14 may execute one or more computer-executable
instructions stored in memory 20 for the methods illustrated
and described with reference to the examples herein,
although the processor can execute other types and numbers
of instructions and perform other types and numbers of
operations. The processor 18 may comprise one or more
central processing units (“CPUs™) or general purpose pro-
cessors with one or more processing cores, such as AMD®
processor(s), although other types of processor(s) could be
used (e.g., Intel®).

The memory 20 within the network tratlic manager appa-
ratus 14 may comprise one or more tangible storage media,
such as RAM, ROM, flash memory, CD-ROM, floppy disk,
hard disk drnive(s), solid state memory, DVD, or any other
memory storage types or devices, including combinations
thereot, which are known to those of ordinary skill 1n the art.
The memory 20 may store one or more non-transitory
computer-readable instructions of this technology as 1llus-
trated and described with reference to the examples herein
that may be executed by the processor 18. The exemplary
flowchart shown 1n FIG. 3 1s representative of example steps
or actions of this technology that may be embodied or
expressed as one or more non-transitory computer or
machine readable instructions stored 1n the memory 20 that
may be executed by the processor 18 and/or may be 1mple-
mented by configured logic in the optional configurable
logic 21.
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Accordingly, the memory 20 of the network traflic man-
ager apparatus 14 can store one or more applications that can
include computer executable instructions that, when
executed by the network traflic manager apparatus 14,
causes the network traflic manager apparatus 14 to perform
actions, such as to transmit, receive, or otherwise process
messages, for example, and to perform other actions
described and illustrated below with reference to FIG. 3. The
application(s) can be implemented as module or components
of another application. Further, the application(s) can be
implemented as operating system extensions, module,
plugins, or the like. The application(s) can be implemented
as module or components of another application. Further, the
application(s) can be implemented as operating system
extensions, module, plugins, or the like. Even further, the
application(s) may be operative in a cloud-based computing
environment. The application(s) can be executed within
virtual machine(s) or virtual server(s) that may be managed
in a cloud-based computing environment. Also, the appli-
cation(s), mcluding the network tratlic manager apparatus
14 itself, may be located in virtual server(s) running in a
cloud-based computing environment rather than being tied
to one or more specific physical network computing devices.
Also, the application(s) may be running in one or more
virtual machines (VMs) executing on the network trafhic
manager apparatus 14. Additionally, 1n at least one of the
various embodiments, virtual machine(s) running on the
network trathic manager apparatus 14 may be managed or
supervised by a hypervisor.

The optlonal configurable hardware logic device 21 1n the
network tratlic manager apparatus 14 may comprise special-
1zed hardware configured to implement one or more steps of
this technology as illustrated and described with reference to
the examples herein. By way of example only, the optional
configurable logic hardware device 21 may comprise one or
more of field programmable gate arrays (“FPGAs”), field
programmable logic devices (“FPLDs”), application specific
integrated circuits (“ASICs”) and/or programmable logic
units (“PLUSs”).

The communication system 24 in the network traflic
manager apparatus 14 1s used to operatlvely couple and
communicate between the network trathc manager appara-
tus 14, the plurality of client computing devices 12(1)-12(z)
and the plurality of servers 16(1)-16(») which are all
coupled together by communication network 30 such as one
or more local area networks (LAN) and/or the wide area
network (WAN), although other types and numbers of
communication networks or systems with other types and
numbers of connections and configurations to other devices
and elements may be used. By way of example only, the
communication network such as local area networks (LAN)
and the wide area network (WAN) can use TCP/IP over
Ethernet and industry-standard protocols, including NFS,
CIFS, SOAP, XML, LDAP, and SNMP, although other types
and numbers of communication networks, can be used. In
this example, the bus 26 1s a PCI Express bus in this
example, although other bus types and links may be used.

Each of the plurality of client computing devices 12(1)-
12(72) of the network traflic management system 10, include
a central processing unit (CPU) or processor, a memory,
iput/display device interface, configurable logic device and
an 1nput/output system or I/O system, which are coupled
together by a bus or other link. The plurality of client
computing devices 12(1)-12(»), 1n this example, may run
interface applications, such as Web browsers, that may
provide an interface to make requests for and send and/or
receive data to and/or from the plurality of servers 16(1)-
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16(72) via the network trailic manager apparatus 14. Addi-
tionally, the plurality of client computing devices 12(1)-
12(7) can include any type of computing device that can
recerve, render, and facilitate user interaction, such as client
computers, network computer, mobile computers, mobile
phones, virtual machines (including cloud-based computer),
or the like. Each of the plurality of client computing devices
12(1)-12(») utilizes the network traflic manager apparatus
14 to conduct one or more operations with the web appli-
cation servers 16(1)-16(»), such as to obtain data and/or
access the applications from one of the web application
servers 16(1)-16(»), by way of example only, although other
numbers and/or types of systems could be utilizing these
resources and other types and numbers of functions utilizing,
other types of protocols could be performed.

Each of the plurality of servers 16(1)-16(7) of the network
traflic management system include a central processing unit
(CPU) or processor, a memory, and a communication sys-
tem, which are coupled together by a bus or other link,
although other numbers and/or types of network devices
could be used. Generally, the plurality of servers 16(1)-16(#)
process requests for providing access to one or more enter-
prise web applications received from the plurality of client
computing devices 12(1)-12(n), network trathic manager
apparatus 14, via the communication network 30 according
to the HT'TP-based application RFC protocol or the CIFS or
NFES protocol 1n this example, but the principles discussed
herein are not limited to this example and can include other
application protocols. A series of applications may run on
the plurality web application servers 16(1)-16(z) that allows
the transmission of data requested by the plurality of client
computing devices 12(1)-12(»), or the network traflic man-
ager apparatus 14. The plurality of servers 16(1)-16(») may
provide data or receive data 1n response to requests directed
toward the respective applications on the plurality web
application servers 16(1)-16(») from the plurality of client
computing devices 12(1)-12(») or the network trathic man-
ager apparatus 14. It 1s to be understood that the plurality of
servers 16(1)-16(») may be hardware or software or may
represent a system with multiple external resource servers,
which may include internal or external networks. In this
example the plurality of servers 16(1)-16(») may be any
version ol Microsoft®IIS servers or Apache® servers,
although other types of servers may be used.

Although the plurality of servers 16(1)-16(») are 1llus-
trated as single servers, one or more actions of the plurality
of servers 16(1)-16(») may be distributed across one or more
distinct network computing devices. Moreover, the plurality
of servers 16(1)-16(») are not limited to a particular con-
figuration. Thus, the plurality of plurality web application
servers 16(1)-16(») may contain a plurality of network
computing devices that operate using a master/slave
approach, whereby one of the network computing devices of
the plurality of servers 16(1)-16(») operate to manage and/or
otherwise coordinate operations of the other network com-
puting devices. The plurality of servers 16(1)-16(»z) may
operate as a plurality of network computing devices within
cluster architecture, a peer-to peer architecture, virtual
machines, or within a cloud architecture.

Thus, the technology disclosed herein 1s not to be con-
strued as being limited to a single environment and other
configurations and architectures are also envisaged. For
example, the one or more of the plurality of servers 16(1)-
16(72) depicted 1n FIG. 1 can operate within network traflic
manager apparatus 14 rather than as a stand-alone server
communicating with network tratlic manager apparatus 14

via the communication network(s) 30. In this example the
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plurality of servers 16(1)-16(») operate within the memory
20 of the network tratlic manager apparatus 14.

While the network traflic manager apparatus 14 1s 1llus-
trated 1n this example as including a single device, the
network traflic manager apparatus 14 in other examples can
include a plurality of devices or blades each with one or
more processors each processor with one or more processing
cores that implement one or more steps of this technology.
In these examples, one or more of the devices can have a
dedicated communication interface or memory. Alterna-
tively, one or more of the devices can utilize the memory,
communication interface, or other hardware or software
components of one or more other communicably coupled of
the devices. Additionally, one or more of the devices that
together comprise network tratlic manager apparatus 14 in
other examples can be standalone devices or integrated with
one or more other devices or applications, such as one of the
plurality of servers 16(1)-16(») or, the network traflic man-
ager apparatus 14, or applications coupled to the commu-
nication network(s) for example. Moreover, one or more of
the devices of the network tratic manager apparatus 14 in
these examples can be 1n a same or a diflerent communica-
tion network 30 including one or more public, private, or
cloud networks, for example.

Although an exemplary network traflic management sys-
tem 10 with the plurality of client computing devices
12(1)-12(»), the network trailic manager apparatus 14, and
the plurality of servers 16(1)-16(»z), communication net-
works 30 are described and illustrated herein, other types
and numbers of systems, devices, blades, components, and
clements 1n other topologies can be used. It 1s to be under-
stood that the systems of the examples described herein are
for exemplary purposes, as many variations of the specific
hardware and software used to implement the examples are
possible, as will be appreciated by those skilled in the
relevant art(s).

Further, each of the systems of the examples may be
conveniently implemented using one or more general pur-
pose computer systems, microprocessors, digital signal pro-
cessors, and micro-controllers, programmed according to
the teachings of the examples, as described and 1llustrated
herein, and as will be appreciated by those of ordinary skall
in the art.

One or more of the components depicted 1n the network
traflic management system, such as the network traflic
manager apparatus 14, the plurality of client computing
devices 12(1)-12(»), the plurality of servers 16(1)-16(#), for
example, may be configured to operate as virtual instances
on the same physical machine. In other words, one or more
of network traflic manager apparatus 14, the plurality of
client computing devices 12(1)-12(»), or the plurality of
servers 16(1)-16(») illustrated 1n FIG. 1 may operate on the
same physical device rather than as separate devices com-
municating through a network as depicted 1in FIG. 1. There
may be more or fewer plurality of client computing devices
12(1)-12(»), network traflic manager apparatus 14, or the
plurality of servers 16(1)-16(2) than depicted 1n FIG. 1. The
plurality of client computing devices 12(1)-12(#), the plu-
rality of servers 16(1)-16(7) could be implemented as appli-
cations on network traflic manager apparatus 14.

In addition, two or more computing systems or devices
can be substituted for any one of the systems or devices 1n
any example. Accordingly, principles and advantages of
distributed processing, such as redundancy and replication
also can be implemented, as desired, to increase the robust-
ness and performance of the devices and systems of the
examples. The examples may also be mmplemented on
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computer system(s) that extend across any suitable network
using any suitable interface mechanisms and trafhic tech-
nologies, including by way of example only teletratlic 1n any
suitable form (e.g., voice and modem), wireless traflic
media, wireless trathc networks, cellular tratlic networks,
(G3 trathic networks, Public Switched Telephone Network
(PSTNs), Packet Data Networks (PDNs), the Internet,
intranets, and combinations thereof.

The examples may also be embodied as a non-transitory
computer readable medium having instructions stored
thereon for one or more aspects ol the technology as
described and illustrated by way of the examples herein,
which when executed by a processor (or configurable hard-
ware), cause the processor to carry out the steps necessary
to implement the methods of the examples, as described and
illustrated herein.

An example of a method for protecting a CPU during a
DDOS attack will now be described with reference to FIGS.
1-4. First 1n step 305, the network traflic manager apparatus
14 receives network traflic from a plurality of client com-
puting devices 12(1)-12(»), although the network traflic
manager apparatus 14 can receive network traflic from other
types and/or numbers of devices or other systems. By way
of example, network traflic may relate to a plurality of
network packets sent and receive by the plurality of client
computing devices 12(1)-12(»n).

Next in step 310, the network tratlic manager apparatus 14
monitors the network traflic from the plurality of client
computing devices 12(1)-12(») for a period of time. By way
of example, the period of time could be a period of five to
ten seconds, although the network trathic manager apparatus
14 can monitor the network trathic for other durations of
time. Additionally 1n this example, the network trathic man-
ager apparatus 14 monitors the network traflic at a time of
peak activity, although the network tratlic manager appara-
tus 14 can monitor the network trathic during other time
periods.

In step 3135, the network traflic manager apparatus 14
classifies each of the plurality of client computing devices
12(1)-12(») either as a valid client device or a potential
attacker computing device, based on the momtonng of the
network traflic, alt mugh the network traflic manager appa-
ratus 14 can classity 1n other manners. In this example, the
network traflic manager apparatus 14 classifies the plurality
of client computing devices 12(1)-12(») as valid client
device or as a potential attacker computing device based on
parameter such as a type of each of the requests, a number
of requests, and/or an IP address of the client computing
device, although the network trailic manager apparatus 14
can classify the plurality of client computing devices 12(1)-
12(7) based on other types and/or numbers ol parameters.
Accordingly, when the network tratlic manager apparatus 14
classifies one of the plurality of client computing devices
12(1)-12(») as a valid client device, then a Yes branch 1s
taken back to step 310 where the network tratlic manager
apparatus 14 continues to monitor the network traflic. How-
ever, when the network traflic manager apparatus 14 clas-
sifies one of the plurality of client computing devices
12(1)-12(») as a potential attacker computing device, then
the No branch 1s taken to step 320.

Next 1n step 320, the network traflic manager apparatus 14
creates a group ol the one or more of the plurality of client
computing devices 12(1)-12(») classified as being a poten-
tial attacker computing device, although other types and/or
numbers of groups can be formed. Additionally in this
example, when the network tratic manager apparatus 14
determines that there are more than one plurality of client
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computing devices 12(1)-12(») classified as potential
attacker computing device, the network traflic manager
apparatus 14 can create multiple groups including a number
of plurality client computing devices 12(1)-12() classified
as a potential attacker computmg device.

In step 325, the network traflic manager apparatus 14
identifies the CPU (of the network trailic manager apparatus
14) utilization of each of the groups created in step 320. In
this example, the group of potential attacker computing
device sends numerous requests (DDOS attack) to the
network trathc manager apparatus 14 to increase the CPU
utilization of the network traflic manager apparatus 14,
although the group of potential attacker computing device
can use other techniques to increase the CPU utilization.
Accordingly, when the CPU utilization of one group of the
multiple groups of potential attacker computing device 1s
below a stored threshold limit, then No branch 1s taken back
to step 327. In step 327, the network traflic manager appa-
ratus 14 performs one or more network actions on all the
created groups of plurality of client computing devices
12(1)-12(») classified as potential attacker devices to reduce
CPU utilization and the exemplary flow proceeds to step
335.

However, when the CPU utilization of one group of the
multiple groups of potential attacker computing devices 1s
equal to or above the defined threshold, then the Yes branch
1s taken to step 330. In step 330, the network traflic manager
apparatus 14 performs one or more network actions on one
of the group of plurality of client computing devices 12(1)-
12(7) classified as potential attacker devices to reduce CPU
utilization. By way of example, one or more network actions
include: blocking potential attacker computing devices from
sending requests, requesting the potential attacker device to
send only HTTP request at TCP level and/or dropping the
HTTP request, although other types and/or numbers of
network actions could be executed to reduce CPU utiliza-
tion.

In step 335, the network traflic manager apparatus 14
deletes the state information associated with all the potential
attacker computing devices in the group and the exemplary
method ends at step 340. In this example, once the network
traflic manager apparatus 14 performs the one or more
network actions and deletes the state information, the CPU
utilization of the network traflic manager apparatus 14
decreases and the network trathic manager apparatus 14 can
perform one or more network actions on the remaining
groups ol the client computing devices 12(1)-12(7) classi-
fied as potential attacker computing devices or go back to
monitoring network tratlic data as illustrated in step 310.

Having thus described the basic concept of the technol-
ogy, 1t will be rather apparent to those skilled in the art that
the foregoing detailed disclosure 1s intended to be presented
by way of example only, and i1s not limiting. Various
alterations, improvements, and modifications will occur and
are mntended to those skilled in the art, though not expressly
stated herein. These alterations, improvements, and modifi-
cations are intended to be suggested hereby, and are within
the spirit and scope of the technology. Additionally, the
recited order of processing elements or sequences, or the use
of numbers, letters, or other designations therefore, 1s not

intended to limit the claimed processes to any order except
as may be specified 1n the claims. Accordingly, the technol-
ogy 1s limited only by the following claims and equivalents
thereto.
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What 1s claimed 1s:

1. A method for protecting CPU during a DDOS attack,
the method comprising:

monitoring network trailic data from a plurality of client

devices:

classitying each of the plurality of client devices as a valid

client device or a potential attacker device based on the
monitoring;

in response to the classification of portion of the plurality

of client devices as the potential attacker, determining
when CPU utilization associated with the monitored
network traflic from the portion of the plurality of client
devices classified as the potential attacker of a network
traflic manager apparatus 1s greater than a stored
threshold value; and

performing one or more network actions on the portion of

plurality of client devices classified as the potential
attacker to protect the CPU when the determination
indicates the CPU utilization 1s greater than the stored
threshold value.

2. The method as set forth 1n claim 1 further comprising,
adding the portion of the plurality of client devices classified
as the potential attacker to a group including other potential
attackers.

3. The method as set forth 1n claim 1 further comprising,
deleting state information associated with the portion of the
plurality of client devices classified as the potential attacker.

4. The method as set forth 1n claim 1 wherein the one or
more network actions comprises:

rejecting one or more requests sent by the portion of the

plurality of client devices classified as the potential
attacker, or

accepting only a plurality of HI'TP requests via a TCP

connection and dropping the packets via the TCP
connection.

5. A non-transitory computer readable medium having
stored thereon instructions for protecting a CPU during a
DDOS attack comprising executable code which when
executed by one or more processors, causes the processors
to:

monitor network traflic data from a plurality of client

devices:

classily each of the plurality of client devices as a valid

client device or a potential attacker device based on the
monitoring;

in response to the classification of portion of the plurality

of client devices as the potential attacker, determine
when CPU utilization associated with the monitored
network traflic from the portion of the plurality of client
devices classified as the potential attacker of a network
traflic manager apparatus 1s greater than a stored
threshold value; and

perform one or more network actions on the portion of

plurality of client devices classified as the potential
attacker to protect the CPU when the determination
indicates the CPU utilization 1s greater than the stored
threshold value.

6. The medium as set forth in claim 5 further comprises,
add the portion of the plurality of client devices classified as
the potential attacker to a group including other potential

attackers.

7. The medium as set forth 1n claim 3 further comprises,
delete state information associated with the portion of the
plurality of client devices classified as the potential attacker.
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8. The medium as set forth in claim 5 wherein the network
action comprises:
reject one or more requests sent by the portion of the
plurality of client devices classified as the potential
attacker, or
accept only a plurality of HTTP requests via a TCP

connection and dropping the packets via the TCP
connection.

9. A network traflic manager apparatus, comprising
memory comprising programmed instructions stored in the
memory and one or more processors configured to be
capable of executing the programmed instructions stored 1n
the memory to:

monitor network traflic data from a plurality of client

devices:

classity each of the plurality of client devices as a valid

client device or a potential attacker device based on the
monitoring;

in response to the classification of portion of the plurality

of client devices as the potential attacker, determine
when CPU utilization associated with the monitored
network trathic from the portion of the plurality of client
devices classified as the potential attacker of a network
traflic manager apparatus 1s greater than a stored
threshold value; and

perform one or more network actions on the portion of

plurality of client devices classified as the potential
attacker to protect the CPU when the determination
indicates the CPU utilization 1s greater than the stored
threshold value.

10. The apparatus as set forth in claim 9 wherein the one
or more processors are further configured to be capable of
executing the programmed instructions stored 1n the
memory to add the portion of the plurality of client devices
classified as the potential attacker to a group including other
potential attackers.

11. The apparatus as set forth 1n claim 9 wherein the one
or more processors are further configured to be capable of
executing the programmed instructions stored in the
memory to delete state information associated with the
portion of the plurality of client devices classified as the
potential attacker.

12. The apparatus as set forth in claim 9 wherein the
network action comprises:

reject one or more requests sent by the portion of the

plurality of client devices classified as the potential
attacker, or

accept only a plurality of HTTP requests via a TCP

connection and dropping the packets via the TCP
connection.

13. A network traflic management system, comprising
memory comprising programmed 1nstructions stored
thereon and one or more processors configured to be capable
ol executing the stored programmed instructions to:

monitor network traflic data from a plurality of client

devices:

classily each of the plurality of client devices as a valid

client device or a potential attacker device based on the
monitoring;

in response to the classification of portion of the plurality

of client devices as the potential attacker, determine
when CPU utilization associated with the monitored
network tratlic from the portion of the plurality of client
devices classified as the potential attacker of a network
traflic manager apparatus 1s greater than a stored
threshold value; and
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perform one or more network actions on the portion of
plurality of client devices classified as the potential
attacker to protect the CPU when the determination
indicates the CPU utilization 1s greater than the stored
threshold value. 5
14. The network trailic management system of claim 13
wherein the one or more processors are further configured to
be capable of executing the programmed 1nstructions stored
in the memory to add the portion of the plurality of client
devices classified as the potential attacker to a group includ- 10
ing other potential attackers.
15. The network trathic management system of claim 13
wherein the one or more processors are further configured to
be capable of executing the programmed instructions stored
in the memory to delete state information associated with the 15
portion of the plurality of client devices classified as the
potential attacker.
16. The network trailic management system of claim 13
wherein the network action comprises:
reject one or more requests sent by the portion of the 20
plurality of client devices classified as the potential
attacker, or
accept only a plurality of HI'TP requests via a TCP
connection and dropping the packets via the TCP
connection. 25
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