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AUTOMATIC FORMATION OF A VIRTUAL
CHASSIS USING ZERO TOUCH
PROVISIONING

BACKGROUND

Zero Touch Provisioning (Z1P) 1s a technique to provi-
s10n a network device when the network device 1s booting 1n
a factory-default state. Provisioning may include updating
the boot 1mage, establishing an initial configuration, and
executing arbitrary scripts to address auxiliary needs. Once
provisioned, the network device 1s able to establish connec-
tions with other network devices.

A virtual chassis 1s a group of network devices that are
connected together to form a single logical network device.
The group of network devices may be connected via respec-
tive virtual chassis interfaces that are configured to transmit
virtual chassis specific control tratic between network
devices of the group of network devices.

SUMMARY

According to some implementations, a method may
include obtaining, by a network device, information con-
cerning a virtual chassis, wherein the information concemn-
ing the virtual chassis indicates that the network device and
an additional network device are to be included 1n the virtual
chassis; determining, by the network device and based on
the i1nformation concerning the virtual chassis, that the
network device 1s connected to the additional network
device, wherein the network device 1s connected to the
additional network device via a link between a network
interface of the network device and a network interface of
the additional network device; and causing the network
interface of the network device to be converted to a virtual
chassis interface and the network interface of the additional
network device to be converted to a virtual chassis interface
to enable the network device and the additional network
device to be included 1n the virtual chassis.

According to some implementations, a network device
may include one or more memories, and one or more
processors configured to receive, via a network interface of
the network device, a neighbor discovery request from a
different network device associated with a virtual chassis;
send, via the network interface of the network device and
alter receiving the neighbor discovery request, a neighbor
discovery request acknowledgment; receive, via the network
interface of the network device and after sending the neigh-
bor discovery request acknowledgment, a conversion
request from the different network device; send, via the
network 1nterface of the network device and after receiving,
the conversion request, a conversion request acknowledg-
ment; receive, via the network interface of the network
device and after sending the conversion request acknowl-
edgment, a conversion command from the different network
device; and cause, based on the conversion command, the
network interface of the network device to be converted to
a virtual chassis interface to facilitate the network device
being mncluded 1n the virtual chassis.

According to some implementations, a non-transitory
computer-readable medium may store one or more struc-
tions. The one or more 1nstructions, when executed by one
or more processors of a network device of a virtual chassis,
may cause the one or more processors to generate a neighbor
discovery request; cause a particular network device of the
virtual chassis to send the neighbor discovery request to an
additional network device that 1s not included 1n the virtual
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chassis; receive a neighbor discovery request acknowledg-
ment from the additional network device; determine, based
on the neighbor discovery request acknowledgment, that the
additional network device 1s to be included 1n the virtual
chassis; cause a network interface of the particular network
device to be converted to a virtual chassis interface; and
cause a network interface of the additional network device
to be converted to a virtual chassis interface.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A-1H are diagrams of one or more example
implementations described herein.

FIG. 2 1s a diagram of an example call flow of example
operations capable of being performed by one or more
devices of FIGS. 1C-1E.

FIGS. 3A-3D are diagrams depicting example messages
described herein.

FIG. 4 1s a diagram of an example environment in which
systems and/or methods described herein may be imple-
mented.

FIGS. 5A-5B are diagrams of example components of one
or more devices of FIG. 4.

FIGS. 6-8 are flowcharts of example processes for auto-
matic formation of a virtual chassis using zero touch pro-
visioning.

DETAILED DESCRIPTION

The following detailed description of example implemen-
tations refers to the accompanying drawings. The same
reference numbers 1n different drawings may identily the
same or similar elements.

Zero Touch Provisioning (ZTP) may be useful for provi-
sioning network devices upon deployment from a factory-
default state. Network operators that deploy network devices
configured for ZTP may reduce errors in the installation
process by allowing the provisioning process to be auto-
mated and may reduce costs of manually provisioning the
network devices by on-site operators. When a network
device 1s coupled to power, the network device may com-
municate with a bootstrap device to obtain bootstrapping
information (also referenced as “provisioning information”)
for provisioning the network device.

A virtual chassis 1s a group of network devices that are
connected together to form a single logical network device.
The group of network devices may be connected via respec-
tive virtual chassis interfaces that are configured to transmit
virtual chassis specific control tratlic between network
devices of the group of network devices (e.g., to configure,
maintain, operate, and/or the like a virtual chassis). When a
network device 1s preconfigured with one or more virtual
chassis interfaces, the network device may automatically be
included 1n a virtual chassis when connected to another
network device with one or more virtual chassis interfaces.
However, 1n many cases, a network device 1s not precon-
figured with any virtual chassis interfaces, and therefore
cannot automatically be included in a wvirtual chassis.
Accordingly, the network device may require manual con-
figuration (e.g., to convert a network interface of the net-
work device to a virtual chassis interface) to enable the
network device to be included 1n a virtual chassis. This can
be a resource intensive, time-consuming procedure that 1s
susceptible to human error.

Some 1mplementations described herein provide a net-
work device that communicates with a bootstrap device to
obtain information concerning a virtual chassis. In some
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implementations, the network device may determine that the
network device and an additional network device are con-
nected via respective network interfaces and that the net-
work device and the additional network device are to be
included 1n the virtual chassis. In some implementations, the
network device may cause the network interface of the
network device to be converted to a virtual chassis interface
and cause the network interface of the additional network
device to be converted to a virtual chassis interface, which
may enable the network device and/or the additional net-
work device to be automatically included in the wvirtual
chassis.

In this way, some implementations described herein allow
automatic formation of a wvirtual chassis. Further, some
implementations described herein enable network devices
that are not preconfigured with virtual chassis interfaces to
be automatically provisioned (e.g., using an automatic pro-
visioning process, also referred to as ZTP) with information
to 1include the network devices 1n a virtual chassis. Accord-
ingly, some implementations described herein can reduce an
amount of time to 1mtially configure network devices that
are to be included 1n a virtual chassis, thereby improving
performance of provisioning the network devices relative to
using a manual provisioning process.

FIGS. 1A-1H are diagrams of one or more example
implementations 100 described herein. As shown i FIG.
1A, example implementation(s) 100 may include a plurality
of network devices (e.g., shown i FIG. 1A as network
device 1 through network device N, where N 1s greater than
or equal to two) and/or a bootstrap device. The plurality of
network devices may each include various types of devices,
such as a router, a gateway, a switch, a bridge, a wireless
access point, a base station, a spine, a firewall, a policer,
and/or the like. The plurality of network devices and/or the
bootstrap device may be included 1n a network, such as a
cellular network, a local area network (LAN), a core net-
work, an access network, a wide area network (WAN) such
as the Internet, a cloud network, and/or the like. In some
implementations, the plurality of network devices may be
connected to each other via one or more connections (e.g.,
via direct connections, via indirect connections, and/or the
like). Additionally, or alternatively, at least one network
device may be connected to the bootstrap device (e.g., via a
direct connection and/or an indirect connection).

In some 1implementations, the plurality of network devices
1s to be included 1n a virtual chassis (e.g., a representation of
the plurality of network devices as a single logical network
device). Each network device may include a provisioning
manager (PM) module (e.g., to manage provisioning of the
network device), a link layer data protocol (LLDP) module
(e.g., to communicate network traflic), a chassis manager
(CM) module (e.g., to manage physical components of the
network device), a virtual chassis manager (VCM) module
(c.g., to manage virtual chassis aspects of the network
device), and/or the like. In some implementations, the plu-
rality of network devices may communicate with each other
and/or the bootstrap device to form the virtual chassis, to
include the plurality of network devices in the wvirtual
chassis, and/or the like, as described herein.

The bootstrap device (also referred to as a server device,
a Dynamic Host Configuration Protocol (DHCP) server
device, and/or the like) may include and/or maintain a data
structure that includes information concerning the virtual
chassis, such as information i1dentifying the virtual chassis
(e.g., information indicating a name and/or identifier of the
virtual chassis); information identifying a mode of the
virtual chassis (e.g., information identifying whether the
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virtual chassis 1s a single-chassis virtual chassis, a multi-
chassis virtual chassis, a cluster, and/or the like); informa-
tion 1dentifying two or more network devices to be included
in the virtual chassis (e.g., information 1dentifying respec-
tive 1dentifiers of the plurality of network devices); nfor-
mation identifying at least one network interface of each
network device, of the two or more network devices to be
included 1n the virtual chassis, to be converted to a virtual
chassis interface (e.g., nformation indicating which respec-
tive network interfaces of the plurality of network devices
are to be converted to virtual chassis interfaces to enable
formation of the wvirtual chassis); information indicating
network interface conversion criteria (e.g., information indi-
cating what type ol network interface 1s preferred for con-
version to a virtual chassis interface, such as a network
interface that supports a data transmission speed that satis-
fies (e.g., 1s greater than or equal to) a threshold (e.g., 10
gigabits per second)); information identifying respective
roles of the two or more network devices to be included n
the virtual chassis (e.g., information indicating whether a
network device, of the plurality of network devices, 1s to
have a master routing engine role, a backup routing engine
role, a linecard role, and/or the like 1n the virtual chassis);
and/or the like.

In some implementations, a network device, of the plu-
rality of network devices, may generate and/or send a
bootstrap request message to the bootstrap device. For
example, as shown 1n FIG. 1B and by reference number 102,
a first network device (e.g., network device 1) may generate
and/or send (e.g., using a PM module of the first network
device) a bootstrap request message to the bootstrap device
(e.g., via a connection between the first network device and
the bootstrap device). The first network device may generate
and/or send the bootstrap request message to the bootstrap
device when the first network device 1s powered on, when
the first network device 1s added to the network, when the
first network device 1s connected to at least one of the other
network devices of the plurality of network devices, and/or
the like.

The bootstrap request message may include a request for
bootstrapping information (also referred to as provisioning
information). Additionally, or altematively, the request mes-
sage may include information concerning the first network
device, such as information identifying the first network
device (e.g., a string, such as an alphanumeric serial number,
that identifies the first network device), mnformation i1denti-
tying an operating system of the first network device (e.g.,
a name and/or version of the operating system), information
identifying a hardware type of the first network device (e.g.,
a model name of the first network device, a hardware
configuration of the first network device, and/or the like),
and/or the like. An example bootstrap request message 1s
further described herein 1n relation to FIG. 3A.

As shown by reference number 104, after receiving the
bootstrap request message sent by the first network device,
the bootstrap device may identity and/or determine the
information concerning the virtual chassis (e.g., that is
stored 1n the data structure that 1s included and/or main-
tained by the bootstrap device). For example, the bootstrap
device may process (€.g., parse) the bootstrap request mes-
sage to 1dentily the information concerning the first network
device, and may search the data structure to identify and/or
determine the information concerning the virtual chassis.

As shown by reference number 106, the bootstrap device
may generate and/or send a primary bootstrap response
message that includes primary information concerning the
virtual chassis (e.g., some or all of the information concern-
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ing the virtual chassis) to the first network device (e.g., to the
PM module of the first network device). The primary
information concerning the virtual chassis may include the
information i1dentifying the virtual chassis; the mnformation
identifying the mode of the virtual chassis; the information
identifying the two or more network devices to be included
in the virtual chassis (e.g., information identifying network
devices 1 through N); the information identifying the at least
one network interface of each network device, of the two or
more network devices to be included in the virtual chassis,
to be converted to a virtual chassis interface; the information
indicating the network interface conversion criteria; the
information i1dentitying the respective roles of the two or
more network devices to be included 1n the virtual chassis;
and/or the like. An example primary bootstrap response
message 1s further described herein 1n relation to FIG. 3B.
After sending the primary bootstrap response message to the
first network device, the bootstrap device may update the
information concerning the virtual chassis to include infor-
mation indicating that the primary bootstrap response mes-
sage has been sent to the first network device.

In some implementations, one or more other network
devices of the plurality of network devices may generate
and/or send respective additional bootstrap request mes-
sages to the bootstrap device (e.g., after the first network
device sends the bootstrap request message to the bootstrap
device and/or after the bootstrap device receives and/or
processes the bootstrap request message). For example, as
shown by reference number 108, a second network device
(e.g., network device 2) may generate and/or send (e.g.,
using a PM module of the second network device) an
additional bootstrap request message to the bootstrap device.
The second network device may generate and/or send the
additional bootstrap request message to the bootstrap device
when the second network device 1s powered on, when the
second network device 1s added to the network, when the
second network device 1s connected to at least one of the
other network devices of the plurality of network devices,
and/or the like.

The additional bootstrap request message may be similar
to the bootstrap request message that was generated and/or
sent by the first network device. For example, the additional
bootstrap request message may include a request for boot-
strapping information and may include information concern-
ing the second network device, such as information identi-
tying the second network device, information identifying an
operating system of the second network device, information
identifying a hardware type of the second network device,
and/or the like.

After recerving the additional bootstrap request message
sent by the second network device, the bootstrap device may
identify and/or determine the information concerning the
virtual chassis (e.g., that 1s stored in the data structure that
1s included and/or maintained by the bootstrap device) 1n a
similar manner as described herein 1n relation to reference
number 104. For example, the bootstrap device may process
(c.g., parse) the additional bootstrap request message to
identily the imformation concerning the second network
device, and may search the data structure to identity and/or
determine the information concerning the virtual chassis.

In some 1mplementations, the bootstrap device may pro-
cess the information concerning the virtual chassis to deter-
mine that a primary response message has already been sent
(e.g., to the first network device). Accordingly, the bootstrap
device may determine not to respond to the additional
bootstrap request message. Additionally, or alternatively, as
shown by reference number 110, the bootstrap device may
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generate and/or send a secondary bootstrap response mes-
sage that includes secondary information concerning the
virtual chassis (e.g., that includes some of the primary
information concerning the virtual chassis) to the second
network device (e.g., to the PM module of the second
network device). For example, the secondary information
concerning the virtual chassis may include the information
identifying the virtual chassis, the information i1dentifying
the mode of the virtual chassis, and/or the like. An example
secondary bootstrap response message 1s further described
herein 1n relation to FIG. 3C.

As shown 1n FIG. 1C and by reference number 112, after
receiving the primary bootstrap response message, the first
network device (e.g., using the PM module of the first
network device) may process (e.g., parse) the primary boot-
strap response message to determine and/or identity the
primary information concerning the virtual chassis (e.g., that
includes some or all of the information concerning the
virtual chassis stored in the data structure of the bootstrap
device). Additionally, or alternatively, as shown by reference
number 114, after receiving the secondary bootstrap
response message, the second network device (e.g., using
the PM module of the second network device) may process
(e.g., parse) the second bootstrap response message to
determine and/or identily the secondary information con-
cerning the virtual chassis (e.g., that includes some of the
primary information concerning the virtual chassis).

As shown by reference number 116, the first network
device and the second network device may engage in a
discovery process to form the virtual chassis, to include
(e.g., add) the first network device and/or the second net-
work device to the virtual chassis, and/or the like. As part of
the discovery process, the first network device may cause the
PM module of the first network device to send the primary
information concerning the virtual chassis to the VCM
module of the first network device. Additionally, or alterna-
tively, the second network device may cause the PM module
of the second network device to send the secondary infor-
mation concerning the virtual chassis to the VCM module of
the second network device.

In some implementations, the first network device (e.g.,
using the VCM module of the first network device) may
determine, based on the primary information concerning the
virtual chassis, an identifier of the virtual chassis, respective
identifiers of the plurality of network devices that are to be
included in the wvirtual chassis, respective identifiers of
network interfaces of the plurality of network devices,
and/or the like. The first network device (e.g., using the
VCM module) may generate a neighbor discovery request to
determine which network device(s) of the plurality of net-
work devices are connected to the first network device (e.g.,
directly connected to the first network device). The first
network device may 1dentity one or more network interfaces
of the first network device and may cause the neighbor
discovery request to be sent via at least one network inter-
face of the one or more network interfaces. For example, the
first network device may cause the VCM module of the first
network device to identily one or more network interfaces of
the first network device (e.g., based on the primary infor-
mation concerning the virtual chassis). The first network
device (e.g., using the VCM module) may select a particular
network interface of the one or more network interfaces
(e.g., based on the respective identifiers of network inter-
faces of the plurality of network devices, the information
indicating network interface conversion criteria included 1n
the primary information concerning the virtual chassis,
and/or the like) and may send (e.g. using the LLDP module)
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the neighbor discovery request via the particular network
interface. The neighbor discovery request may be a vendor
specific attribute (VSA) type-length-value (TLV), which
may include the identifier of the virtual chassis, an 1dentifier
of the first network device, an identifier of the particular
network interface of the first network device, and/or the like.
In some 1mplementations, the neighbor discovery request
may transmit from the first network device to the second
network device via a link that connects the particular net-
work 1interface of the first network device to a particular
network 1nterface of the second network device.

The second network device may receive the neighbor
discovery request via the particular network interface of the
second network device. In some implementations, the sec-
ond network device (e.g., using the LLDP module of the
second network device) may process the neighbor discovery
request to determine the identifier of the virtual chassis
included 1n the neighbor discovery request. In some 1mple-
mentations, the second network device (e.g., using the
LLDP module) may determine that the identifier of the
virtual chassis mcluded in the neighbor discovery request
does not match the identifier of the virtual chassis included
in the secondary information concerning the virtual chassis
(e.g., that was included 1n the secondary bootstrap response
message) and, accordingly, may determine to not send an
acknowledgment to the first network device.

Additionally, or alternatively, the second network device
(e.g., using the LLDP module) may determine to send a
neighbor discovery request acknowledgment to the first
network device. For example, the second network device
(e.g., using the LLDP module) may determine that the
identifier of the wvirtual chassis included in the neighbor
discovery request matches the 1dentifier of the virtual chassis
included 1n the secondary information concerning the virtual
chassis and, accordingly, may determine to send a neighbor
discovery request acknowledgment to the first network
device. The second network device (e.g., using the LLDP
module) may generate the neighbor discovery request
acknowledgment and may cause the neighbor discovery
request acknowledgment to be sent (e.g., using the LLDP
module) via the particular network interface of the second
network device (e.g., that 1s connected to the particular
network interface of the first network device) to the first
network device. The neighbor discovery request acknowl-
edgment may be a VSA TLV corresponding to an i1dentifier
of the second network device, an 1dentifier of the particular
network interface of the second network device, and/or the
like. The neighbor discovery request acknowledgment may
transmit from the second network device to the first network
device via the link that connects the particular network
interface of the second network device to the particular
network interface of the first network device.

The first network device may receive the neighbor dis-
covery request acknowledgment via the particular network
interface of the first network device. The first network
device (e.g., using the VCM module of the first network
device) may cause the LLDP module of the first network
device to send the neighbor discovery request acknowledg-
ment to the VCM module of the first network device. In
some 1mplementations, the first network device (e.g., using
the VCM module of the first network device) may process
the neighbor discovery request acknowledgment to deter-
mine the i1dentifier of the second network device. The first
network device (e.g., using the VCM module) may deter-
mine that the identifier of the second network device
matches one of the respective 1dentifiers of the plurality of
network devices that are to be included in the virtual chassis
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(e.g., that 15 included 1n the primary information concerning
the virtual chassis) and may thereby determine that the first
network device 1s connected to the second network device
(c.g., via the link that connects the particular network
interface of the first network device to the particular network
interface of the second network device), that the second
network device 1s one of the plurality of network devices to
be included in the virtual chassis, and/or the like.

Additionally, or alternatively, the first network device
(e.g., using the VCM module of the first network device)
may process the neighbor discovery request acknowledg-
ment to determine the identifier of the second network
device and the particular network interface of the second
network device. The first network device may determine that
the 1dentifier of the second network device matches one of
the respective 1dentifiers of the plurality of network devices
that are to be included in the virtual chassis (e.g., that 1s
included 1n the primary information concerning the virtual
chassis) and/or that the particular network interface of the
second network device matches one of the respective 1den-
tifiers of network interfaces of the plurality of network
devices (e.g., that 1s included 1n the primary information
concerning the virtual chassis). Accordingly, the first net-
work device (e.g., using the VCM module) may determine
that the first network device 1s connected to the second
network device, that the first network device 1s connected to
the second network device as specified by the primary
information concerning the virtual chassis (e.g., via the link
that connects the particular network interface of the first
network device to the particular network interface of the
second network device), that the second network device 1s
one of the plurality of network devices to be included 1n the
virtual chassis, and/or the like.

As shown 1n FIG. 1D by reference number 118, the first
network device and/or the second network device may
participate 1 a process to convert the particular network
interface of the first network device to a virtual chassis
interface (e.g., a particular virtual chassis interface of the
first network device) and the particular network interface of
the second network device to a virtual chassis interface (e.g.,
a particular virtual chassis iterface of the second network
device).

In some implementations, the first network device may
cause the particular network interface of the second network
device to be converted to the particular virtual chassis
interface of the second network device. For example, the
first network device (e.g., using the VCM of the first network
device) may cause the LLDP module of the first network
device to send a conversion request via the particular
network interface of the first network device (e.g., prior to
the particular network 1nterface of the first network device
being converted to the particular virtual chassis mterface of
the first network device). The conversion request may be a
VSATLYV carried in an LLDP packet and may transmit from
the first network device to the second network device via the
link that connects the particular network 1ntertace of the first
network device to the particular network interface of the
second network device.

The second network device may receive the conversion
request via the particular network interface of the second
network device. The second network device (e.g., using the
LLDP module of the second network device) may cause the
LLDP module of the second network device to send the
conversion request to the VCM module of the second
network device. In some implementations, the second net-
work device (e.g., using the VCM module) may generate a
conversion request acknowledgment and may cause the
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conversion request acknowledgment to be sent (e.g., using
the LLDP module) via the particular network interface of the
second network device (e.g., that 1s connected to the par-
ticular network interface of the first network device) to the
first network device. The conversion request acknowledg-
ment may be a VSA'TLV carried in an LLDP packet and may
transmit {rom the second network device to the first network
device via the link that connects the particular network
interface of the second network device to the particular
network interface of the first network device.

The first network device may receive the conversion
request acknowledgment via the particular network interface
of the first network device. The first network device may
cause the LLDP module of the first network device to send
the conversion request acknowledgment to the VCM module
of the first network device. In some implementations, the
first network device (e.g., using the VCM of the first network
device), based on receiving the conversion request acknowl-
edgment, may cause the LLDP module of the first network
device to send a conversion command via the particular

network interface of the first network device. The conver-
sion command may be a VSA TLV included 1n an LLDP
packet and may transmit from the first network device to the
second network device via the link that connects the par-
ticular network interface of the first network device to the
particular network interface of the second network device.

The second network device may receive the conversion
command via the particular network interface of the second
network device. The second network device (e.g., using the
LLDP module of the second network device) may cause the
LLDP module of the second network device to send the
conversion command to the VCM module of the second
network device. In some implementations, the second net-
work device (e.g., using the VCM module) may send the
conversion command to the CM module of the second
network device, which may cause the CM module to convert
the particular network interface of the second network
device to the particular virtual chassis interface of the
second network device. The second network device (e.g.,
using the CM module) may send a conversion command
acknowledgment to the VCM module of the second network
device to 1indicate that the particular virtual chassis interface
has been established.

Additionally, or alternatively, the first network device,
based on receiving the conversion request acknowledgment,
may cause the particular network interface of the first
network device to be converted to the particular virtual
chassis interface of the first network device. For example,
the first network device (e.g., using the VCM module) may
send a conversion command to the CM module of the first
network device, which may cause the CM module to convert
the particular network interface of the first network device to
the particular virtual chassis intertace of the first network
device. The first network device (e.g., using the CM module)
may send a conversion command acknowledgment to the
VCM module of the first network device to indicate that the
particular virtual chassis interface has been established.

As shown 1n FIG. 1E and by reference number 120, the
first network device (e.g., using the VCM module of the first
network device) and the second network device (e.g., using
the VCM module of the second network device) may
communicate virtual chassis specific control traflic (e.g.,
traflic regarding formation, maintenance, operation, and/or
the like of the virtual chassis). For example, the first network
device and the second network device may communicate the
virtual chassis specific control traflic via a link that connects
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the particular virtual chassis intertace of the first network
device to the particular virtual chassis interface of the
second network device.

In some implementations, the first network device may
determine, based on communicating with the second net-
work device, that the virtual chassis has been formed, that
the virtual chassis includes the first network device and/or
the second network device, and/or the like. In some 1mple-
mentations, the first network device may send (e.g., based on
determining that the virtual chassis has been formed, that the
virtual chassis includes the first network device and/or the
second network device, and/or the like) a virtual chassis
report (e.g., concerning a status of the virtual chassis) to the
bootstrap device, as further described herein 1n relation to
FIG. 1H.

In some 1implementations, the first network device and the
second network device may communicate virtual chassis
specific control traflic to determine and/or assign a role to
the first network device in the virtual chassis and/or a role to
the second network device in the virtual chassis. The roles
may include a master routing engine role, a backup routing
engine role, a linecard role, and/or the like. For example, the
first network device (e.g., using the VCM module of the first
network device) may determine a first role for the first
network device and a second role for the second network
device based on the primary information concerning the
virtual chassis (e.g., that was included 1n the primary boot-
strap response message and that includes the information
identifving the respective roles of the two or more network
devices to be included in the wvirtual chassis). The first
network device and the second network device may com-
municate virtual chassis specific control traflic to cause the
first network device to be assigned the first role and the
second network device to be assigned the second role. As
another example, the primary information concerming the
virtual chassis may not include any information concerning
roles of network devices 1n the virtual chassis. Accordingly,
the first network device and the second network device may
communicate virtual chassis specific control traflic to deter-
mine a first role and a second role and to cause the first
network device to be assigned the first role and the second
network device to be assigned the second role.

In some 1implementations, one network device 1s assigned
a master routing engine role, and the other network device
1s assigned a backup routing engine role, a linecard role,
and/or the like. A network device of the virtual chassis that
has the master routing engine role (e.g., the first network
device or the second network device) may be referred to as
a master routing network device of the virtual chassis. In
some i1mplementations, when the first network device 1s
assigned the master routing engine role, the first network
device stores the primary mnformation concerning the virtual
chassis at the VCM module of the first network device.
Additionally, or alternatively, when the second network
device 1s assigned the master routing engine role, the first
network device may send the primary information concern-
ing the virtual chassis to the second network device. For
example, the VCM module of the first network device may
send the primary information concerning the virtual chassis
to the VCM module of the second network device via the
link that connects the particular virtual chassis interface of
the first network device to the particular virtual chassis
interface of the second network device.

As shown i FIG. 1F and by reference number 122, a
virtual chassis (e.g., comprising the first network device and
the second network device) may engage in a discovery
process with an additional network device (e.g., network
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device N) to add the additional network device to the virtual
chassis. While some implementations described herein in
relation to FIG. 1F describe the virtual chassis comprising
just the first network device and the second network device,
contemplated implementations include the virtual chassis
comprising any number of network devices.

In some i1mplementations, the master routing network
device of the virtual chassis (e.g., either the first network
device or the second network device) may generate a neigh-
bor discovery request to determine which additional network
device(s) of the plurality of network devices are connected
to the network devices that comprise the virtual chassis (e.g.,
which additional network device(s) are directly connected to
the first network device and/or the second network device).
The master routing network device may 1dentity one or more
network interfaces of the network devices that comprise the
virtual chassis and may cause the neighbor discovery request
to be sent via at least one network interface of the one or
more network interfaces. For example, the VCM module of
the master routing network device may communicate with
the respective LLDP modules of the network devices that
comprise the virtual chassis to identily the one or more
network interfaces of the network devices that comprise the
virtual chassis and may cause a particular LLDP module of
the respective LLDP modules to send the neighbor discovery
request via a particular network interface of the one or more
network interfaces. The neighbor discovery request packet
may include a VSA TLV corresponding to an identifier of the
virtual chassis, an i1dentifier of the master routing network
device, an 1dentifier of a particular network device (e.g.,
either the first network device or the second network device)
that includes the particular LLDP module, an identifier of the
particular network interface of the particular network
device, and/or the like. The neighbor discovery request may
transmit from the particular network device to the additional
network device via a link that connects the particular net-
work 1nterface of the particular network device (e.g., either
the first network device or the second network device) to a
particular network interface of the additional network
device.

The additional network device may receive the neighbor
discovery request via the particular network interface of the
additional network device. The additional network device
(e.g., using the VCM module of the additional network
device) may process the neighbor discovery request and/or
may send a neighbor discovery request acknowledgment to
the particular network device 1n a similar manner as
described herein 1n relation to FIG. 1C and reference number
116. The neighbor discovery request acknowledgment may
be a VSA TLV corresponding to an identifier of the addi-
tional network device, an 1dentifier of the particular network
interface of the additional network device, and/or the like.
The neighbor discovery request acknowledgment may trans-
mit from the additional network device to the particular
network device (e.g., either the first network device or the
second network device) via the link that connects the
particular network interface of the additional network device
to the particular network interface of the particular network
device.

The particular network device (e.g., either the first net-
work device or the second network device) may receive the
neighbor discovery request acknowledgment via the particu-
lar network interface of the particular network device. The
master routing network device (e.g., using the VCM module
of the master routing network device) may cause the LLDP
module of the particular network device to send the neighbor
discovery request acknowledgment to the VCM module of
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the master routing network device. The master routing
network device (e.g., using the VCM module of the master
routing network device) may process the neighbor discovery
request acknowledgment to determine the identifier of the
additional network device, the identifier of the particular
network interface of the additional network device, and/or
the like. The master routing network device (e.g., using the
VCM module of the master routing network device) may
determine that the identifier of the additional network device
matches one of the respective 1dentifiers of the plurality of
network devices that are to be included in the virtual chassis
(e.g., that 1s 1included 1n the primary information concerning
the virtual chassis), that the particular network interface of
the additional network device matches one of the respective
identifiers of network interfaces of the plurahty ol network
devices (e.g., that 1s included 1n the primary information
concerning the virtual chassis), and/or the like. Accordingly,
the master routing network device (e.g., using the VCM
module of the master routing network device) may deter-
mine that the particular network device 1s connected to the
additional network device, that the particular network device
1s connected to the additional network device as specified by
the primary information concerning the virtual chassis (e.g.,
via the link that connects the particular network interface of
the particular network device to the particular network
interface of the additional network device), that the addi-
tional network device 1s one of the plurality of network
devices to be included 1n the virtual chassis, and/or the like.

As shown by reference number 124, the network devices
that comprise the virtual chassis and/or the additional net-
work device may participate 1 a process to convert the
particular network 1nterface of the particular network device
(e.g., etther the first network device or the second network
device) to a virtual chassis interface (e.g., a particular virtual
chassis interface of the particular network device) and/or the
particular network interface of the additional network device
to a virtual chassis interface (e.g., a particular virtual chassis
interface of the additional network device) mn a similar
manner as described herein in relation to FIG. 1D and
reference number 118.

In some implementations, the master routing network
device may cause the particular network interface of the
additional network device to be converted to the particular
virtual chassis interface of the additional network device.
For example, the master routing network device (e.g., using
the VCM of the master routing network device) may cause
the LLDP module of the particular network device to send
a conversion request via the particular network interface of
the particular network device (e.g., prior to the particular
network interface of the particular network device being
converted to the particular virtual chassis interface of the
particular network device). The conversion request may be
a VSA TLV carried 1 an LLDP packet and may transmait
from the particular network device to the additional network
device via the link that connects the particular network
interface of the particular network device to the particular
network interface of the additional network device.

The additional network device may receive the conver-
sion request via the particular network interface of the
additional network device. The additional network device
(e.g., using the LLDP module of the additional network
device) may cause the LLDP module of the additional
network device to send the conversion request to the VCM
module of the additional network device. In some 1mple-
mentations, the additional network device (e.g., using the
VCM module of the additional network device) may gen-
erate a conversion request acknowledgment and may cause
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the conversion request acknowledgment to be sent (e.g.,
using the LLDP module) via the particular network intertace
of the additional network device (e.g., that 1s connected to
the particular network interface of the particular network
device via the link and upon which the conversion request
was received) to the particular network device. The conver-
s1on request acknowledgment may be a VSA TLV carried 1n
an LLDP packet and may transmit from the additional
network device to the particular network device via the link
that connects the particular network interface of the addi-
tional network device to the particular network interface of
the particular network device.

The particular network device (e.g., either the first net-
work device or the second network device) may receive the
conversion request acknowledgment via the particular net-
work interface of the particular network device. The master
routing network device (e.g., using the VCM module of the
master routing network device) may cause the LLDP module
of the particular network device to send the conversion
request acknowledgment to the VCM module of the master
routing network device. In some implementations, the mas-
ter routing network device (e.g., using the VCM of the
master routing network device), based on receiwving the
conversion request acknowledgment, may cause the LLDP
module of the master routing network device to send a
conversion command via the particular network interface of
the particular network device. The conversion command
may be a VSA TLV carried 1n an LLDP packet and may
transmit from the particular network device to the additional
network device via the link that connects the particular
network interface of the particular network device to the
particular network interface of the additional network
device.

The additional network device may receive the conver-
sion command via the particular network interface of the
additional network device. The additional network device
(e.g., using the LLDP module of the additional network
device) may cause the LLDP module of the additional
network device to send the conversion command to the
VCM module of the additional network device. In some
implementations, the additional network device (e.g., using
the VCM module) may send the conversion command to the
CM module of the additional network device, which may
cause the CM module to convert the particular network
interface of the additional network device to the particular
virtual chassis interface of the additional network device.
The additional network device (e.g., using the CM module)
may send a conversion command acknowledgment to the
VCM module of the additional network device to indicate
that the particular virtual chassis interface has been estab-
lished.

Additionally, or alternatively, the master routing network
device, based on receiving the conversion request acknowl-
edgment, may cause the particular network interface of the
particular network device to be converted to the particular
virtual chassis interface of the particular network device. For
example, the master routing network device (e.g., using the
VCM module of the master routing network device) may
send a conversion command to the CM module of the
particular network device, which may cause the CM module
to convert the particular network interface of the particular
network device to the particular virtual chassis interface of
the particular network device.

As shown 1n FIG. 1G and by reference number 126, the
network devices of the virtual chassis (e.g., the first network
device and the second network device) and the additional
network device may communicate virtual chassis specific
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control trathic (e.g., traflic regarding formation, mainte-
nance, operation, and/or the like of the virtual chassis). For
example, the particular network device (e.g., using the VCM
module of the particular network device) and the additional
network device (e.g., using the VCM module of the addi-
tional network device) may commumnicate the virtual chassis
specific control traflic via a link that connects the particular
virtual chassis interface of the particular network device to
the particular virtual chassis interface of the additional
network device. In this way, the additional network device
may be added to the virtual chassis.

In some implementations, the master routing network
device (e.g., using the VCM module of the master routing
network device) may determine, based on the particular
network device and the additional network device commu-
nicating the virtual chassis specific control traflic, that the
virtual chassis has been expanded, that the virtual chassis
includes the additional network device, and/or the like.
Accordingly, 1n some implementations, the master routing
network device may assign a role to the additional network
device 1n the virtual chassis (e.g., based on the primary
information concerning the virtual chassis).

As shown in FIG. 1H and by reference number 128, a
network device of the virtual chassis (e.g., the master routing
network device) may send a virtual chassis report to the
bootstrap device. The virtual chassis report may indicate a
status of the virtual chassis. For example, the virtual chassis
report may indicate whether the virtual chassis 1s partially or
tully formed (e.g., based on whether each of the plurality of
network devices indicated in the primary information con-
cerning the virtual chassis have been determined to be
included 1n the virtual chassis). As another example, the
virtual chassis report may indicate a status, a performance,
and/or the like of each network device of the virtual chassis.

As indicated above, FIGS. 1A-1H are provided merely as
one or more examples. Other examples may differ from what
1s described with regard to FIGS. 1A-1H.

FIG. 2 1s a diagram of an example call tlow 200 of
example operations capable of being performed by one or
more devices of FIGS. 1C-1E. As shown 1n FIG. 2, one or
more modules of the first network device (e.g., network
device 1) and/or one or more modules of the second network
device (e.g., network device 2) may be used to perform the
example operations.

As shown by reference number 2035, the first network
device (e.g., using the VCM module and/or the LLDP
module of the first network device) may generate and send
a neighbor discovery request (e.g., to discover the second
network device) to the second network device 1n a similar
manner as described herein in relation to FIG. 1C and
reference number 116. As shown by reference number 210,
the second network device (e.g., using the LLDP module of
the second network device) may generate and send a neigh-
bor discovery request acknowledgment to the first network
device 1n a stmilar manner as described herein 1n relation to
FIG. 1C and reference number 116. As shown by reference
number 2135, the first network device (e.g., using the VCM
module of the first network device) may process the neigh-
bor discovery request acknowledgment (e.g., to determine
that the first network device 1s connected to the second
network device and/or that the first network device and/or
the second 1s to be included 1n a virtual chassis) 1n a similar
manner as described herein in relation to FIG. 1C and
reference number 116.

As shown by reference number 220, the first network
device (e.g., using the VCM module and/or the LLDP

module of the first network device) may generate and send
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a conversion request (e.g., to 1mitiate conversion of a net-
work interface of the second network device into a virtual
chassis interface) 1 a similar manner as described herein 1n
relation to FIG. 1D and reference number 118. As shown by
reference number 225, the second network device (e.g.,
using the VCM module and/or the LLDP module of the
second network device) may generate and send a conversion
acknowledgment to the first network device 1 a similar
manner as described herein in relation to FIG. 1D and
reference number 118.

As shown by reference number 230, the first network
device (e.g., using the VCM module and/or the LLDP
module of the first network device) may generate and send
a conversion command to the second network device (e.g.,
to cause the CM module of the second network device to
convert a network interface of the second network device to
a virtual chassis interface) 1 a similar manner as described
herein 1n relation to FIG. 1D and reference number 118. As
shown by reference number 235, the second network device
(e.g., using the CM module of the second network device)
may send a conversion command acknowledgment to the
VCM module of the second network device (e.g., to indicate
that the virtual chassis interface of the second network
device has been established) in a similar manner as
described herein 1n relation to FIG. 1D and reference num-
ber 118.

As shown by reference number 240, the first network
device (e.g., using the VCM module of the first network
device) may send a conversion command to the CM module
of the first network device (e.g., to cause the CM module to
convert a network interface of the first network device to a
virtual chassis interface) 1n a similar manner as described
herein 1n relation to FIG. 1D and reference number 118. As
shown by reference number 245, the first network device
(e.g., using the CM module of the first network device) may
send a conversion command acknowledgment to the VCM
module of the first network device (e.g., to indicate that the
virtual chassis interface of the first network device has been
established) 1 a similar manner as described herein 1n
relation to FIG. 1D and reference number 118. As shown by
reference number 250, the first network device (e.g., using
the VCM module of the first network device) and the second
network device (e.g., using the VCM module of the second
network device) may communicate virtual chassis specific
control traflic 1n a similar manner as described herein 1n
relation to FIG. 1E and reference number 120.

As indicated above, FIG. 2 1s provided merely as an
example. Other examples can differ from what 1s described
with regard to FIG. 2.

FIGS. 3A-3D depict example messages described herein.
As shown in FIG. 3A, an example bootstrap request message
300 may include an “mnput” heading that includes one or
more fields. As shown 1n FIG. 3A, the one or more fields
may include an “‘os-name” field and an “os-version™ field
(c.g., that indicate an operating system and version of the
operating system ol the network device sending the example
bootstrap request message 300) and/or an “hw-model” field
(e.g., that indicates a hardware type of the network device).
Other headings, subheadings, and/or fields may be included
in the example bootstrap request message 300.

As shown in FIG. 3B, an example primary bootstrap
response message 310 may include an “output” heading that
includes a “topology-discovery-info” subheading (e.g., that
indicates imformation concerning a virtual chassis). As
shown 1n FIG. 3B, the “topology-discovery-info” subhead-
ing may include a “topology-identifier” field (e.g., that
identifies the virtual chassis) and a “mode” field (e.g., that
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identifies the mode of the virtual chassis). The “topology-
discovery-inio” subheading may include a “configuration™
subheading that includes one or more configuration prefer-
ence fields, such as a “10g_preferred” field (e.g., that
indicates a preference for converting network interfaces that
support a data transmission speed of at least 10 gigabits per
second to virtual chassis interfaces), a “prevent_Loop™ field
(e.g., that indicates a preference to not create multiple virtual
chassis links between two network devices), and/or the like.
The “configuration” subheading may include one or more
“node” subheadings (e.g., that respectively include informa-
tion concerning a network device that 1s to be included in the
virtual chassis). A “node” subheading may include a “‘serial-
1d” field (e.g., that indicate an 1dentifier of a network device),
a “role” field (e.g., that indicates a role of the network device
in the virtual chassis), an “interfaces™ field (e.g., that 1ndi-
cates one or more network interfaces of the network device
that are to be converted to virtual chassis interfaces), and/or
the like. Other headings, subheadings, and/or fields may be
included 1n the example primary bootstrap response message
310.

As shown 1n FIG. 3C, an example secondary bootstrap
response message 320 may iclude an “output” heading that
includes a “topology-discovery-into” subheading (e.g., that
indicates information concerning a virtual chassis). As
shown 1n FIG. 3B, the “topology-discovery-info” subhead-
ing may 1include a “topology-identifier” field (e.g., that
identifies the virtual chassis) and a “mode” field (e.g., that
identifies the mode of the virtual chassis). Other headings,
subheadings, and/or fields may be included 1n the example
secondary bootstrap response message 320.

As shown 1 FIG. 3D, an example virtual chassis report
330 may include an “mput” heading that includes a “prog-
ress-type” field (e.g., that indicates a formation status of a
virtual chassis), a “topology-identifier” field (e.g., that iden-
tifies the virtual chassis), a “message” field (e.g., that may
include information concerning a status, a performance,
and/or the like of the virtual chassis), a “nodes™ field (e.g.,
that 1dentifies the network devices that comprise the virtual
chassis), and/or the like. Other headings, subheadings, and/
or fields may be included 1n the example virtual chassis
report 330.

As 1ndicated above, FIGS. 3A-3D are provided merely as
one or more examples. Other examples may difler from what
1s described with regard to FIGS. 3A-3D.

FIG. 4 1s a diagram of an example environment 400 1n
which systems and/or methods described herein may be
implemented. As shown in FIG. 4, environment 400 may
include a plurality of network devices 410 (e.g., network
device 410-1 through network device 410-N, referred to
collectively as “network devices 4107 and singularly as
“network device 4107), a bootstrap device 420, and a
network 430. Devices of environment 400 may interconnect
via wired connections, wireless connections, or a combina-
tion of wired and wireless connections.

Network device 410 includes one or more devices capable
of receiving, storing, generating, processing, forwarding,
and/or transferring information i a manner described
herein. For example, network device 410 may include a
firewall, a router, a gateway, a switch, a hub, a bridge, a
reverse proxy, a server (€.g., a proxy server), a security
device, an intrusion detection device, a load balancer, or a
similar type of device. In some implementations, network
device 410 may be a physical device implemented within a
housing, such as a chassis. In some 1mplementations, net-
work device 410 may be a virtual device implemented by
one or more computer devices of a cloud computing envi-
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ronment or a data center. In some implementations, network
device 410 may 1include a provisioning manager (PM)
module (e.g., to manage provisioning of network device
410), a link layer data protocol (LLDP) module (e.g., to
communicate network ftraflic), a chassis manager (CM) 5
module (e.g., to manage physical components ol network
device 410), a virtual chassis manager (VCM) module (e.g.,

to manage virtual chassis aspects of network device 410),
and/or the like.

Bootstrap device 420 includes one or more devices 10
capable of storing, processing, and/or routing information,
such as mformation described herein. In some implementa-
tions, bootstrap device 420 may include a communication
interface that allows bootstrap device 420 to receive infor-
mation from and/or transmit information to network device 15
410. In some implementations, bootstrap device 420 may be
a server device, a DHCP server device, a data storage device,
or a similar device. In some 1mplementations, bootstrap
device 420 may include and/or maintain a data structure that
includes iformation concerning a virtual chassis. 20

Network 430 includes one or more wired and/or wireless
networks. For example, network 430 may include a cellular
network (e.g., a long-term evolution (LTE) network, a 4G
network, a 5G network, a New Radio (NR) network, a code
division multiple access (CDMA) network, and/or the like), 25
a public land mobile network (PLMN), a local area network
(LAN), a wide area network (WAN), a metropolitan area
network (MAN), a telephone network (e.g., the Public
Switched Telephone Network (PSTN)), an Ethernet net-
work, a VPN (E.g., a VPLS, an EVPN, a VPWS, an L2VPN, 30
an L4VPN, and/or the like), a private network, an ad hoc
network, an intranet, the Internet, a fiber optic-based net-
work, a cloud computing network, or the like, and/or a
combination of these or other types of networks.

The number and arrangement of devices and networks 35
shown 1n FIG. 4 are provided as one or more examples. In
practice, there may be additional devices, fewer devices
and/or networks, different devices and/or networks, or dif-
terently arranged devices and/or networks than those shown
in FIG. 4. Furthermore, two or more devices shown in FIG. 40
4 may be implemented within a single device, or a single
device shown 1n FIG. 4 may be implemented as multiple,
distributed devices. Additionally, or alternatively, a set of
devices (e.g., one or more devices) of environment 400 may
perform one or more functions described as being performed 45
by another set of devices of environment 400.

FIGS. 5A-5B are diagrams of example components of one
or more devices of FIG. 4. FIG. 5A 15 a diagram of example
components of a device 500. Device 500 may correspond to
network device 410, bootstrap device 420, and/or the like. In 50
some 1mplementations, network device 410, bootstrap
device 420, and/or the like may include one or more devices
500 and/or one or more components of device 500. As
shown 1n FIG. 5A, device 500 may include a bus 505, a
processor 310, a memory 315, a storage component 520, an 55
input component 5235, an output component 530, and a
communication interface 535.

Bus 505 includes a component that permits communica-
tion among the components of device 500. Processor 510 1s
implemented 1n hardware, firmware, or a combination of 60
hardware and software. Processor 510 takes the form of a
central processing unit (CPU), a graphics processing unit
(GPU), an accelerated processing unit (APU), a micropro-
cessor, a microcontroller, a digital signal processor (DSP), a
ficld-programmable gate array (FPGA), an ASIC, or another 65
type of processing component. In some 1mplementations,
processor 510 includes one or more processors capable of
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being programmed to perform a function. Memory 515
includes a random access memory (RAM), a read only
memory (ROM), and/or another type of dynamic or static
storage device (e.g., a flash memory, a magnetic memory,
and/or an optical memory) that stores immformation and/or
istructions for use by processor 510.

Storage component 520 stores information and/or soft-
ware related to the operation and use of device 500. For
example, storage component 520 may include a hard disk
(e.g., a magnetic disk, an optical disk, a magneto-optic disk,
and/or a solid state disk), a compact disc (CD), a digital
versatile disc (DVD), a tloppy disk, a cartridge, a magnetic
tape, and/or another type of non-transitory computer-read-
able medium, along with a corresponding drive.

Input component 525 includes a component that permits
device 500 to receive information, such as via user input
(e.g., a touch screen display, a keyboard, a keypad, a mouse,
a button, a switch, and/or a microphone). Additionally, or
alternatively, input component 5235 may include a sensor for
sensing information (e.g., a global positioming system (GPS)
component, an accelerometer, a gyroscope, and/or an actua-
tor). Output component 330 includes a component that
provides output information from device 500 (e.g., a display,
a speaker, and/or one or more light-emitting diodes (LEDs)).

Communication interface 535 includes a transceiver-like
component (e.g., a transceiver and/or a separate receiver and
transmitter) that enables device 500 to communicate with
other devices, such as via a wired connection, a wireless
connection, or a combination of wired and wireless connec-
tions. Communication interface 535 may permit device 500
to receive mformation from another device and/or provide
information to another device. For example, communication
interface 535 may include an FEthernet interface, an optical
interface, a coaxial interface, an infrared interface, a radio
frequency (RF) interface, a universal serial bus (USB)
interface, a Wi-F1 interface, a cellular network interface, or
the like.

Device 500 may perform one or more processes described
herein. Device 500 may perform these processes based on
processor 310 executing software instructions stored by a
non-transitory computer-readable medium, such as memory
515 and/or storage component 520. A computer-readable
medium 1s defined herein as a non-transitory memory
device. A memory device includes memory space within a
single physical storage device or memory space spread
across multiple physical storage devices.

Software instructions may be read into memory 5135

and/or storage component 520 from another computer-
readable medium or from another device via communication
interface 535. When executed, software instructions stored
in memory 5135 and/or storage component 520 may cause
processor 510 to perform one or more processes described
herein. Additionally, or alternatively, hardwired circuitry
may be used 1n place of or 1n combination with software
instructions to perform one or more processes described
herein. Thus, implementations described herein are not
limited to any specific combination of hardware circuitry
and software.

The number and arrangement of components shown 1n
FIG. SA are provided as an example. In practice, device 500
may include additional components, fewer components,
different components, or diflerently arranged components
than those shown 1n FIG. 5A. Additionally, or alternatively,
a set of components (e.g., one or more components) of
device 500 may perform one or more functions described as
being performed by another set of components of device

500.
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FIG. 5B 1s a diagram of example components of a device
550. Device 550 may correspond to network device 410,
bootstrap device 420, and/or the like. In some 1mplementa-
tions, network device 410, bootstrap device 420, and/or the
like may include one or more devices 550 and/or one or
more components of device 550. As shown 1n FIG. 5B,
device 550 may include one or more mput components
555-1 through 555-B (Bz1) (heremafter referred to collec-
tively as mput components 355, and individually as input
component 555), a switching component 360, one or more
output components 565-1 through 565-C(Cz1) (hereinafter
referred to collectively as output components 565, and
individually as output component 565), and a controller 570.

Input components 555 may be points of attachment for
physical links and may be points of entry for mmcoming
traflic, such as packets. Input component 5535 may process
incoming trathic, such as by performing data link layer
encapsulation or decapsulation. In some implementations,
input component 355 may send and/or receive packets. In
some 1mplementations, input component 555 may include
an input line card that includes one or more packet process-
ing components (e.g., i the form of integrated circuits),
such as one or more 1terface cards (IFCs), packet forward-
ing components, line card controller components, 1nput
ports, processors, memories, and/or mput queues. In some
implementations, device 550 may include one or more 1nput
components 5355.

Switching component 560 may interconnect imput com-
ponents 555 with output components 565. In some 1mple-
mentations, switching component 560 may be implemented
via one or more crossbars, via busses, and/or with shared
memories. The shared memories may act as temporary
butlers to store packets from input components 5355 before
the packets are eventually scheduled for delivery to output
components 565. In some implementations, switching com-
ponent 560 may enable input components 555, output com-
ponents 365, and/or controller 570 to communicate.

Output component 565 may store packets and may sched-
ule packets for transmission on output physical links. Output
component 565 may support data link layer encapsulation or
decapsulation, and/or a variety of higher-level protocols. In
some i1mplementations, output component 565 may send
packets and/or receirve packets. In some implementations,
output component 365 may include an output line card that
includes one or more packet processing components (€.g., 1n
the form of integrated circuits), such as one or more IFCs,
packet forwarding components, line card controller compo-
nents, output ports, processors, memories, and/or output
queues. In some implementations, device 350 may include
one or more output components 565. In some 1implementa-
tions, input component 3535 and output component 565 may
be implemented by the same set of components (e.g., and
input/output component may be a combination of 1nput
component 535 and output component 565).

Controller 570 includes a processor in the form of, for
example, a CPU, a GPU, an APU, a microprocessor, a
microcontroller, a DSP, an FPGA, an ASIC, and/or another
type of processor. The processor 1s implemented 1n hard-
ware, firmware, or a combination of hardware and software.
In some implementations, controller 570 may include one or
more processors that can be programmed to perform a
function.

In some implementations, controller 370 may include a
RAM, a ROM, and/or another type of dynamic or static
storage device (e.g., a flash memory, a magnetic memory, an
optical memory, and/or the like) that stores information
and/or instructions for use by controller 570.
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In some 1mplementations, controller 570 may communi-
cate with other devices, networks, and/or systems connected
to device 500 to exchange information regarding network
topology. Controller 570 may create routing tables based on
the network topology information, create forwarding tables
based on the routing tables, and forward the forwarding
tables to mput components 355 and/or output components
565. Input components 535 and/or output components 565
may use the forwarding tables to perform route lookups for
incoming and/or outgoing packets.

Controller 570 may perform one or more processes
described herein. Controller 5§70 may perform these pro-
cesses 1n response to executing soitware instructions stored
by a non-transitory computer-readable medium.

Software instructions may be read mto a memory and/or
storage component associated with controller 570 from
another computer-readable medium or from another device
via a communication interface. When executed, software
istructions stored 1n a memory and/or storage component
associated with controller 5§70 may cause controller 570 to
perform one or more processes described herein. Addition-
ally, or alternatively, hardwired circuitry may be used 1n
place of or in combination with software instructions to
perform one or more processes described heremn. Thus,
implementations described herein are not limited to any
specific combination of hardware circuitry and software.

The number and arrangement of components shown 1n
FIG. 5B are provided as an example. In practice, device 550
may include additional components, fewer components,
different components, or diflerently arranged components
than those shown 1n FIG. 5B. Additionally, or alternatively,
a set of components (e.g., one or more components) of
device 550 may perform one or more functions described as
being performed by another set of components of device
550.

FIG. 6 1s a flow chart of an example process 600 for
automatic formation of a virtual chassis using ZTP. In some
implementations, one or more process blocks of FIG. 6 may
be performed by a network device (e.g., network device
410-1). In some 1mplementations, one or more process
blocks of FIG. 6 may be performed by another device or a
group ol devices separate from or including the network
device, such as another network device (e.g., network device
410-2, network device 410-N, and/or the like), a bootstrap
device (e.g., bootstrap device 420), and/or the like.

As shown 1n FIG. 6, process 600 may include obtaining
information concerning a virtual chassis, wherein the infor-
mation concerning the virtual chassis indicates that the
network device and an additional network device are to be
included in the virtual chassis (block 610). For example, the
network device (e.g., using processor 510, memory 5185,
storage component 520, imnput component 325, output com-
ponent 530, communication interface 335, input component
5355, switching component 560, output component 565,
controller 570, and/or the like) may obtain information
concerning a virtual chassis, as described above. In some
implementations, the information concerning the virtual
chassis indicates that the network device and an additional
network device are to be included in the virtual chassis.

As further shown in FIG. 6, process 600 may include
determining, based on the information concerning the virtual
chassis, that the network device 1s connected to the addi-
tional network device, wherein the network device 1s con-
nected to the additional network device via a link between
a network intertace of the network device and a network
interface of the additional network device (block 620). For
example, the network device (e.g., using processor 510,
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memory 515, storage component 520, input component 525,
output component 330, communication interface 535, input
component 555, switching component 560, output compo-
nent 565, controller 370, and/or the like) may determine,
based on the information concerning the virtual chassis, that
the network device 1s connected to the additional network
device, as described above. In some implementations, the
network device 1s connected to the additional network
device via a link between a network interface of the network
device and a network mterface of the additional network
device.

As further shown i FIG. 6, process 600 may include
causing the network interface of the network device to be
converted to a virtual chassis interface and the network
interface of the additional network device to be converted to
a virtual chassis interface to enable the network device and
the additional network device to be mcluded in the virtual
chassis (block 630). For example, the network device (e.g.,
using processor 510, memory 3515, storage component 520,
input component 525, output component 530, communica-
tion interface 535, input component 355, switching compo-
nent 560, output component 563, controller 370, and/or the
like) may cause the network interface of the network device
to be converted to a virtual chassis interface and the network
interface of the additional network device to be converted to
a virtual chassis interface to enable the network device and
the additional network device to be included 1n the virtual
chassis, as described above.

Process 600 may include additional implementations,
such as any single implementation or any combination of
implementations described below and/or 1n connection with
one or more other processes described elsewhere herein.

In a first implementation, obtaining the information con-
cerning the virtual chassis comprises sending a bootstrap
request message to a server device; recerving, after sending,
the bootstrap request message to the server device, a boot-
strap response message from the server device, and process-
ing the bootstrap response message to determine the infor-
mation concerning the virtual chassis.

In a second implementation, alone or in combination with
the first implementation, the information concerning the
virtual chassis includes at least one of information 1denti-
tying the virtual chassis; information 1dentifying a mode of
the virtual chassis; information identifying two or more
network devices to be included in the virtual chassis; infor-
mation 1dentifying at least one network interface of each
network device, of the two or more network devices to be
included 1n the virtual chassis, to be converted to a virtual
chassis interface; or information identifying respective roles
of the two or more network devices to be included 1n the
virtual chassis.

In a third implementation, alone or in combination with
one or more of the first and second implementations, deter-
mimng that the network device 1s connected to the additional
network device comprises sending, via the link, a neighbor
discovery request to the additional network device; rece1v-
ing, via the link and after sending the neighbor discovery
request to the additional network device, a neighbor discov-
ery request acknowledgment from the additional network
device; and determining, based on the neighbor discovery
request acknowledgment and the information concerning the
virtual chassis, that the network device 1s connected to the
additional network device via the link.

In a fourth implementation, alone or 1n combination with
one or more ol the first through third implementations,
causing the network interface of the network device to be
converted to a virtual chassis mterface comprises sending a
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conversion command to a chassis manager module of the
network device to cause the chassis manager module to
convert the network interface of the network device to a
virtual chassis interface.

In a fifth implementation, alone or in combination with
one or more of the first through fourth implementations,
causing the network interface of the additional network
device to be converted to a virtual chassis interface com-
prises sending, via the link, a conversion request to the
additional network device; receiving, via the link and after
sending the conversion request to the additional network
device, a conversion request acknowledgment from the
additional network device; and sending, via the link and
alter receiving the conversion request acknowledgment
from the additional network device, a conversion command
to the additional network device to cause the additional
network device to convert the network interface of the
additional network device to a virtual chassis interface.

In a sixth implementation, alone or 1n combination with
one or more ol the first through fifth 1mplementations,
process 600 includes communicating, via the virtual chassis
interface of the network device and a virtual chassis inter-
face of the additional network device, virtual chassis specific
control tratfic with the additional network device; and deter-
mining, based on communicating the virtual chassis specific
control traflic with the additional network device, that the
virtual chassis includes the network device and the addi-
tional network device.

In a seventh implementation, alone or in combination
with one or more of the first through sixth implementations,
process 600 includes determining that the virtual chassis
includes the network device and the additional network
device; and sending, after determining that the virtual chas-
s1s 1ncludes the network device and the additional network
device, a report concerning a status of the virtual chassis to
a server device.

In an eighth implementation, alone or 1n combination with
one or more of the first through seventh implementations,
the report concerning the status of the virtual chassis indi-
cates that the virtual chassis i1s partially formed or that the
virtual chassis 1s fully formed.

In a ninth implementation, alone or in combination with
one or more of the first through eighth implementations,
process 600 includes communicating, via the virtual chassis
interface of the network device and a virtual chassis inter-
face of the additional network device, with the additional
network device; and determining, based on communicating
with the additional network device, respective roles for the
network device and the additional network device i the
virtual chassis.

Although FIG. 6 shows example blocks of process 600, 1n
some 1mplementations, process 600 may include additional
blocks, fewer blocks, different blocks, or differently
arranged blocks than those depicted in FIG. 6. Additionally,
or alternatively, two or more of the blocks of process 600
may be performed 1n parallel.

FIG. 7 1s a flow chart of an example process 700 for
automatic formation of a virtual chassis using ZTP. In some
implementations, one or more process blocks of FIG. 7 may
be performed by a network device (e.g., network device
410-2). In some implementations, one or more process
blocks of FIG. 7 may be performed by another device or a
group ol devices separate from or including the network

device, such as another network device (e.g., network device
410-1, network device 410-N, and/or the like), a bootstrap
device (e.g., bootstrap device 420), and/or the like.
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As shown 1n FIG. 7, process 700 may include receiving,
via a network interface of the network device, a neighbor
discovery request from a different network device associated
with a virtual chassis (block 710). For example, the network
device (e.g., using processor 510, memory 515, storage
component 520, mput component 525, output component
530, commumnication interface 533, mput component 555,
switching component 560, output component 565, controller
570, and/or the like) may receive, via a network iterface of
the network device, a neighbor discovery request from a
different network device associated with a virtual chassis, as
described above.

As further shown i FIG. 7, process 700 may include
sending, via the network interface of the network device and
alter recerving the neighbor discovery request, a neighbor
discovery request acknowledgment (block 720). For
example, the network device (e.g., using processor 510,
memory 515, storage component 520, input component 525,
output component 530, communication interface 335, input
component 555, switching component 560, output compo-
nent 565, controller 570, and/or the like) may send, via the
network 1nterface of the network device and after receiving,
the neighbor discovery request, a neighbor discovery request
acknowledgment, as described above.

As further shown i FIG. 7, process 700 may include
receiving, via the network interface of the network device
and after sending the neighbor discovery request acknowl-
edgment, a conversion request from the different network
device (block 730). For example, the network device (e.g.,
using processor 510, memory 3515, storage component 520,
input component 525, output component 530, communica-
tion interface 535, input component 355, switching compo-
nent 560, output component 565, controller 570, and/or the
like) may receive, via the network interface of the network
device and after sending the neighbor discovery request
acknowledgment, a conversion request from the different
network device, as described above.

As further shown i FIG. 7, process 700 may include
sending, via the network interface of the network device and
alter receiving the conversion request, a conversion request
acknowledgment (block 740). For example, the network
device (e.g., using processor 510, memory 5135, storage
component 520, mput component 525, output component
530, communication interface 533, mput component 555,
switching component 560, output component 565, controller
570, and/or the like) may send, via the network interface of
the network device and after receiving the conversion
request, a conversion request acknowledgment, as described
above.

As further shown i FIG. 7, process 700 may include
receiving, via the network interface of the network device
and after sending the conversion request acknowledgment, a
conversion command from the different network device
(block 750). For example, the network device (e.g., using
processor 310, memory 515, storage component 520, input
component 525, output component 330, communication
interface 535, mput component 555, switching component
560, output component 365, controller 570, and/or the like)
may receirve, via the network interface of the network device
and after sending the conversion request acknowledgment, a
conversion command from the different network device, as
described above.

As further shown i FIG. 7, process 700 may include
causing, based on the conversion command, the network
interface of the network device to be converted to a virtual
chassis 1interface to facilitate the network device being
included in the virtual chassis (block 760). For example, the
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network device (e.g., using processor 310, memory 515,
storage component 520, imnput component 325, output com-
ponent 530, communication interface 335, input component
535, switching component 560, output component 565,
controller 570, and/or the like) may cause, based on the
conversion command, the network interface of the network
device to be converted to a wvirtual chassis interface to
facilitate the network device being included 1n the virtual
chassis, as described above.

Process 700 may include additional implementations,
such as any single implementation or any combination of
implementations described below and/or 1n connection with
one or more other processes described elsewhere herein.

In a first implementation, process 700 includes sending a
bootstrap request message to a server device; recerving, after
sending the bootstrap request message to the server device,
a bootstrap response message from the server device; and
processing the bootstrap response message to determine
information 1dentifying the wvirtual chassis, wherein the
information i1dentifying the virtual chassis enables the net-
work device to send the neighbor discovery request
acknowledgment.

In a second implementation, alone or in combination with
the first implementation, sending the neighbor discovery
request acknowledgment comprises determining that the
information 1dentitying the virtual chassis matches informa-
tion included 1n the neighbor discovery request; and send-
ing, based on determining that the information i1dentifying
the virtual chassis matches the information included in the
neighbor discovery request, the neighbor discovery request
acknowledgment.

In a third implementation, alone or 1n combination with
one or more of the first and second 1mplementations, the
neighbor discovery request includes information identifying
the virtual chassis, information identifying the different
network device, and information identifying a network
interface of the different network device, wherein the neigh-
bor discovery request acknowledgment includes information
identifving the network device and mnformation i1dentifying
the network interface of the network device.

In a fourth implementation, alone or 1n combination with
one or more of the first through third implementations,
causing the network interface of the network device to be
converted to the virtual chassis mterface to facilitate the
network device being included 1n the virtual chassis com-
prises causing a virtual chassis manager module of the
network device to send the conversion command to a chassis
manager module of the network device to cause the chassis
manager module to convert the network interface into the
virtual chassis interface.

In a fifth implementation, alone or 1 combination with
one or more of the first through fourth implementations,
process 700 includes communicating, via the virtual chassis
interface, virtual chassis specific control tratlic with the
different network device.

In a sixth implementation, alone or 1n combination with
one or more ol the first through fifth 1mplementations,
process 700 includes communicating, via the virtual chassis
interface, with the difterent network device to facilitate the
network device being assigned a role 1n the virtual chassis.

Although FIG. 7 shows example blocks of process 700, 1n
some 1mplementations, process 700 may include additional
blocks, fewer blocks, different blocks, or differently
arranged blocks than those depicted 1n FIG. 7. Additionally,
or alternatively, two or more of the blocks of process 700
may be performed in parallel.
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FIG. 8 1s a flow chart of an example process 800 for
automatic formation of a virtual chassis using ZTP. In some
implementations, one or more process blocks of FIG. 8 may
be performed by a network device (e.g., network device
410-1). In some implementations, one or more process
blocks of FIG. 8 may be performed by another device or a
group ol devices separate from or including the network
device, such as another network device (e.g., network device
410-2, network device 410-N, and/or the like), a bootstrap
device (e.g., bootstrap device 420), and/or the like.

As shown 1n FIG. 8, process 800 may include generating
a neighbor discovery request (block 810). For example, the
network device (e.g., using processor 310, memory 515,
storage component 520, input component 525, output com-
ponent 530, communication interface 533, input component
5355, switching component 560, output component 565,
controller 570, and/or the like) may generate a neighbor
discovery request, as described above.

As further shown i FIG. 8, process 800 may include
causing a particular network device of a virtual chassis to
send the neighbor discovery request to an additional network
device that 1s not included 1n the virtual chassis (block 820).
For example, the network device (e.g., using processor 510,
memory 5135, storage component 520, input component 5235,
output component 530, communication interface 335, input
component 335, switching component 560, output compo-
nent 565, controller 570, and/or the like) may cause a
particular network device of a virtual chassis to send the
neighbor discovery request to an additional network device
that 1s not included 1n the virtual chassis, as described above.

As further shown i FIG. 8, process 800 may include
receiving a neighbor discovery request acknowledgment
from the additional network device (block 830). For
example, the network device (e.g., using processor 510,
memory 515, storage component 520, input component 5235,
output component 530, communication interface 335, input
component 555, switching component 560, output compo-
nent 565, controller 570, and/or the like) may receive a
neighbor discovery request acknowledgment from the addi-
tional network device, as described above.

As further shown i FIG. 8, process 800 may include
determining, based on the neighbor discovery request
acknowledgment, that the additional network device 1s to be
included 1n the virtual chassis (block 840). For example, the
network device (e.g., using processor 510, memory 5185,
storage component 520, imnput component 525, output com-
ponent 530, communication interface 335, input component
555, switching component 560, output component 565,
controller 570, and/or the like) may determine, based on the
neighbor discovery request acknowledgment, that the addi-
tional network device 1s to be included 1n the virtual chassis,
as described above.

As further shown i FIG. 8, process 800 may include
causing a network interface of the particular network device
to be converted to a virtual chassis interface (block 850). For
example, the network device (e.g., using processor 510,
memory 515, storage component 520, input component 525,
output component 330, communication interface 535, input
component 555, switching component 560, output compo-
nent 565, controller 570, and/or the like) may cause a
network interface of the particular network device to be
converted to a virtual chassis interface, as described above.

As further shown i FIG. 8, process 800 may include
causing a network interface of the additional network device
to be converted to a virtual chassis interface (block 860). For
example, the network device (e.g., using processor 510,
memory 5135, storage component 520, input component 5235,
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output component 530, communication interface 533, input
component 535, switching component 560, output compo-
nent 565, controller 570, and/or the like) may cause a
network 1nterface of the additional network device to be
converted to a virtual chassis interface, as described above.

Process 800 may include additional implementations,
such as any single implementation or any combination of
implementations described below and/or 1n connection with
one or more other processes described elsewhere herein.

In a first implementation, the particular network device 1s
connected to the additional network device via a link that
connects the network interface of the particular network
device to the network interface of the additional network
device.

In a second implementation, alone or 1n combination with
the first implementation, causing a network interface of the
additional network device to be converted to a virtual
chassis interface comprises causing the particular network
device to send a conversion request to the additional net-
work device; recerving, from the particular network device,
a conversion request acknowledgment that was generated by
the additional network device; causing, after recerving the
conversion request acknowledgment, the particular network
device to send a conversion command to the additional
network device; and determiming, after causing the particu-
lar network device to send the conversion command to the
additional network device, that the virtual chassis includes
the additional network device.

Although FIG. 8 shows example blocks of process 800, 1n
some 1mplementations, process 800 may include additional
blocks, fewer blocks, different blocks, or differently
arranged blocks than those depicted 1n FIG. 8. Additionally,
or alternatively, two or more of the blocks of process 800
may be performed in parallel.

The 1foregoing disclosure provides illustration and
description, but 1s not intended to be exhaustive or to limait
the implementations to the precise forms disclosed. Modi-
fications and variations may be made 1n light of the above
disclosure or may be acquired from practice of the imple-
mentations.

As used herein, the term traflic or content may include a
set of packets. A packet may refer to a communication
structure for communicating information, such as a protocol
data unit (PDU), a network packet, a datagram, a segment,
a message, a block, a cell, a frame, a subirame, a slot, a
symbol, a portion of any of the above, and/or another type
of formatted or unformatted unit of data capable of being
transmitted via a network.

As used herein, the term “component™ 1s 1ntended to be
broadly construed as hardware, firmware, and/or a combi-
nation of hardware and software.

As used herein, satistying a threshold may, depending on
the context, refer to a value being greater than the threshold,
more than the threshold, higher than the threshold, greater
than or equal to the threshold, less than the threshold, fewer
than the threshold, lower than the threshold, less than or
equal to the threshold, equal to the threshold, or the like.

It will be apparent that systems and/or methods described
herein may be implemented 1n different forms of hardware,
firmware, or a combination of hardware and software. The
actual specialized control hardware or software code used to
implement these systems and/or methods 1s not limiting of
the implementations. Thus, the operation and behavior of the
systems and/or methods are described herein without refer-
ence to specilic software code—it being understood that
software and hardware can be designed to implement the
systems and/or methods based on the description herein.
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Even though particular combinations of features are
recited in the claims and/or disclosed in the specification,

these combinations are not intended to limit the disclosure of

various 1mplementations. In fact, many of these features
may be combined in ways not specifically recited i the
claims and/or disclosed in the specification. Although each
dependent claim listed below may directly depend on only
one claim, the disclosure of wvarious implementations
includes each dependent claim in combination with every
other claim in the claim set.

No element, act, or instruction used herein should be
construed as critical or essential unless explicitly described
as such. Also, as used herein, the articles “a” and ““‘an’ are
intended to include one or more items, and may be used
interchangeably with “one or more.” Further, as used herein,
the article “the” 1s mtended to include one or more i1tems
referenced in connection with the article “the” and may be
used interchangeably with “the one or more.” Furthermore,
as used herein, the term “set” 1s intended to include one or
more items (e.g., related items, unrelated 1tems, a combina-
tion of related and unrelated items, etc.), and may be used
interchangeably with “one or more.” Where only one 1tem 1s
intended, the phrase “only one” or similar language 1s used.
Also, as used herein, the terms “has,” “have,” “having,” or
the like are intended to be open-ended terms. Further, the
phrase “based on” 1s intended to mean “‘based, at least in
part, on” unless explicitly stated otherwise. Also, as used
herein, the term “or” 1s intended to be inclusive when used
in a series and may be used interchangeably with “and/or,”

unless explicitly stated otherwise (e.g., if used in combina-
tion with “either” or “only one of”).

What 1s claimed 1s:
1. A method, comprising:
receiving, by a provisioning manager (PM) module of a
network device, a bootstrap response message that
includes primary mformation,
wherein the primary imformation includes information
identitying a virtual chassis and information indicat-
ing an additional network device to be included in
the virtual chassis;
causing the PM module of the network device to send
the primary information concerning the virtual chas-
s1s to a virtual chassis manager (VCM) module of the
network device:
determining, by the VCM module of the network device
and based on the primary information concerming the
virtual chassis, that the network device 1s connected to
the additional network device,
wherein the network device 1s connected to the addi-
tional network device via a link between a network
interface of the network device and a network inter-
face of the additional network device:; and
causing the network interface of the network device to be
converted to a virtual chassis interface and the network
interface of the additional network device to be con-
verted to a wvirtual chassis interface to enable the
network device and the additional network device to be
included 1n the virtual chassis.
2. The method of claim 1, wherein the primary informa-
tion concerning the virtual chassis includes at least one of:
information identifying the virtual chassis;
information 1dentifying a mode of the virtual chassis; or
information identifying a respective role of the network
device and the additional network device to be included
in the virtual chassis.
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3. The method of claim 1, wherein determining that the
network device 1s connected to the additional network
device comprises:

sending, via the link, a neighbor discovery request to the

additional network device;

recerving, via the link and after sending the neighbor

discovery request to the additional network device, a
neighbor discovery request acknowledgment from the
additional network device; and

determining, based on the neighbor discovery request
acknowledgment and the primary information concemn-
ing the virtual chassis, that the network device 1s
connected to the additional network device via the link.

4. The method of claim 1, wherein causing the network
interface of the network device to be converted to the virtual
chassis interface comprises:

sending a conversion command to a chassis manager

module of the network device to cause the chassis
manager module to convert the network interface of the
network device to the virtual chassis interface.

5. The method of claim 1, wherein causing the network
interface of the additional network device to be converted to
the virtual chassis interface comprises:

sending, via the link, a conversion request to the addi-

tional network device;

receiving, via the link and after sending the conversion

request to the additional network device, a conversion
request acknowledgment from the additional network
device; and
sending, via the link and after receiving the conversion
request acknowledgment from the additional network
device, a conversion command to the additional net-
work device to cause the additional network device to
convert the network interface of the additional network
device to a virtual chassis interface.
6. The method of claim 1, further comprising;:
communicating, via the virtual chassis interface of the
network device and a virtual chassis interface of the
additional network device, virtual chassis specific con-
trol tratlic with the additional network device; and

determinming, based on communicating the virtual chassis
specific control traflic with the additional network
device, that the virtual chassis includes the network
device and the additional network device.
7. The method of claim 1, further comprising:
determining that the virtual chassis includes the network
device and the additional network device; and

sending, after determining that the virtual chassis includes
the network device and the additional network device,
a report concerning a status of the virtual chassis to a
server device.

8. The method of claim 7, wherein the report concerning,
the status of the virtual chassis indicates that the virtual
chassis 1s partially formed or that the virtual chassis 1s fully
formed.

9. The method of claim 1, further comprising;:

communicating, via the virtual chassis interface of the

network device and the virtual chassis interface of the
additional network device, with the additional network
device; and

determining, based on communicating with the additional

network device, respective roles for the network device
and the additional network device 1n the virtual chassis.

10. A network device, comprising:

one or more memories; and

one or more processors to:
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receive, by a provisioning manager (PM) module of the
network device, a bootstrap response message that
includes primary information;
wherein the primary information includes informa-
tion 1dentifying a virtual chassis and imnformation
indicating a different network device to be
included 1n the virtual chassis;
cause the PM module of the network device to send the
primary information concerning the virtual chassis to
a virtual chassis manager module of the network
device;
recelve, via a network interface of the network device,
a neighbor discovery request from the different net-
work device;
send, via the network intertace of the network device
and after receiving the neighbor discovery request, a
neighbor discovery request acknowledgment;
recelve, via the network interface of the network device
and after sending the neighbor discovery request
acknowledgment, a conversion request from the dif-
ferent network device;
send, via the network intertface of the network device
and after receiving the conversion request, a conver-
s1on request acknowledgment;
recelve, via the network interface of the network device
and after sending the conversion request acknowl-
edgment, a conversion command from the different
network device; and
cause, based on the conversion command, the network
interface of the network device to be converted to a
virtual chassis interface to {facilitate the network
device being included 1n the virtual chassis.

11. The network device of claim 10, wherein the one or
more processors, when sending the neighbor discovery
request acknowledgment, are to:

determine that the information identifying the wvirtual

chassis matches mformation included in the neighbor
discovery request; and

send, based on determining that the information 1dentify-

ing the virtual chassis matches the information included
in the neighbor discovery request, the neighbor discov-
ery request acknowledgment.

12. The network device of claim 10, wherein the neighbor
discovery request includes information 1dentifying the vir-
tual chassis, information i1dentifying the different network
device, and information identifying a network interface of
the different network device,

wherein the neighbor discovery request acknowledgment

includes information identitying the network device
and information identifying the network interface of the
network device.

13. The network device of claim 10, wherein the one or
more processors, when causing the network interface of the
network device to be converted to the virtual chassis iter-
face to facilitate the network device being included in the
virtual chassis, are to:

cause the virtual chassis manager module of the network

device to send the conversion command to a chassis
manager module of the network device to cause the
chassis manager module to convert the network inter-
face into the virtual chassis interface.

14. The network device of claim 10, wherein the one or
more processors are further to:

communicate, via the virtual chassis interface, virtual

chassis specific control traflic with the different net-
work device.
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15. The network device of claim 10, wherein the one or
more processors are further to:

communicate, via the virtual chassis interface, with the

different network device to {facilitate the network
device being assigned a role 1n the virtual chassis.

16. The network device of claim 10 wherein the primary
information concerning the virtual chassis includes at least
one of:

information i1dentifying a mode of the virtual chassis; or

information 1dentifying a respective role of the network

device and the different network device to be included
in the virtual chassis.

17. A non-transitory computer-readable medium storing
instructions, the instructions comprising:

one or more instructions that, when executed by one or

more processors ol a master routing network device of
a virtual chassis, cause the one or more processors to:
receive, by a provisioming manager (PM) module of the
master routing network device, a bootstrap response
message that includes primary information,
wherein the primary information includes informa-
tion 1dentitying the virtual chassis and information
indicating an additional network device to be
included 1n the virtual chassis;
cause the PM module of the master routing network
device to send the primary information concerning
the virtual chassis to a virtual chassis manager mod-
ule of the master routing network device;
generate a neighbor discovery request;
cause a particular network device of the virtual chassis
to send the neighbor discovery request to the addi-
tional network device that 1s not included in the
virtual chassis;
receive a neighbor discovery request acknowledgment
from the additional network device;
determine, based on the neighbor discovery request
acknowledgment, that the additional network device
1s to be included 1n the virtual chassis;
cause a network interface of the particular network
device to be converted to a virtual chassis interface;
and
cause a network interface of the additional network
device to be converted to a virtual chassis interface.

18. The non-transitory computer-readable medium of
claim 17, wherein the particular network device 1s connected
to the additional network device via a link that connects the
network interface of the particular network device to the
network interface of the additional network device.

19. The non-transitory computer-readable medium of
claim 17, wherein the one or more instructions, that cause
the one or more processors to cause the network interface of
the additional network device to be converted to the virtual
chassis interface, cause the one or more processors 1o:

cause the particular network device to send a conversion

request to the additional network device;

recerve, from the particular network device, a conversion

request acknowledgment that was generated by the
additional network device;
cause, after receiving the conversion request acknowledg-
ment, the particular network device to send a conver-
siton command to the additional network device; and

determine, after causing the particular network device to
send the conversion command to the additional net-
work device, that the virtual chassis includes the addi-
tional network device.
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