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SYSTEMS AND METHODS FOR
AUTOMATED GROUND HANDLING OF
AERIAL VEHICLES

BACKGROUND

Aernal vehicles typically require handling that 1s meticu-
lous and precise. However, manual handling of aerial
vehicles can be diflicult, time consuming, and can often lead
to damage of the aerial vehicle. For example, various
components such as pitot tubes and wings can be damaged,
calibrated sensors can be 1inadvertently moved thereby
requiring recalibration, connectors can become dislodged,
ctc. Further, the aenal vehicles can be unknowingly sub-
jected to forces and torques that may compromise the
structural integrity of the aerial vehicle.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A, 1B, and 1C are block diagrams of an exem-
plary automated aerial vehicle ground handling system, in
accordance with embodiments of the present disclosure.

FIG. 2 1s an 1llustration of an exemplary section of track,
in accordance with embodiments of the present disclosure.

FIGS. 3A and 3B are illustrations of an exemplary robot,
in accordance with embodiments of the present disclosure.

FI1G. 4 1s an illustration of an exemplary aerial vehicle, in
accordance with embodiments of the present disclosure.

FIG. 5 15 a flow diagram of an exemplary automated
ground handling process for aerial vehicles, 1n accordance
with embodiments of the present disclosure.

FIG. 6 1s a flow diagram of an exemplary congestion
mitigation process 1n the automated ground handling of
aerial vehicles, 1n accordance with embodiments of the
present disclosure.

FIG. 7 1s a tflow diagram of an exemplary process for
upgrading a facility with an automated ground handling
system for aerial vehicles, in accordance with embodiments
of the present disclosure.

FIG. 8 1s an exemplary automated aerial vehicle ground
handling control system, in accordance with embodiments
of the present disclosure.

FIG. 9 1s an exemplary computing system, 1n accordance
with embodiments of the present disclosure.

DETAILED DESCRIPTION

As 1s set forth 1in greater detail below, embodiments of the
present disclosure are generally directed to systems and
methods for the automated ground handling of aeral
vehicles such as unmanned aerial vehicles (UAV). Embodi-
ments of the present disclosure can provide a plurality of
robots operating on a continuous track (e.g., a robotic rail)
to facilitate automated ground handling of aerial vehicles.
The continuous track can form a closed loop, and various
aerial vehicle handling stations can be disposed along the
continuous track. Upon landing of an aerial vehicle, a robot
can be dispatched to engage the aernal vehicle and can
transport the aerial vehicle between the various aerial
vehicle handling stations via the continuous track. Accord-
ingly, a portion of the continuous track can be located
outdoors to access landing and takeoll areas and a portion of
the continuous track can be located indoors, where certain
aerial vehicle handling stations may be located. Further, a
control system can control the navigation and routing of the
plurality of robots to effectively manage the handling of
multiple aenial vehicles via the continuous track.
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2

As described herein, the automated aerial vehicle han-
dling system can include a plurality of robots operating on
a continuous closed loop track that can transport an aerial
vehicle between a plurality of aerial vehicle handling sta-
tions disposed along the continuous closed loop track. The
robots can include a carriage portion configured to engage
the continuous closed loop track and a robotic arm having
multiple degrees of freedom (e.g., 6 degrees of freedom—
translation along the X-axis, Y-axis, and Z-axis and rotation
about the X-axis, Y-axis, and Z-axis) configured to engage,
mampulate, and orient the aerial vehicles 1 various poses.
(Given the precision and accuracy provided by the robotic
arm, the continuous track provided by embodiments of the
present disclosure do not require the precision and accuracy
traditionally required 1n robotic track systems, which are
typically limited to linear, high-precision lengths of track.
Accordingly, the continuous closed loop track according to
embodiments of the present disclosure can incorporate turns,
curves, changes in elevation, etc. This can provide a closed
loop track. The closed loop design can allow robots to
navigate the continuous track without having to backtrack
along the track, which can facilitate the operation of multiple
robots simultaneously for the ground handling of multiple
aerial vehicles through the various aerial vehicle handling
stations, 1n parallel. The various aerial vehicle handling
stations can include, for example, a landing area, an ispec-
tion station, a payload station, a maintenance station, a
power station, a storage area, a takeoll area, a robot queuing
area, a ground station equipment area, etc.

For example, upon landing of an aenal vehicle, the
vehicle type can be determined, and sensor information can
be analyzed to determine a ground handling worktlow for
the aerial vehicle. The workflow can include a sequenced
order of the various aerial vehicle handling stations to define
how the ground handling process for the aernal vehicle 1s to
proceed. The sequenced order of the aerial vehicle handling
stations can be dictated by the design of the aerial vehicle,
as well as sensor mnformation provided by the aerial vehicle,
to provide a logical worktlow based on that design. For
example, an aenal vehicle’s design may require that its
battery be removed before the payload can be accessed,
while other aerial vehicles may require the payload to first
be accessed before accessing the battery, etc. Accordingly,
the workflow can vary depending on the vehicle type of the
aerial vehicle and can dictate the order in which the handling
stations are to be visited by the aerial vehicle. Additionally,
certain sensor information can also be used to determine the
ground handling workflow of the aerial vehicle. For
example, 11 the aerial vehicle experienced a collision, the
ground handling workflow may first require 1mspection of
the aerial vehicle. Other sensor information, such as battery
charge level, can also be utilized to determine, for example,
whether the aerial vehicle should be recharged at a power
station. Based on the workflow for the aerial vehicle, a robot
can be dispatched to navigate, via the continuous track, to
the landing area to engage the aerial vehicle and then
transport the aerial vehicle, via the continuous track, to the
next aerial vehicle handling station in accordance with the
workflow associated with the aerial vehicle.

According to certain embodiments of the present disclo-
sure, the continuous track and the aerial vehicle handling
stations can be designed 1n a modular fashion such that the
track and the location of stations along the track can be
moved and/or removed to accommodate changing needs/
requirements, different vehicle types, the worktlow of cer-
tain aerial vehicles, changing workflows for vehicles, etc.
For example, the continuous track can be lengthened,
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changed 1n shape, etc. and the position and location of the
ground handling stations can be changed, added, removed,
ctc. along the continuous track. While the robot 1s perform-
ing the ground handling of the aerial vehicle, a second aerial
vehicle may land and a second robot may be dispatched to
perform ground handling of the second aerial vehicle, 1n a
similar fashion. Accordingly, embodiments of the present
disclosure can facilitate the automated ground handling of
multiple aerial vehicles, in parallel. According to certain
aspects of the present disclosure, multiple types of robots
can operate on the continuous track simultaneously to facili-
tate ground handling of multiple vehicle types and/or dii-
ferent ground handling worktlows at the same time.

According to certain embodiments of the present disclo-
sure, the continuous track can also include a switching
network that can control access to bypass track segments
and pull-ofl zones. Bypass track segments can expedite
ground handling of aerial vehicles by allowing robots to take
a more eihicient routing and skip certain aerial vehicle
handling stations that are not required 1n the workilow of the
aerial vehicle. This can be determined, for example, based
on sensor information and/or workilows for specific vehicle
types (e.g., different vehicle types may require diflerent
ground handling workflows). Pull-ofl zones can be utilized
to prevent a problematic robot from shutting down the
system. For example, an inoperable robot can cause con-
gestion by preventing robots behind the robot to progress.
Accordingly, the ioperable robot can be navigated to a
pull-oil zone so that the robots behind the problematic robot
can proceed. Pull-ofl zones can also be utilized when
different vehicle types with different worktlows are being
processed and may require certain vehicles types to pass
other vehicle types at certain ground handling stations.

Preferably, a single robot can engage an aerial vehicle
upon landing and perform the entire ground handling work-
flow from landing through to takeoil or storage so that there
would be no handoil of the aerial vehicle between diflerent
automated systems. This can reduce the time and complexity
of ground handling, as well as reduce the risk of damages to
the aerial vehicle.

Another embodiment of the present disclosure can pro-
vide a method for upgrading an existing facility with a
system for automated handling of aerial vehicles. For
example, an existing facility can be retrofitted to include a
continuous track on which a plurality of robots can operate
to facilitate ground handling of the aenal vehicle between
various aerial vehicle handling stations. According to certain
embodiments, the continuous track can be routed through
existing doors of the facility, and the track can be custom-
ized (e.g., lengthened, reshaped, etc.) to accommodate the
design of the facility.

Another embodiment of the present disclosure can pro-
vide a plurality of closed loop continuous tracks. In this
embodiment, each closed loop continuous track can be
designed to process a respective phase 1n the ground han-
dling process of the vehicles being processed. Accordingly,
robots can operate on each of the closed loop continuous
tracks and facilitate ground handling for each respective
phase of the ground handling process of vehicles on each
respective closed loop continuous track. Once the respective
ground handling phase has been completed, the robot can
transier/hand-ofl the vehicle to a robot operating on the next
closed loop continuous track so that the next phase in the
ground handling process can be performed. This transier/
hand-off can be repeated until the entire ground handling
process 1s completed.
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Although embodiments of the present disclosure are
described primarily with respect to aerial vehicles, embodi-
ments of the present disclosure can be applicable to any
other types of vehicles that can benefit from automated
handling thereof, such as, for example, unmanned aerial
vehicles, ground based vehicles, autonomous ground based
Veﬁ_licf.esj water based Vehlcles unmanned water based
vehicles, etc.

FIGS. 1A, 1B, and 1C are block diagrams of an exem-
plary automated aerial vehicle ground handling system 100
in accordance with embodiments of the present disclosure.
For example, automated aerial vehicle ground handling
system 100 can provide ground handling of aerial vehicles
160 at any facility. For example, the facility can include an
airport, a hangar, a maintenance facility, etc. Preferably,
automated aerial vehicle ground handling system 100 can
provide ground handling at a fulfillment center type facility
where aerial vehicles 160 may be used for delivery of a
payload (e.g., package, etc.). As shown in FIGS. 1A, 1B, and
1C, aenal vehicle 160-1 may have landed, aenal vehicles
160-2 and 160-3 may be performing approaches for landing,
aerial vehicles 160-6 and 160-7 may be undergoing the
ground handling process, aerial vehicle 160-4 may have
completed the ground handling process and is preparing for
takeoll, and aerial vehicle 160-5 may have completed the
ground handhng process and has taken of

As shown 1 FIGS. 1A, 1B, and 1C, automated aerial
vehicle ground handling system 100 can include continuous
track 102, robots 110, robot queuing area 112, landing area
120, takeofl areas 130, acrial vehicle handling stations 140,
and control system 150. FIGS. 1A, 1B, and 1C also show
aerial vehicles 160 that are being processed by automated
aerial vehicle ground handling system 100. As shown 1n
FIGS. 1A, 1B, and 1C, aenial vehicle handling stations 140
can be disposed along continuous track 102 such that robots
110 can transport aerial vehicles 160 to one or more of aerial
vehicle handling stations 140 for ground handling. Accord-
ing to certain embodiments, aerial vehicle handling stations
140 can be disposed on both sides of continuous track 102
to 1increase parallel handling of aerial vehicles 160, thereby
resulting 1n higher throughput. Robots 110 and aenal
vehicles 160 may be 1n communication with control system
150 through network 104. Although automated aerial
vehicle ground handling system 100 1s shown having an
oval-shaped continuous track 102 with a certain number of
robots 110 and aenal vehicle handling stations 140, con-
tinuous track 102 can be of any shape, and automated aerial
vehicle ground handling system 100 can include any number
and type of robots 110 and aerial vehicle handling stations
140. For example, continuous track 102 can have different
clevations (e.g., FIG. 1C shows continuous track 102 having
different elevations), shapes, curves, etc. to facilitate opera-
tion and navigation of robots 110 on continuous track 102
between landing area 120, takeoil areas 130, and aenal
vehicle handling stations 140. Additionally, numerous types
of robots 110 can operate on automated aerial vehicle
ground handling system 100 simultaneously, e.g., to handle
ground handling of different vehicle types, etc. Further,
automated aerial vehicle ground handling system 100 can be
designed 1n a modular fashion such that automated aerial
vehicle ground handling system 100 can be easily modified
(e.g., the design, length, etc. of continuous track 102 can be
changed and/or the number, placement, etc. of aerial vehicle
handling stations 140 can be changed) to accommodate any
changing needs, different vehicle types, and/or requirements
of the ground handling facility. As shown in FIGS. 1A, 1B,

and 1C, a portion of continuous track 102 can be disposed
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in an outdoor environment such that landing areas 120 and
takeofl areas 130 are located adjacent to a portion of
continuous track 102, and another portion of continuous
track 102 can be disposed in an indoor environment (e.g.,
hangar, fulfillment center, etc.) where aerial vehicle handling
stations 140 are located to perform certain ground handling
operations.

In operation, as aerial vehicle 160-1 1s making an
approach to land (or after 1t has landed), automated aerial
vehicle ground handling system 100 can determine that
aerial vehicle 160-1 1s performing a landing and robot 110-1
can be dispatched (e.g., from robot queuwing area 112) to
landing area 120 to engage aerial vehicle 160-1. Alterna-
tively, robot 110-1 can be dispatched to engage another
aerial vehicle 160 at any one of aerial vehicle handling
stations 140. Once aerial vehicle 160-1 1s 1dentified, a
vehicle type of aerial vehicle 160-1 can be determined and
certain sensor information can be received from aenal
vehicle 160-1. This allows a ground handling workflow
associated with aenal vehicle 160-1 to be determined. The
workilow can include a sequential order indicating how
ground handling of aerial vehicle 160-1 1s to be performed.
For example, the design of a vehicle type may dictate that
certain actions are to be performed before other operations
can be performed. For example, some aerial vehicles may
require that the battery be removed for an operator to be able
to access the payload area or perform certain maintenance.
Alternatively, for other aenal vehicles, 1t may be preferable
to first perform certain maintenance prior to removing the
battery, etc. Additionally, certain sensor information can also
be used to determine the ground handling workiflow of aerial
vehicle 160-1. The sensor information can include sensor
information provided from sensors on aerial vehicle 160-1,
as well as sensor information from sensors included in
automated aerial vehicle ground handling system 100. For
example, 11 aerial vehicle 160-1 experienced a collision,
sensor information indicating the collision can be provided
to automated aerial vehicle ground handling system 100, and
the ground handling workflow may first require 1nspection
of aerial vehicle 160-1. Other sensor information, such as
battery charge level, can also be utilized to determine, for
example, whether aerial vehicle 160-1 should be recharged
at a power station, etc. According to certain aspects, auto-
mated aerial vehicle ground handling system 100 can also
include sensors, such as imaging sensors (e.g., thermal,
optical, etc.), and sensor information from these sensors can
be also utilized to facilitate ground handling of aerial vehicle
160-1. For example, the imaging sensors can detect a
thermal runaway and/or a fire condition on aerial vehicle
160-1 and robot 110 (which can optionally be equipped with
fire-fighting capabilities) can be dispatched to attend to the
fire situation associated with incoming aerial vehicle 160-1.
The workflow can therefore specity which aerial vehicle
handling stations 140 are to be visited and the order 1n which
aerial vehicle handling stations 140 are to be visited.

After robot 110-1 has engaged aenal vehicle 160-1 and
ne worktlow associated with aernal vehicle 160-1 has been
etermined, robot 110-1 can transport aerial vehicle 160-1 to
ne various aerial vehicle handling stations 140 1n accor-
ance with the workflow. According to certain exemplary
embodiments, aerial vehicle handling stations 140 can
include, for example, landing area 120, ispection station
140-1, payload station 140-5, maintenance station 140-7,
power station 140-4, storage arca 140-6, takeofl area 130,
robot queuing area 112, ground station equipment area
140-3, etc. Other areas can also be included along continu-
ous track 102, such as a robot maintenance area, etc. For
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example, after robot 110-1 engages aerial vehicle 160-1 at
landing area 120, robot 110-1 can transport aerial vehicle
160-1 to inspection station 140-1. Next, robot 110-1 may
transport aerial vehicle 160-1 to maintenance station 140-7,
power station 140-4, and/or payload station 140-5. If aerial
vehicle 160-1 1s to perform another mission after ground

handling 1s complete, robot 110-1 may transport aerial
vehicle 160-1 to takeoll area 130. Alternatively, robot 110-1
may transport aerial vehicle 160-1 to storage area 140-6.
According to certain aspects, aerial vehicles 160 can be
stored on continuous track 102. Preferably, robot 110-1 1s
engaged with aerial vehicle 160-1 throughout the entire
ground handling procedure of aerial vehicle 160-1 and does
not transier aerial vehicle 160-1 to another robot 110. This
can reduce the complications and risks associated with
handofls between various systems and mitigate the risk of
damaging aerial vehicle 160-1.

Additionally, robot 110-1 can continuously track and log
the progress of aerial vehicle 160-1 through the ground
handling process. For example, robot 110-1 can store the
type of mspection performed, results of the mspection, any
maintenance performed, whether aerial vehicle 160-1 had
performed a successtul delivery, battery charge condition,
etc. This information can optionally be provided to control
system 150 as feedback so that control system 150 can keep
track of aernial vehicles 160 being processed by automated
aerial vehicle ground handling system 100. Additionally, this
information can be logged such that 1f the ground handling
process 1s 1nterrupted, aerial vehicle 160 1s placed into
storage, aerial vehicle 160 1s sent on another mission prior
to completing all tasks, etc., a record of the ground handling
performed and additional ground handling to be performed
can be efliciently ascertained, and ground handling of aerial
vehicle 160 can resume. Alternatively, this information can
be utilized to adjust workilows and the operation of auto-
mated aernial vehicle ground handling system 100 to further
increase throughput and more eflicient ground handling of
aerial vehicles 160. For example, 11 certain aerial vehicle
handling stations 140 are taking significantly more or less
time to process aerial vehicles, the workilow can be adjusted
for the unexpected durations at the identified aerial vehicle
handling station 140.

According to certain embodiments of the present disclo-
sure, acrial vehicle handling stations 140 of automated aerial
vehicle ground handling system 100 may be arranged in
view ol the workilow of a certain vehicle type that 1s
primarily serviced by automated aernal vehicle ground han-
dling system 100. For example, aenial vehicle handling
stations 140 can be laid out 1n a logical sequential flow
according to the worktlow associated with the vehicle type
that 1s primarily being serviced. Alternatively, aenal vehicle
handling stations 140 can be implemented in a modular
fashion, such that the placement and location of aerial
vehicle handling stations 140 can be changed to different
locations and/or positions along continuous track 102. Addi-
tionally, this can allow certain aerial vehicle handling sta-
tions 140 to be removed and/or added as the needs and/or
requirements ol automated aerial vehicle ground handling
system 100 change.

According to embodiments of the present disclosure,
while robot 110-1 1s engaged with aenal vehicle 160-1 and
performing the ground handling operations associated with
aerial vehicle 160-1, another aerial vehicle 160-2 may be
performing an approach for landing. Similarly, another robot
(e.g., 110-4) can be dispatched from robot queuing area 112
to landing area 120 to engage aerial vehicle 160-2 to perform
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ground handling operations associated with aerial vehicle
160-2, while aenal vehicle 160-1 1s still undergoing ground
handling operations.

As shown 1n FIG. 1B, automated aerial vehicle ground
handling system 100 can optionally include continuous track
102 having two side-by-side parallel tracks 102-1 and 102-2,
bypass track segments 106, and pull-of zones 103. In
implementations where automated aernial vehicle ground
handling system 100 may include parallel tracks 102-1 and
102-2, aenal vehicles being handled via track 102-1 can be
serviced by aerial vehicle handling stations 140 disposed on
one side of continuous track 102 and aerial vehicles being
handled via track 102-2 can be serviced by aerial vehicle
handling stations 140 disposed on the other side of continu-
ous track 102. In such an arrangement, the layout of aerial
vehicle handling stations 140 may be 1dentical on both sides
of continuous track 102. This can allow aerial vehicle
ground handling system 100 to handle a greater number of
aerial vehicles at a time, thereby providing a higher through-
put for aerial vehicle ground handling system 100. Alterna-
tively, a first type of aerial vehicles may be serviced via track
102-1 and a second type of aerial vehicles may be serviced
via track 102-2. Accordingly, aerial vehicle handling stations
140 may be arranged adjacent to and along track 102-1 1n a
configuration specific to the first type of aernial vehicle and
aerial vehicle handling stations 140 may be arranged adja-
cent to and along track 102-2 in a configuration specific to
the second type of aerial vehicle.

Bypass track segments 106 and pull-off zones 103 can
also provide for added efliciencies for aernal vehicle ground
handling system 100. According to certain embodiments of
the present disclosure, bypass track segments 106 can allow
robots to reduce the distance traveled on continuous track
102 by traveling on bypass track segments 106 to bypass
certain unnecessary portions ol continuous track 102. I1 the
workilow does not require aerial vehicle 160 to visit certain
aerial vehicle handling stations 140, robot 110 can travel on
bypass track segments 106 to reduce the distance traveled
and take a more direct route to aerial vehicle handling
stations 140 that are applicable in view of the worktlow. For
example, aenal vehicle 160 may not require 1its battery to be
recharged after every mission. Accordingly, robot 110 that 1s
engaged with aerial vehicle 160 may travel on bypass track
segment 106 to avoid power station 140-4, thereby reducing
the time to complete ground handling processing. Aerial
vehicle ground handling system 100 can include any number
of bypass track segment 106 at various locations to allow
robots 110 to avoid certain aerial vehicle handling stations
140 during ground handling processing of aerial vehicles
160.

Pull-off zones 103 can provide areas for problematic
robots 110 to be temporarily moved to ensure that the
problematic robots do not create a logjam in aerial vehicle
ground handling system 100. For example, 1f one of robots
110 were to become moperable, 1t could create a congestion
point, as other robots 110 operating behind the moperable
robot would no longer be able to progress along continuous
track 102 to perform the ground handling processing for
aerial vehicles 160. In such a circumstance, the moperable
robot can be navigated to a pull-ofl zone 103, thereby
removing the mnoperable robot from the ground handling
path of continuous track 102 and allowing robots 110 behind
the 1moperable robot to pass. Access to bypass track seg-
ments 106 and pull-off zones 103 can be controlled via a
switch network that can be controlled by control system 150.
For example, the switch network can be similar to those
typically employed 1n rail systems, roller coasters, etc.
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Alternatively and/or 1n addition, pull-oif zones 103 and/or
bypass track segments 106 can be utilized to make ground
handling of aerial vehicles more eflicient. For example,
based on feedback information provided by robots 110,
workilows can be adjusted and/or modified. Accordingly,
pull-off zones 103 and/or bypass track segments 106 can be
utilized to implement the adjustments and/or modifications
to the workflow of ground handling of aenial vehicles.
Additionally, pull-off zones 103 and/or bypass track seg-
ments 106 can be utilized where multiple vehicle types are
being serviced simultaneously at a common automated
aerial vehicle ground handling system 100. For example,
pull-oil zones 103 and/or bypass track segments 106 can be
used to accommodate different worktlows of diflerent
vehicle types to allow robots to bypass certain aerial vehicle
handling stations 140 and/or pass other robots that are
performing the ground handling of another aerial vehicle.

FIG. 2 shows an exemplary track section 200 of continu-
ous track 102, in accordance with embodiments of the
present disclosure. As shown in FIG. 2, continuous track 102
can include rails 202, power rail 204, and wireless trans-
ceiver 206. A plurality of track sections 200 can be joined to
form continuous track 102. Although track section 200 1is
shown as a substantially linear section of track, track section
200 can include curves, turns, elevational changes, etc. such
that continuous track 102 can form any three-dimensional
shape. As can be seen 1n FIG. 2, rails 202 can engage
components on robot 110 to facilitate operation of robot 110
on continuous track 102. Further, power rail 204 can mate
with a connector coupled to robot 110 to provide power to
robot 110. For example, power rail 204 can provide 110V,
208V, 240V, 480V, 600V, etc. service to robot 110. Wireless
transceiver 206 can provide two-way communications
between robots 110 and control system 150. For example,
control system 150 can transmit information, such as
instructions, commands, aerial vehicle type, the worktlow
associated with the aerial vehicle being handled, conditions
that may exist (e.g., a congestion condition, etc.) on con-
tinuous track 102, aerial vehicle sensor information, etc. to
robot 110 via wireless transceiver 206. Similarly, robot 110
can transmit information such as location, speed, pose of the
aerial vehicle, sensor information, progress, any errors and/
or faults, etc. to control system 150 via wireless transceiver
206.

FIGS. 3A and 3B show an exemplary robot 110 on
continuous track 102, in accordance with embodiments of
the present disclosure. FIG. 3A shows robot 110 not engaged
with an aerial vehicle while FIG. 3B shows robot 110
engaged with aenal vehicle 160. As shown in FIGS. 3A and
3B, robot 110 can include carriage portion 310 and robotic
arm 320. Robotic arm 320 can engage an aerial vehicle for
handling, and carriage portion 310 can be configured to
engage and operate on continuous track 102, as well as
support robotic arm 320. As shown in FIGS. 3A and 3B,
carriage portion 310 can include base 314, wheels 324, a
power connector, and a wireless transceiver. Base 312 can
support robotic arm 320, while wheels 314 engage rails 202
of continuous track 102 and power connector 316 can mate
with power rail 204 of continuous track 102. Wireless
transceiver can provide a wireless connection with control
system 150 (or other computing systems) to provide two-
way communication with control system 150. For example,
robot 110 can transmit information and data such as location,
speed, pose of the aenal vehicle, sensor information, prog-
ress, any errors and/or faults, etc. to control system 150.
Carriage portion 310 can also include a motor which can be
configured to drive one or more wheels 314.
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As shown 1n FIGS. 3A and 3B, robot 110 can also include
robotic arm 320, which can engage aerial vehicle 160 and
can include a plurality of articulating pivots 322 and grasp-
ing element 326. As shown in FIG. 3B, pivots 322 can
provide six degrees of freedom of movement (e.g., transla-
tion along the X-axis, Y-axis, and Z-axis and rotation about
the X-axis, Y-axis, and Z-axis) and grasping element 326 can
engage aerial vehicle 160. Accordingly, the six degrees of
freedom of movement that can be provided by robotic arm
320 can allow an engaged aerial vehicle to be manipulated
and maneuvered such the aerial vehicle can be oriented 1n
vartous different poses. According to one embodiment,
robotic arm 320 can orient the aenal vehicle 1n a specific
pose for each aenal vehicle handling station 140 for a given
vehicle type. For example, robotic arm 320 may orient the
aerial vehicle to allow easy access to the battery at power
station 140-4. Alternatively and/or 1n addition, robotic arm
320 may orient the aerial vehicle to allow easy access to the
payload at payload station 140-5, or robotic arm 320 may
orient the aerial vehicle to provide easy access based on the
type of maintenance that i1s being performed at maintenance
station 140-7, etc. Further, the precision and accuracy of
movement provided by robotic arm 320 can facilitate opera-
tion on a track or rail system, such as continuous track 102,
that offers less precision than traditional robotic rail systems,
which are typically limited to linear movement.

Robot 110 can also employ a multitude of various sensors
to facilitate autonomous operation. For example, robot 110
can include 1maging sensors (e.g., cameras), speed sensors,
force and torque detectors, laser sensors (e.g., LIDAR),
thermal sensors, radar, thermal sensors, accelerometers,
gyroscopes, radio-irequency identification (RFID) sensors,
etc. to facilitate autonomous operation along continuous
track 102, as well as autonomy in engaging and disengaging,
aerial vehicles with grasping element 326. For example,
aerial vehicles may land, or be oriented 1n various different
poses at each given aerial vehicle handling station, and the
multitude of sensors can facilitate detection of the pose of
the aerial vehicle to allow robot arm 324 to safely and
securely engage the aerial vehicle without damaging the
aerial vehicle.

Optionally, robot 110 can also include other capabilities.
For example, robot 110 can include tanks to store a fire-
fighting foam (e.g., aqueous film-forming foam, etc.), along
with a spray system, that can allow robot 110 to attend to
firefighting situations. Other functionality (e.g., transport of
materials, payloads, security, etc.) can also be provided on
robot 110.

Robot 110 can also include a robot control system, as
discussed 1n further detail below with respect to FIG. 8,
which can control the operation, routing, navigation, com-
munication, etc. of robot 110.

In operation, robot 110 can receive structions and/or
commands to navigate to landing area 120, via continuous
track 102, to engage aernal vehicle 160. Robot 110 may also
be provided with a vehicle type of aenial vehicle 160, certain
sensor information received from aerial vehicle 160, and a
worktlow associated with the vehicle type. Based on the
vehicle type and the worktlow, robotic arm 320 can engage
aerial vehicle 160, using grasping element 326, and robot
110 can transport acrial vehicle 160 to a next aerial vehicle
handling station 140, as provided by the worktlow. Upon
arrival at aerial vehicle handling station 140, robotic arm
320 can orient aerial vehicle 160 1n a pose defined by the
ground handling being performed at aerial vehicle handling
station 140. After all tasks have been completed at aerial
vehicle handling station 140, robot 110 can navigate, via
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continuous track 102, to the next aerial vehicle handling
station 140, as provided by the worktlow. Once all ground
handling processing for aerial vehicle 160 has been com-
pleted, robot 110 can transport aerial vehicle to storage or
takeoll arecas 130 and navigate back to robot queuing area
112. Further, as robot 110 1s facilitating the ground handling
of aerial vehicle 160, other robots 110 may be facilitating the
ground handling of other aenal vehicles 160, 1n parallel.

FIG. 4 1s an illustration of an exemplary aerial vehicle 400
that may have ground handling processing performed by
automated aerial vehicle ground handling system 100, 1n
accordance with embodiments of the present disclosure. As
illustrated, the aenial vehicle 400 can include eight propellers
403-1, 403-2, 403-3, 403-4, 403-5, 403-6, 403-7, 403-8
spaced about the frame 404 of the aerial vehicle. The
propellers 403 may be any form of propeller (e.g., graphite,
carbon fiber) and of a size suflicient to lift the aerial vehicle
400 and any inventory engaged by the aerial vehicle 400 so
that the aernal vehicle 400 can navigate through the air to
deliver the item(s) to a delivery location. While this example
includes eight propellers, in other implementations, more or
tewer propellers may be utilized. Likewise, 1n some 1mple-
mentations, the propellers may be positioned at different
locations on the aerial vehicle 400. In addition, alternative
methods of propulsion may be utilized as “motors” in
implementations described herein. For example, fans, jets,
turbojets, turbo fans, jet engines, internal combustion
engines, and the like may be used (either with propellers or
other devices) to propel the aerial vehicle.

The frame 404 of the aerial vehicle 400 may likewise be
of any suitable material, such as graphite, carbon fiber
and/or aluminum. In this example, the frame 404 of the
aerial vehicle 400 includes four rigid members 405-1, 405-2,
405-3, 405-4, or beams arranged 1n a hash pattern with the
rigid members intersecting and jomned at approximately
perpendicular angles. In this example, rngid members 405-1
and 405-3 are arranged substantially parallel to one another
and are approximately the same length. Rigid members
405-2 and 405-4 are arranged substantially parallel to one
another, yet perpendicular to rigid members 405-1 and
405-3. Rigid members 405-2 and 405-4 are approximately
the same length. In some embodiments, all of the rigid
members 405 may be of approximately the same length,
while 1n other implementations, some or all of the rigid
members may be of different lengths. Likewise, the spacing
and/or orientation between the two sets of rigid members
may be approximately the same or diflerent. Frame 404 can
also include grasping point 407, at which grasping element
326 of robot 110 can engage. For example, grasping point
407 can include a reinforced section that includes an ele-
ment, such as a recess, a hole, an opening, etc. that can
receive and/or mate with grasping element 326 of robot 110.
Grasping point 407 can be remnforced and structured and
designed to prevent damage to aerial vehicle 400 as aerial
vehicle 400 1s engaged, transported, and manipulated by
robot 110.

While the implementation illustrated 1n FIG. 4 includes
four rigid members 405 that are joined to form the frame
404, 1n other implementations, there may be fewer or more
components to the frame 404. For example, rather than four
rigid members, 1n other implementations, the frame 404 of
the aerial vehicle 400 may be configured to include six rigid
members. In such an example, two of the rigid members
405-2, 405-4 may be positioned parallel to one another.
Rigid members 4035-1, 405-3 and two additional rigid mem-
bers on either side of rigid members 405-1, 405-3 may all be
positioned parallel to one another and perpendicular to rigid




US 11,530,052 Bl

11

members 405-5, 405-4. With additional rnigid members,
additional cavities with rigid members on all four sides may
be formed by the frame 404. As discussed further below, a
cavity within the frame 404 may be configured to include an
iventory engagement mechanism for the engagement,
transport and delivery of item(s) and/or containers that
contain item(s).

In some implementations, the aerial vehicle may be
configured to reduce aerodynamic resistance. For example,
an aerodynamic housing may be included on the aerial
vehicle that encloses the aerial vehicle control system 410,
one or more of the rigid members 405, the frame 404 and/or
other components of the aerial vehicle 400. The housing
may be made of any suitable material(s) such as graphite,
carbon fiber, aluminum, titanium, magnesium, fiberglass,
etc. Likewise, 1n some implementations, the location and/or
the shape of the mventory (e.g., item or container) may be
acrodynamically designed. For example, in some implemen-
tations, the mventory engagement mechanism 414 may be
configured such that when the mmventory i1s engaged 1t 1s
enclosed within the frame and/or housing of the aerial
vehicle 400 so that no additional drag is created during
transport of the inventory by the aerial vehicle 400. In other
implementations, the mventory may be shaped to reduce
drag and provide a more acrodynamic design of the aerial
vehicle and the inventory. For example, 11 the inventory 1s a
container and a portion of the container extends below the
aerial vehicle when engaged, the exposed portion of the
container may have a curved shape.

The propellers 403 and corresponding propeller motors,
or other form of propulsion, generally referred to herein as
propulsion mechanisms, are positioned at both ends of each
rigid member 405. The propeller motors may be any form of
motor capable of generating enough speed with the propel-
lers to lift the aerial vehicle 400 and any engaged inventory
thereby enabling aerial transport of the imnventory.

Extending outward from each rigid member 1s a support
arm 406 that 1s connected to a safety barrier 408. In this
example, the safety barrier 1s positioned around and attached
to the aerial vehicle 400 1n such a manner that the motors and
propellers 403 are within the perimeter of the safety barrier
408. The safety barrier may be plastic, rubber, etc. Likewise,
depending on the length of the support arms 406 and/or the
length, number or positioning of the rigid members 403, the
safety barrier may be round, oval, or any other shape.

Mounted to the frame 404 1s the aerial vehicle control
system 410. In this example, the aerial vehicle control
system 410 1s mounted in the middle and on top of the frame
404. The aerial vehicle control system 410 controls the
operation, routing, navigation, communication and the
inventory engagement mechanism of the aerial vehicle 400.

[ikewise, the aerial vehicle 400 includes one or more
power modules 412. In this example, the aerial vehicle 400
includes a power module 412 that are removably mounted to
the frame 404 and configured to provide power to compo-
nents of the aerial vehicle control system and/or other
components of the aerial vehicle. In addition, the 1ndepen-
dent device boards 402-1, 402-2, and 402-3, which are part
of the aerial vehicle control system 410 but i1llustrated herein
for discussion purposes, may also each be coupled to 1nde-
pendent power supplies 412-1, 412-2, and 412-3, respec-
tively. By individually powering each device board, a power
faillure of one power supply will not aflect the power
provided to the other device boards 402. For example, if
power supply 412-1 fails 1t will render device board 402-1
inoperable but will not impact the operation of device boards
402-2 or 402-3.
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The power module(s) for the aerial vehicle may be 1n the
form of battery power, solar power, gas power, super capaci-
tor, fuel cell, alternative power generation source, or a
combination thereol. For example, the power modules 412
may e¢ach be Lithium Polymer (lipo) batteries.

In some i1mplementations, one or more of the power
modules may be configured such that 1t can be autono-
mously removed and/or replaced with another power mod-
ule while the aerial vehicle 1s landed (e.g., at power station
140-4).

As mentioned above, the aerial vehicle 400 also includes
an inventory engagement mechanism 414. The inventory
engagement mechanism may be configured to engage and
disengage items and/or containers that hold items. In this
example, the inventory engagement mechanism 414 1s posi-
tioned within a cavity of the frame 404 that 1s formed by the
intersections of the rigid members 403. In this example, the
inventory engagement mechanism 1s positioned beneath the
aerial vehicle control system 410. In implementations with
additional ngid members, the aerial vehicle may include
additional inventory engagement mechanisms and/or the
inventory engagement mechamsm 414 may be positioned 1n
a different cavity within the frame 404. The inventory
engagement mechamism may be of any size suflicient to
securely engage and disengage containers that contain
inventory. In other implementations, the engagement
mechanism may operate as the container, containing the
inventory item(s) to be delivered. The inventory engagement
mechanism communicates with (via wired or wireless com-
munication) and 1s controlled by the aerial vehicle control
system 410.

While the implementations of the aerial vehicle discussed
herein utilize propellers to achieve and maintain flight, in
other implementations, the aernal vehicle may be configured
in other manners. For example, the aerial vehicle may
include fixed wings and/or a combination of both propellers
and fixed wings. For example, the aerial vehicle may utilize
one or more propellers to enable takeofl and landing and a
fixed wing configuration or a combination wing and propel-
ler configuration to sustain flight while the aerial vehicle 1s
airborne.

FIG. 5 1s a flow diagram of an exemplary process 300 for
automated ground handling of an aenal vehicle (e.g., aerial
vehicle 160), according to embodiments of the present
disclosure. Process 500 can be performed by, for example,
automated aerial vehicle ground handling system 100. As
shown 1n FIG. 5, 1 step 502, the landing and/or location of
an aerial vehicle (e.g., aerial vehicle 160 at landing area 120)
can be determined. The landing can be determined prior to
landing (e.g., based on a scheduled landing, or as the aerial
vehicle 1s making 1ts approach to land) or after the aerial
vehicle has landed. Additionally, a vehicle type of the aerial
vehicle can be determined 1n step 304 and sensor informa-
tion (e.g., from the aerial vehicle or from ground sensors)
and/or feedback information (e.g., from the robots) can be
received 1n step 506. In step 508, a workilow of the aenal
vehicle can be determined based, at least in part, on the
vehicle type, the sensor information, and/or feedback infor-
mation obtained 1n steps 504 and 506. For example, 1f the
aerial vehicle experienced a collision on 1ts last mission, the
workilow may begin with an 1mnspection of the aenal vehicle
(e.g., at inspection station 140-1). Alternatively, if the aerial
vehicle experienced a failed delivery, the workilow may
begin with an unloading of the existing payload and loading
of a new payload (e.g., at payload station 140-5). In another
scenari1o, 1f the aerial vehicle has a nearly depleted battery,
the worktlow may include recharging of the batteries (e.g.,
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at power station 140-4), however, if the aerial vehicle still
has suflicient power for a subsequent mission, the workflow
may omit recharging of the batteries. According to other
aspects, the workflow can be determined based on ground
sensors that may detect an anomaly with the aerial vehicle
and/or the operation of the automated ground handling
system based on feedback information receirved from the
robots. For example, imaging sensors on the ground can
indicate a thermal runaway situation with an aerial vehicle
and 1nstruct a robot to attend to a potential firefighting
situation. According to yet another example, feedback infor-
mation received from the robots operating on the system can
indicate a backlog associated with a certain ground handling
station. In such a situation, subsequently arriving aerial
vehicles can be assigned workilows to avoid the ground
handling station causing delays and/or have the aenal
vehicle visit the ground handling station causing delays later
in 1ts workilow.

In step 510, a robot can be dispatched (e.g., from robot
queuing area 112) and can be navigated to the location where
the aerial vehicle landed (e.g., landing area 120). Alterna-
tively, 1n the event that an aerial vehicle undergoing the
ground handling processing became disengaged from a
robot, or an aerial vehicle 1s being removed from storage,
etc., the robot can be dispatched and navigated to the
location of the aerial vehicle. Once the robot arrives at the
location of the aerial vehicle, the robot can engage the aerial
vehicle (e.g., via grasping element 326), as 1n step 512. The
robot can then transport the aenal vehicle to the next aenal
vehicle handling station, as provided by the worktlow, in
step 514. Optionally, the robot can manipulate the aerial
vehicle such that 1t 1s 1n a preferred pose for the aeral
vehicle handling station. In step 516, 1t can be determined
whether, based on the worktlow, bypass segments can be
utilized to skip certain aerial vehicle ground handling sta-
tions. If bypass segments can be utilized, switches are
activated 1n step 518 to navigate the robot to the bypass
segment. In step 520, the aerial vehicle 1s transported to the
next aerial vehicle handling station for further ground han-
dling. In step 522, it 1s determined whether ground handling
processing of the aerial vehicle 1s complete. In the event that
ground handling processing of the aerial vehicle 1s not
complete, the robot transports the aerial vehicle to the next
aerial vehicle handling station. Otherwise, 1f ground han-
dling processing of the aerial vehicle 1s complete, process
500 terminates.

FIG. 6 1s a flow diagram of an exemplary process 600 for
mitigating congestion 1n the automated ground handling of
an aerial vehicle (e.g., aenial vehicle 160), according to
embodiments of the present disclosure. As shown 1n FIG. 6,
the automated ground handling of aerial vehicles i1s being
performed (e.g., by automated aerial vehicle ground han-
dling system 100), as in step 602. In step 604, 1t 1s deter-
mined 1f any congestion 1s detected (e.g., based on feedback
obtained by the robots processing the ground handling of the
aerial vehicles) in the processing of the automated ground
handling of aenal vehicles. If no congestion 1s detected, the
automated ground handling of aenal vehicles continues. In
the event congestion 1s detected, the problematic robot that
1s the cause of the congestion 1s 1dentified 1n step 606. After
the problematic robot creating the congestion has been
identified, the closest pull-ofl zone can be identified 1n step
608. In step 610, a switch 1s activated to be able to navigate
the problematic robot to the 1dentified pull-off zone. Next, in
step 612, the switch 1s deactivated such that normal ground
handling of aerial vehicles can proceed. Optionally, in
situations where congestion 1s detected, worktlows of the
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aerial vehicles being processed can be modified and work-
flows of incoming aernal vehicles can take the congestion
into consideration to improve efliciency and throughput of
the ground handling of aernial vehicles.

FIG. 7 1s a flow diagram of an exemplary process 700 for
upgrading a facility with an automated ground handling
system for an aerial vehicle (e.g., aernal vehicle 160),
according to embodiments of the present disclosure. As
shown 1 FIG. 7, a closed loop continuous track can be
provided 1n step 702 and ground handling stations can be
provided i step 704. The track can be routed through
existing doors of the facility, as shown 1n step 706, to ensure
that a portion of the track can be located outdoors adjacent
to landing and takeoll areas and to reduce the alterations
necessary to the existing facility. In steps 708 and 710, a
plurality of robots to operate on the closed loop continuous
track can be provided and a control system to control the
automated ground handling system can be provided, respec-
tively. In step 712, the automated ground handling system
for an aerial vehicle can be continuously assessed 11 any
changes are required. For example, certain changes may be
required of the facility in which 1t 1s located. Alternatively,
the automated ground handling system for an aerial vehicle
may need to be changed to accommodate a new vehicle type.
If changes are required, the track and the ground handling
stations of the automated ground handling system for an
aerial vehicle can be modular 1n design such that, 1n step
714, the continuous track can be lengthened, changed 1n
shape, etc. and the position and location of the ground
handling stations can be changed, added, removed, efc.
along the continuous track to easily and efliciently accom-
modate the required changes.

FIG. 8 1s a block diagram illustrating various components
of an exemplary robot control system 800, 1n accordance
with embodiments of the present disclosure.

In various examples, the block diagram may be illustra-
tive of one or more aspects of the robot control system 800
that may be used to implement the various systems and
methods discussed herein and/or to control operation of an
aerial vehicle discussed herein. In the 1llustrated implemen-
tation, the robot control system 800 includes one or more
processors 802, coupled to a memory, €.g., a non-transitory
computer readable storage medium 820, via an input/output
(I/0) 1interface 810. The robot control system 800 also
includes motor controllers 804, such as electronic speed
controls (ESCs) or motor controllers, power modules 806,
robotic arm controller 812 and/or a robot routing system
808. The robot control system 800 further includes a net-
work interface 814, and one or more mput/output devices
816.

In various implementations, the robot control system 800
may be a uniprocessor system including one processor 802,
or a multiprocessor system including several processors 802
(c.g., two, four, eight, or another suitable number). The
processor(s) 802 may be any suitable processor capable of
executing instructions. For example, 1n various implemen-
tations, the processor(s) 802 may be general-purpose or
embedded processors implementing any of a variety of
instruction set architectures (ISAs), such as the x86, Pow-
erPC, SPARC, or MIPS ISAs, or any other suitable ISA. In
multiprocessor systems, each processor(s) 802 may com-
monly, but not necessarily, implement the same ISA.

The non-transitory computer readable storage medium
820 may be configured to store executable instructions, data,
routing instructions, track layout information, aerial vehicle
types, aerial vehicle workflows, and/or data 1tems accessible
by the processor(s) 802. In various implementations, the
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non-transitory computer readable storage medium 820 may
be 1mplemented using any suitable memory technology,
such as static random-access memory (SRAM), synchro-
nous dynamic RAM (SDRAM), nonvolatile/Flash-type
memory, or any other type of memory. In the illustrated
implementation, program instructions and data implement-
ing desired functions, such as those described herein, are
shown stored within the non-transitory computer readable
storage medium 820 as program instructions 822 and data
storage 824, respectively. In other implementations, pro-
gram 1nstructions, data, and/or flight controls may be
received, sent, or stored upon different types of computer-
accessible media, such as non-transitory media, or on similar
media separate from the non-transitory computer readable
storage medium 820 or the robot control system 800. Gen-
erally speaking, a non-transitory, computer readable storage
medium may include storage media or memory media such
as magnetic or optical media, e.g., disk or CD/DVD-ROM,
coupled to the robot control system 800 via the I/O interface
810. Program 1nstructions and data stored via a non-transi-
tory computer readable medium may be transmitted by
transmission media or signals such as electrical, electromag-
netic, or digital signals, which may be conveyed via a
communication medium such as a network and/or a wireless
link, such as may be implemented via the network interface
814.

In one embodiment, the I/O interface 810 may be con-
figured to coordinate I/O traflic between the processor(s)
802, the non-transitory computer readable storage medium
820, and any peripheral devices, the network interface or
other peripheral interfaces, such as imnput/output devices 816.
In some implementations, the I/O interface 810 may perform
any necessary protocol, timing or other data transformations
to convert data signals from one component (e.g., non-
transitory computer readable storage medium 820) into a
format suitable for use by another component (e.g., proces-
sor(s) 802). In some implementations, the I/O interface 810
may 1nclude support for devices attached through various
types of peripheral buses, such as a variant of the Peripheral
Component Interconnect (PCI) bus standard or the Universal
Serial Bus (USB) standard, for example. In some imple-
mentations, the function of the I/O interface 810 may be split
into two or more separate components, such as a north
bridge and a south bridge, for example. Also, 1n some
implementations, some or all of the functionality of the I/O
interface 810, such as an interface to the non-transitory
computer readable storage medium 820, may be incorpo-
rated directly into the processor(s) 802.

The motor controllers 804 may communicate with the
robot routing system 808 and adjust the speed, position,
orientation, or other parameters of each motor, to navigate
the robot along the continuous track.

The robot routing system 808 may include sensors that
can be used to navigate the robot along the continuous track.
The robotic arm controller 812 communicates with the
actuator(s) or motor(s) (e.g., a servo motor) used to manipu-
late, engage, and/or disengage aerial vehicles.

The network interface 816 may be configured to allow
data to be exchanged between the robot control system 800,
other devices attached to a network, such as other computer
systems (e.g., remote computing resources), and/or with
aerial vehicle control systems of other aenal vehicles. For
example, the network interface 814 may enable wireless
communication between the aerial vehicle and an aerial
vehicle control system that 1s implemented on one or more
remote computing resources. For wireless communication,
an antenna of the aerial vehicle or other communication
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components may be utilized. As another example, the net-
work interface 816 may enable wireless communication
between numerous aerial vehicles. In various implementa-
tions, the network interface 814 may support communica-
tion via wireless general data networks, such as a Wi-Fi
network. For example, the network interface 814 may sup-
port communication via telecommunications networks, such
as cellular communication networks, satellite networks, and
the like.

Input/output devices 816 may, in some 1mplementations,
include one or more displays, 1maging sensors (€.g., cam-
eras), speed sensors, force and torque detectors, laser sensors
(e.g., LIDAR), thermal sensors, radar, thermal sensors,
accelerometers, gyroscopes, RFID sensors, etc. Multiple
input/output devices 816 may be present and controlled by
the robot control system 800. One or more of these sensors
may be utilized to mmplement the 1mplementations
described.

As shown 1 FIG. 8, the memory may include program
instructions 822, which may be configured to implement the
example routines and/or sub-routines described herein. The
data storage 824 may include various data stores for main-
taining data items that may be provided for robot navigation,
determining routing of the robot, locating aerial vehicle
locations, locating aerial vehicle handling locations, detect-
ing objects or object types, determining track layout, etc. In
various 1mplementations, the parameter values and other
data illustrated herein as being included 1n one or more data
stores may be combined with other information not
described or may be partitioned differently into more, fewer,
or different data structures. In some implementations, data
stores may be physically located 1n one memory or may be
distributed among two or more memories.

Those skilled i the art will appreciate that the robot
control system 800 1s merely illustrative and 1s not intended
to limit the scope of the present disclosure. In particular, the
computing system and devices may include any combination
of hardware or software that can perform the indicated
functions. The robot control system 800 may also be con-
nected to other devices that are not illustrated, or instead
may operate as a stand-alone system. In addition, the func-
tionality provided by the illustrated components may, in
some 1mplementations, be combined in fewer components
or distributed i additional components. Similarly, in some
implementations, the functionality of some of the 1llustrated
components may not be provided and/or other additional
functionality may be available.

Those skilled 1n the art will also appreciate that, while
various 1tems are 1llustrated as being stored in memory or
storage while being used, these 1tems or portions of them
may be transierred between memory and other storage
devices for purposes of memory management and data
integrity. Alternatively, in other implementations, some or
all of the software components may execute 1n memory on
another device and communicate with the illustrated robot
control system 800. Some or all of the system components
or data structures may also be stored (e.g., as mstructions or
structured data) on a non-transitory, computer-accessible
medium or a portable article to be read by an appropnate
drive, various examples of which are described herein. In
some 1mplementations, instructions stored on a computer-
accessible medium separate from the robot control system
800 may be transmitted to the robot control system 800 via
transmission media or signals such as electrical, electromag-
netic, or digital signals, conveyed via a commumnication
medium such as a wireless link. Various implementations
may further include recerving, sending, or storing instruc-
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tions and/or data implemented 1n accordance with the fore-
going description upon a computer-accessible medium.
Accordingly, the techniques described herein may be prac-
ticed with other aerial vehicle control system configurations.

FIG. 9 1s a pictorial diagram of an illustrative implemen-
tation ol a server system 950 that may be used in the
implementations described herein.

The server system 950 may include a processor 900, such
as one or more redundant processors, a video display adapter
902, a disk drive 904, an input/output interface 906, a
network interface 908, and a memory 912. The processor

900, the video display adapter 902, the disk drive 904, the

input/output nterface 906, the network interface 908, and
the memory 912 may be commumnicatively coupled to each
other by a communication bus 910.

The video display adapter 902 provides display signals to
a local display permitting an operator of the server system
950 to monitor and configure operation of the server system
950. The mnput/output interface 906 likewise communicates
with external mput/output devices, such as a mouse, key-
board, scanner, or other input and output devices that can be
operated by an operator of the server system 950. The
network interface 908 includes hardware, software, or any
combination thereof, to communicate with other computing
devices. For example, the network interface 908 may be
configured to provide communications between the server
system 950 and other computing devices, such as the robot
control system 800 of a robot 110.

The memory 912 may be a non-transitory computer
readable storage medium configured to store executable
instructions accessible by the processor(s) 900. In various
implementations, the non-transitory computer readable stor-
age medium may be implemented using any suitable
memory technology, such as static random access memory
(SRAM), synchronous dynamic RAM (SDRAM), nonvola-
tile/Flash-type memory, or any other type of volatile or
permanent memory. In the illustrated implementation, pro-
gram 1nstructions and data implementing desired functions,
such as those described herein, are shown stored within the
non-transitory computer readable storage medium. In other
implementations, program instructions may be received,
sent, or stored upon different types of computer-accessible
media, such as non-transitory media, or on similar media
separate from the non-transitory computer readable storage
medium. Generally speaking, a non-transitory, computer
readable storage medium may include storage media or
memory media such as magnetic or optical media, e.g., disk
or CD/DVD-ROM. Program instructions and data stored via
a non-transitory computer readable medium may be trans-
mitted by transmission media or signals such as electrical,
clectromagnetic, or digital signals, which may be conveyed
via a communication medium such as a network and/or a
wireless link, such as may be implemented via the network
interface 908.

The memory 912 1s shown storing an operating system
914 for controlling the operation of the server system 950.
A binary 1mput/output system (BIOS) 916 for controlling the
low-level operation of the server system 950 1s also stored
in the memory 912. The memory 912 additionally stores
computer executable instructions, that, when executed by
the processor 900 cause the processor to perform one or
more of the processes discussed herein. The memory 912
additionally stores program code and data for providing
network services. The data store manager application 920
tacilitates data exchange between the data store 919 and/or
other data stores.
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As used herein, the term “data store” refers to any device
or combination of devices capable of storing, accessing and
retrieving data which may include any combination and
number of data servers, databases, data storage devices and
data storage media 1n any standard, distributed or clustered
environment. The server system 930 can include any appro-
priate hardware and software for integrating with the data
stores 917, 919 as needed to execute aspects of the man-
agement systems 950.

The data stores 917, 919 can include several separate data
tables, databases or other data storage mechanisms and
media for storing data relating to a particular aspect. For
example, the data stores 917, 919 1llustrated include mecha-
nisms for maintaining robot routing, aerial vehicle type,
aerial vehicle workflow, track layout, etc. Depending on the
configuration and use of the server system 9350, one or more
of the data stores may not be included or accessible to the
server system 930 and/or other data store may be included
or accessible.

It should be understood that there can be many other
aspects that may be stored in the data stores 917, 919. The
data stores 917, 919 are operable, through logic associated
therewith, to recetve instructions from the server system 930

and obtain, update or otherwise process data in response
thereto.

The memory 912 may also include an aerial item delivery
management system 951. The item delivery management
system 951 may be configured to perform some or all of the
implementations discussed herein and/or to exchange data
and i1nformation with one or more aerial vehicles. For
example, the 1tem delivery management system 951 may
perform one or more of the processes discussed above with
respect to FIGS. 5 and 6.

The corresponding server system 950 may be executable
by the processor 900 to implement one or more of the
functions of the server system 950. In one implementation,
the server system 950 may represent mstructions embodied
in one or more soltware programs stored in the memory 912.
In another implementation, the system 930 can represent
hardware, software instructions, or a combination thereof.

The server system 950, in one implementation, 1s a
distributed environment utilizing several computer systems
and components that are interconnected via communication
links, using one or more computer networks or direct
connections. It will be appreciated by those of ordinary skill
in the art that such a system could operate equally well 1n a
system having fewer or a greater number of components
than are 1illustrated 1 FIG. 9. Thus, the depiction in FIG. 9
should be taken as being illustrative in nature and not
limiting to the scope of the disclosure.

It should be understood that, unless otherwise explicitly
or implicitly indicated herein, any of the features, charac-
teristics, alternatives or modifications described regarding a
particular implementation herein may also be applied, used,
or incorporated with any other implementation described
herein, and that the drawings and detailed description of the
present disclosure are intended to cover all modifications,
equivalents and alternatives to the various implementations
as defined by the appended claims. Moreover, with respect
to the one or more methods or processes ol the present
disclosure described herein, including but not limited to the
flow charts shown in FIGS. 5-7, orders in which such
methods or processes are presented are not mtended to be
construed as any limitation on the claimed inventions, and
any number of the method or process steps or boxes
described herein can be combined in any order and/or in
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parallel to implement the methods or processes described
herein. Also, the drawings herein are not drawn to scale.

Conditional language, such as, among others, “can,”
“could,” “might,” or “may,” unless specifically stated oth-
erwise, or otherwise understood within the context as used,
1s generally intended to convey 1n a permissive manner that
certain implementations could include, or have the potential
to mclude, but do not mandate or require, certain features,
clements and/or steps. In a similar manner, terms such as
“include,” “including” and “includes” are generally intended
to mean “including, but not limited to.” Thus, such condi-
tional language 1s not generally intended to imply that
features, elements and/or steps are 1n any way required for
one or more implementations or that one or more 1mple-
mentations necessarily include logic for deciding, with or
without user mput or prompting, whether these features,
clements and/or steps are included or are to be performed 1n
any particular implementation.

The eclements of a method, process, or algorithm
described 1n connection with the implementations disclosed
herein can be embodied directly in hardware, in a software
module stored 1n one or more memory devices and executed
by one or more processors, or 1n a combination of the two.
A software module can reside in RAM, flash memory, ROM,
EPROM, EEPROM, registers, a hard disk, a removable disk,
a CD-ROM, a DVD-ROM or any other form of non-
transitory computer-readable storage medium, media, or
physical computer storage known 1n the art. An example
storage medium can be coupled to the processor such that
the processor can read information from, and write nfor-
mation to, the storage medium. In the alternative, the storage
medium can be integral to the processor. The storage
medium can be volatile or nonvolatile. The processor and
the storage medium can reside 1n an ASIC. The ASIC can
reside 1n a user terminal. In the alternative, the processor and
the storage medium can reside as discrete components 1n a
user terminal.

Disjunctive language such as the phrase *“at least one of X,
Y, or Z.,” or “at least one of X, Y and Z,” unless specifically
stated otherwise, 1s otherwise understood with the context as
used 1n general to present that an 1item, term, etc., may be
either X, Y, or Z, or any combination thereof (e.g., X, Y,
and/or 7). Thus, such disjunctive language 1s not generally
intended to, and should not, imply that certain implemen-
tations require at least one of X, at least one of Y, or at least
one of Z to each be present.

Unless otherwise explicitly stated, articles such as “a” or
‘an” should generally be interpreted to include one or more
described items. Accordingly, phrases such as *“a device
configured to” are mntended to include one or more recited
devices. Such one or more recited devices can also be
collectively configured to carry out the stated recitations.
For example, “a processor configured to carry out recitations
A, B and C” can include a first processor configured to carry
out recitation A working in conjunction with a second
processor configured to carry out recitations B and C.

Language of degree used herein, such as the terms
“about,” “approximately,” “generally,” “nearly” or “substan-
tially” as used herein, represent a value, amount, or char-
acteristic close to the stated value, amount, or characteristic
that still performs a desired function or achieves a desire.
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What 1s claimed 1s:
1. A system for automated handling of an aenal vehicle,
comprising;
at least one continuous robotic track, the at least one
continuous robotic track forming a closed loop;
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a plurality of aerial vehicle handling stations disposed
along the at least one continuous robotic track, the at
least one continuous robotic track being configured to
link the plurality of aerial vehicle handling stations;

a plurality of robots operating on the at least one con-
tinuous robotic track; and

a control system including one or more processors and
program 1nstructions that, when executed by the one or

more processors, cause the one or more processors to at

least:

determine a workflow associated with the aerial vehicle
based on at least one of an aerial vehicle type of the
aerial vehicle or sensor information;

determine a location of the aerial vehicle, the location

being one aerial vehicle handling station from the
plurality of aerial vehicle handling stations;

direct a first robot from the plurality of robots to
navigate, via the at least one continuous robotic
track, to the location;

direct the first robot to engage the aerial vehicle at the
location;

determine, based at least in part on the worktlow, a next
aerial vehicle handling station from the plurality of
aerial vehicle handling stations to which the aerial
vehicle 1s to be transported; and

direct the first robot to transport the aerial vehicle, via
the at least one continuous robotic track, to the next
aerial vehicle handling station.

2. The system of claim 1, wherein the plurality of aerial
vehicle handling stations includes at least one of:

a landing area;

a takeofl area;

a maintenance station:

an 1nspection station;

a storage station;

a payload station;

a robot queuing station;

a ground station equipment; or

a power station.

3. The system of claim 1, wherein at least one of the
plurality of robots includes:

a robotic arm having a plurality of pivots to provide

multiple degrees of freedom:;

and

a carriage portion configured to engage the at least one

continuous track to allow each of the plurality of robots
to operate on the at least one continuous track.

4. The system of claim 3, wheremn the robotic arm
includes a grasping element configured to engage the aerial
vehicle and wherein the robotic arm 1s configured to orient
the aerial vehicle 1n a plurality of poses.

5. The system of claim 1, wherein the at least one
continuous robotic track includes:

a plurality of pull-ofl zones;

a plurality of bypass robotic track segments; and
a switch network to control navigation of the plurality of
robots to and from the plurality of pull-off zones and the
plurality of bypass robotic track segments.

6. The system of claim 5, wherein the program instruc-
tions 1include further 1nstructions that, when executed by the
one or more processors, cause the one or more processors to
at least:

determine that the first robot 1s creating a congestion point

on the at least one continuous robot track;

activate the switch network to direct the first robot 1nto a

first pull-ofl zone from the plurality of pull-ofl zones;
and

direct a second robot to pass the first robot.
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7. The system of claim 5, wherein the program instruc-
tions 1nclude further mnstructions that, when executed by the
one or more processors, cause the one or more processors to
at least:

determine, based at least 1n part on the worktlow, that the

aerial vehicle 1s to bypass at least one aerial vehicle
handling station from the plurality of aerial vehicle
handling stations;
activate the switch network to direct the first robot onto a

first bypass robotic track segment from the plurality of 1¢

bypass robotic track segments that i1s configured to
avoid the at least one aerial vehicle handling station;
and
route the first robot, via the first bypass robotic track, to
circumvent the at least one aerial vehicle handling
station.
8. The system of claim 1, further comprising:
at least one sensor, and wherein the sensor information
includes at least one of aerial vehicle sensor informa-
tion received from the aenal vehicle or system sensor
information received from the at least one sensor.
9. The system of claim 1, wherein the program instruc-
tions 1include further mstructions that, when executed by the
one or more processors, cause the one or more processors to
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at least further determine the worktlow based at least 1n part 75

on feedback information received from the plurality of
robots.
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10. The system of claim 1, wherein the program instruc-
tions include further 1nstructions that, when executed by the
one or more processors, cause the one or more processors to
at least:

direct the first robot to disengage the aerial vehicle at the
next aerial vehicle handling station;

direct a second robot from the plurality of robots to
navigate, via the at least one continuous robotic track,
to the next aerial vehicle handling station;

direct the second robot to engage the aerial vehicle at the
next aerial vehicle handling station;

determine, based at least 1n part on the workilow, a third
acrial vehicle handling station from the plurality of

aerial vehicle handling stations to which the aerial
vehicle 1s to be transported; and

direct the second robot to transport the aenal vehicle, via
the at least one continuous robotic track, to the third
aerial vehicle handling station.

11. The system of claim 1, further comprising a robot
queuing area for inactive robots.

12. The system of claim 1, wherein the at least one
continuous robotic track includes a first track and a second
track, the first track and the second track being arranged
side-by-side 1n a parallel configuration.
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