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METHOD AND SYSTEM FOR
DETERMINING USER TASTE CHANGES
USING A PLURALITY OF BIOLOGICAL

EXTRACTION DATA

FIELD OF THE INVENTION

The present mvention generally relates to the field of

artificial intelligence. In particular, the present invention 1s
directed to a method and system for determining user taste
changes using a plurality of biological extraction data.

BACKGROUND

Systems that generate individual chemosensory profiles
are often overloaded with data. Frequently, individual pret-
erences are analyzed and assessed on a massive scale with
little account for how references change over time. Worse,
genetic variants among selections and individual likes and
dislikes regarding taste are not considered.

SUMMARY OF THE DISCLOSURE

In an aspect, a system for determining user taste changes
using a plurality of biological extraction data includes at
least a computing device, wherein the computing device 1s
designed and configured to receive, from a user, at least a
first element of biological extraction data, calculate at least
a first taste index of the user as a function of the at least a
first element of biological extraction data, generate a taste
profile using the first taste index, and determine, using at
least a second element of biological extraction data and a
second machine learning process, at least a change 1n user
taste profile.

In another aspect, a method for determining user taste
changes using a plurality of biological extraction data
includes at least a computing device, wherein the computing
device 1s designed and configured to receive, from a user, at
least a first element of biological extraction data, calculate at
least a first taste index of the user, wherein calculating
turther comprises training a machine learning process as a
function of training data correlating biological extraction
data with taste indices, calculating the at least a first taste
index as a function of the machine learning process and the
at least a first element of biological extraction data, generate
a taste profile using the first taste index, and determine, using
at least a second element of biological extraction data and a
second machine learning process, at least a change 1n user
taste profile.

These and other aspects and features of non-limiting
embodiments of the present invention will become apparent
to those skilled in the art upon review of the following
description of specific non-limiting embodiments of the
invention i conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

For the purpose of illustrating the invention, the drawings
show aspects of one or more embodiments of the invention.
However, 1t should be understood that the present invention
1s not limited to the precise arrangements and instrumen-
talities shown 1n the drawings, wherein:

FI1G. 1 1s a block diagram of an exemplary embodiment of
a system for determining user taste changes using a plurality
ol biological extraction data and artificial intelligence;

FI1G. 2 1s a block diagram of an exemplary embodiment of
a user database;:
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2

FIG. 3 1s a schematic diagram describing an exemplary
embodiment of calculating taste indices;

FIG. 4 1s a schematic diagram describing an exemplary
embodiment ol generating a taste profiile;

FIG. 5 1s a flowchart describing an exemplary embodi-
ment of a method using the system of the invention;

FIG. 6 1s a block diagram of a computing system that can
be used to implement any one or more of the methodologies
disclosed herein and any one or more portions thereof.

The drawings are not necessarily to scale and may be
illustrated by phantom lines, diagrammatic representations
and fragmentary views. In certain istances, details that are
not necessary for an understanding of the embodiments or
that render other details diflicult to perceive may have been
omitted.

DETAILED DESCRIPTION

At a high level, aspects of the present disclosure are
directed to methods and systems, for determining user taste
changes using a plurality of biological extraction data and
artificial intelligence. In an embodiment, a computing device
receives a user biological extraction data. A computing
device uses a machine learning process and a plurality user
biological extraction data to calculate a taste index. A
computing device uses a machine learning model and at
least a taste index to generate a taste profile of a user. A
computing device using at least a second element of bio-
logical extraction data and a machine learning process,
determines at least a change 1n user taste profile.

Referring now to FIG. 1, an exemplary embodiment of a
system 100 for determining user taste changes using a
plurality of biological extraction data and artificial intelli-
gence 1s 1llustrated. System 100 includes a computing device
104. Computing device 104 may include any computing
device 104 as described in this disclosure, including without
limitation a microcontroller, microprocessor, digital signal
processor (DSP) and/or system on a chip (SoC) as described
in this disclosure. Computing device 104 may include, be
included 1n, and/or communicate with a mobile device such
as a mobile telephone or smartphone. Computing device 104
may include a single computing device 104 operating inde-
pendently, or may include two or more computing device
104 operating 1n concert, 1n parallel, sequentially or the like;
two or more computing devices 104 may be included
together 1 a single computing device 104 or in two or more
computing devices 104. Computing device 104 may inter-
face or communicate with one or more additional devices as
described below 1n further detail via a network interface
device. Network interface device may be utilized for con-
necting computing device 104 to one or more of a variety of
networks, and one or more devices. Examples of a network
interface device include, but are not limited to, a network
interface card (e.g., a mobile network 1nterface card, a LAN
card), a modem, and any combination thereotf. Examples of
a network include, but are not limited to, a wide area
network (e.g., the Internet, an enterprise network), a local
area network (e.g., a network associated with an office, a
building, a campus or other relatively small geographic
space), a telephone network, a data network associated with
a telephone/voice provider (e.g., a mobile communications
provider data and/or voice network), a direct connection
between two computing devices 104, and any combinations
thereof. A network may employ a wired and/or a wireless
mode of commumication. In general, any network topology
may be used. Information (e.g., data, software etc.) may be
communicated to and/or from a computer and/or a comput-
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ing device 104. Computing device 104 may include but 1s
not limited to, for example, a computing device 104 or
cluster of computing devices 104 in a first location and a
second computing device 104 or cluster of computing
devices 1n a second location. Computing device 104 may
include one or more computing devices dedicated to data
storage, security, distribution of tratfic for load balancing,
and the like. Computing device 104 may distribute one or
more computing tasks as described below across a plurality
of computing devices of computing device 104, which may
operate 1n parallel, in series, redundantly, or in any other
manner used for distribution of tasks or memory between
computing devices. Computing device 104 may be imple-
mented using a “shared nothing™ architecture in which data
1s cached at the worker, 1n an embodiment, this may enable
scalability of system 100 and/or computing device 104.

Computing device 104 may be designed and/or config-
ured to perform any method, method step, or sequence of
method steps 1n any embodiment described 1n this disclo-
sure, 1n any order and with any degree of repetition. For
instance, computing device 104 may be configured to per-
form a single step or sequence repeatedly until a desired or
commanded outcome 1s achieved; repetition of a step or a
sequence of steps may be performed iteratively and/or
recursively using outputs of previous repetitions as mputs to
subsequent repetitions, aggregating inputs and/or outputs of
repetitions to produce an aggregate result, reduction or
decrement of one or more variables such as global variables,
and/or division of a larger processing task into a set of
iteratively addressed smaller processing tasks. Computing
device 104 may perform any step or sequence ol steps as
described 1n this disclosure 1n parallel, such as simultane-
ously and/or substantially simultaneously performing a step
two or more times using two or more parallel threads,
processor cores, or the like; division of tasks between
parallel threads and/or processes may be performed accord-
ing to any protocol suitable for division of tasks between
iterations. Persons skilled in the art, upon reviewing the
entirety of this disclosure, will be aware of various ways 1n
which steps, sequences of steps, processing tasks, and/or
data may be subdivided, shared, or otherwise dealt with
using iteration, recursion, and/or parallel processing.

In reference to FIG. 1, computing device 104 1s designed
and configured to receive, from a user, at least a first element
of biological extraction 108 data. As used 1n this disclosure,
“biological extraction,” may refer to an element of user data
corresponding to a category, including without limitation,
microbiome analysis, blood test results, gut wall and food
sensitivity analysis, toxicity report, medical history, bio-
marker, genetic or epigenetic indication, or any chemical,
biological, or physiological markers of data of a user,
including for instance, and without limitation, as described

in U.S. Nonprovisional application Ser. No. 16/865,740,
filed on May 4, 2020, and entitled “METHODS AND

SYSTEMS FOR SYSTEM FOR NUTRITIONAL RECOM-
MENDATION USING ARITIFICIAL INTELLIGENCE
ANALYSIS FOR IMMUNE IMPACTS,” the entirety of

-

which 1s incorporated herein by reference. As a non-limiting
example, a plurality of user biological extraction 108 data
may refer to at least any two elements of data of biological
extraction 108, wheremn at least an element of biological
extraction 108 data corresponds to genetic data.

With continued reference to FIG. 1, at least a first element
of biological extraction 108 data includes genetic data 112.
As used 1n this disclosure, “genetic data,” refers to at least
an eclement of data that describes any genetic material
including nucleic acids such as DNA and RNA, which may
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correspond to genetic elements of a user including coding
regions (genes), non-coding regions such as promoters,
enhancers, transposons, genome-integrated viral DNA, and
the presence of structural RNA, such as tRNAs, miRNAs
and other RNA types, and/or any analysis thereof; analysis
may relfer to detecting the presence of, enumeration of,
and/or determining the sequence of a nucleic acid and/or
stretch of nucleic acid. Genetic data 112 may be obtained
from at least a user physical sample. As described here,
“physical sample,” 1s a biological user sample including
blood, urine, feces, hair, saliva, skin, interstitial fluid, biopsy,
or any other physical biological sample that genetic 1nfor-
mation may be obtained. Genetic data 112 may be stored
and/or retrieved from a database, as described below. It will
be understood by those skilled 1n the art, after reviewing the
disclosure 1n 1ts entirety, the various data that are represented
by a genetic analysis, and the various ways 1n which genetic
data 112 may be stored and/or retrieved for the purposes
described herein.

Still referring to FIG. 1, computing device 104 1s config-
ured to calculate, using the at least a first element of
biological extraction 108 data, at least a first taste index 116
of the user. As used 1n this disclosure, “taste index,” refers
to any mathematical, causative, correlated, proportional,
heuristic, and/or any other relationship between two ele-
ments of data that 1s a measure of chemosensory phenom-
enon as 1t relates to the sense of taste. A taste index 116 may
be a matrix, vector, function, and/or numerical value that
measures at least an aspect of taste. For instance, in non-
limiting illustrative examples, a taste index 116 may be a
function that describes a relationship between the aflinity for
the level of sweetness a user may taste based on the
expression of “sweetness-sensing genes” such as genes
involved 1n the cellular signaling of molecules associated
with “sweetness” such as monosaccharides such as glucose,
fructose, galactose, disaccharides such as sucrose, lactose,
maltose, polysaccharides such as glycogen, cellulose, chitin,
artificial sweeteners such as saccharin, aspartame, sucralose,
and/or their metabolites. In further non-limiting illustrative
examples, a taste index 116 may be calculated form an
clement of biological extraction 108, such as an element of
genetic data 112, and an element of data retrieved from a
database, as described below. A taste index 116 may include
smell, including any power of perceiving odors or scents by
means of the organs in the nose. In further non-limiting
illustrative examples, a taste index 116 may be calculated via
a mathematical operation, for mnstance and without limita-

tion by addition of variables, from two elements of biologi-
cal extraction 108, wherein for instance without limitation a
first element 1s genetic data 112, and a second element 1s a
known medical condition. In non-limiting examples, one or
more elements of data used by a computing device for
calculating a taste mdex 116 may be retrieved from a
database. In further non-limiting examples, a query may be
used to search for a particular element of data as needed to
calculate a taste index 116. In non-limiting 1llustrative
examples, a particular element of data queried from a
database may be searched for by use of a classifier, as
described 1n further detail below.

Continuing 1n reference to FIG. 1, at least a taste mndex
may be calculated using an index machine learning process
120. Index machine learning process 120 may include at
least a supervised machine learning algorithm. Supervised
machine learning algorithms, as defined herein, include
algorithms that receive a training set relating a number of
inputs to a number of outputs, and seek to find one or more
mathematical relations relating mnputs to outputs, where each
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of the one or more mathematical relations 1s optimal accord-
ing to some criterion specified to the algorithm using some
scoring function. For instance, a supervised learning algo-
rithm may include an element of biological extraction 108
data as described above as inputs, taste indices as outputs,
and a scoring function representing a desired form of
relationship to be detected between mnputs and outputs;
scoring function may, for instance, seek to maximize the
probability that a given input and/or combination of ele-
ments inputs 1s associated with a given output to minimize
the probability that a given mput 1s not associated with a
given output. Scoring function may be expressed as a risk
function representing an “expected loss™ of an algorithm
relating inputs to outputs, where loss 1s computed as an error
function representing a degree to which a prediction gener-
ated by the relation 1s incorrect when compared to a given
iput-output pair provided in tramning data. Persons skilled
in the art, upon reviewing the entirety of this disclosure, will
be aware of various possible variations of supervised
machine learning algorithms that may be used to determine
relation between mputs and outputs.

Supervised machine learning processes may include clas-
sification algorithms 124, defined as processes whereby at
least a computing device 104 derives, from training data, a
model for sorting inputs into categories or bins of data.
Classification may be performed using, without limitation,
linear classifiers such as without limitation logistic regres-
sion and/or naive Bayes classifiers, regression algorithms,
nearest neighbor classifiers, support vector machines, deci-
sion trees, boosted trees, random forest classifiers, and/or
neural network-based classifiers, such as supervised neural
net algorithms. Supervised machine learning processes may
include, without limitation, machine learming processes as

described 1n U.S. Nonprovisional application Ser. No.
16/520,833, filed on Jul. 3, 2019, and entitled “METHODS

AND SYSTEMS FOR ACHIEVING VIBRANT CONSTI-
TUTION BASED ON USER INPUTS,” the entirety of
which 1s incorporated herein by reference.

Continuing 1n reference to FIG. 1, “training data,” as used
herein, 1s data containing correlations that a machine learn-
ing process may use to model relationships between two or
more categories of data elements. For mstance, and without
limitation, training data 128 may include a plurality of data
entries, each entry representing a set ol data elements that
were recorded, received, and/or generated together; data
clements may be correlated by shared existence in a given
data entry, by proximity in a given data entry, or the like.
Multiple data entries 1n training data 128 may evince one or
more trends in correlations between categories ol data
clements; for instance, and without limitation, a higher value
of a first data element belonging to a first category of data
clement may tend to correlate to a higher value of a second
data element belonging to a second category of data element,
indicating a possible proportional or other mathematical
relationship linking values belonging to the two categories.
Multiple categories of data elements may be related 1n
training data 128 according to various correlations; corre-
lations may 1ndicate causative and/or predictive links
between categories of data elements, which may be modeled
as relationships such as mathematical relationships by
machine learning processes as described in further detail
below. Training data 128 may be formatted and/or organized
by categories of data elements, for instance by associating,
data elements with one or more descriptors corresponding to
categories of data elements. As a non-limiting example,
training data 128 may include data entered in standardized
forms by persons or processes, such that entry of a given
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data element 1n a given field 1n a form may be mapped to one
or more descriptors of categories. Elements 1n training data
128 may be linked to descriptors of categories by tags,
tokens, or other data elements; for instance, and without
limitation, training data 128 may be provided 1n fixed-length
formats, formats linking positions of data to categories such
as comma-separated value (CSV) formats and/or self-de-
scribing formats such as extensible markup language
(XML), enabling processes or devices to detect categories of
data.

Alternatively or additionally, training data 128 may
include one or more elements that are not categorized; that
1s, tramming data 128 may not be formatted or contain
descriptors for some elements of data. Machine learning
algorithms and/or other processes may sort training data 128
according to one or more categorizations using, for instance,
natural language processing algorithms, tokenization, detec-
tion of correlated values in raw data and the like; categories
may be generated using correlation and/or other processing
algorithms. As a non-limiting example, 1n a corpus of text,
phrases making up a number “n” of compound words, such
as nouns modified by other nouns, may be identified accord-
ing to a statistically sigmificant prevalence of n-grams con-
taining such words 1n a particular order; such an n-gram may
be categorized as an element of language such as a “word”
to be tracked similarly to single words, generating a new
category as a result of statistical analysis. Similarly, 1n a data
entry including some textual data, a person’s name may be
identified by reference to a list, dictionary, or other com-
pendium of terms, permitting ad-hoc categorization by
machine learning algorithms, and/or automated association
of data in the data entry with descriptors or mto a given
format. The ability to categorize data entries automatedly
may enable the same training data 128 to be made applicable
for two or more distinct machine learning algorithms as
described in further detail below. Training data 128 used by
computing device 104 may correlate any input data as
described 1n this disclosure to any output data as described
in this disclosure. Traiming data may contain entries, each of
which correlates a machine learning process input to a
machine learning process output, for mstance without limi-
tation, one or more elements of biological extraction data to
a taste mdex. Training data may be obtained from previous
iterations of machine-learning processes, user inputs, and/or
expert mputs.

Still referring to FIG. 1, computing device 104 may
calculate at least a first taste index of a user using a taste
index machine learning process 120 and at least an element
of biological extraction 108 data to generate, as an output, at
least a taste index 116 of a user of a plurality of taste indices.
Computing device 104 may generate a taste index by
training index machine learning process 120 as a function of
training data correlating biological extraction data with taste
indices, and calculating the at least a first taste index as a
function of the first machine learning process and the at least
a 1irst element of biological extraction data. Machine learn-
ing process, and/or a machine learning model produced
thereby, may be trained by at least a computing device 104
using training data, which may be retrieved from a database,
as described below, as 1t correlates to user biological extrac-
tion 108 data. Machine learning process may accomplish
this by using genetic data 112 as it relates to at least a
biological extraction 108 and a calculated chemosensory
value as 1t relates to other users.

Referring now to FIG. 2, a non-limiting exemplary
embodiment of a database 1s illustrated. Database may refer
to a “user database” which at least a computing device 104
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may, alternatively or additionally, store and/or retrieve data
from a taste index table 200, taste index table 204, and taste
profile change table 208. Determinations by a machine
learning process may also be stored and/or retrieved from
the user database 132, for instance 1n non-limiting examples
a classifier. As a non-limiting example, user database 132
may organize data according to one or more taste profile
tables 208. One or more database tables may be linked to one
another by, for mstance 1 a non-limiting example, common
column values. For instance, a common column between
two tables of user database 132 may include an identifier of
a submission, such as a form entry, textual submission,
research paper, or the like, for mstance as defined below; as
a result, a query may be able to retrieve all rows from any
table pertaining to a given submission or set thereof. Other
columns may include any other category usable for organi-
zation or subdivision of expert data, including types of
expert data, names and/or 1dentifiers of experts submitting
the data, times of submission, or the like; persons skilled in
the art, upon reviewing the entirety of this disclosure, will be
aware ol various ways in which data from one or more tables
may be linked and/or related to data 1n one or more other
tables.

Still referring to FIG. 2, 1n a non-limiting embodiment,
one or more tables of a user database 132 may include, as a
non-limiting example, a genetic data table 212, which may
include genetic analyses for use in predicting taste of a user
and/or correlating biological extraction 108 data, entries
indicating degrees of relevance to and/or eflicacy 1n predict-
ing taste of a user, and/or other elements of data computing
device 104 and/or system 100 may use to determine useful-
ness and/or relevance of biological extraction 108 1n deter-
mimng taste index 116, taste profile, and/or changes in taste
profile as described in this disclosure. One or more tables
may include a genetic data table 212, which may correlate
genetic data and/or combinations thereof to one or more
measures of taste; taste index table 200, which may contain
a plurality of entries associating at least an element of
biological extraction 108 data with a relationship to taste.
One or more tables may include, without limitation, a taste
index table 204 which may contain one or more inputs
identifying one or more categories of data, for instance a
palatable range of capsaicin. One or more tables may
include, without limitation, a change 1n taste index table 204,
which may contain one or more 1mputs identifying one or
more categories of data, for mstance change in taste over a
year period. One or more tables may include, without
limitation, a cohort category table 216 which may contain
one or more inputs 1dentifying one or more categories of
data, for mstance demographic data, medical history data,
physiological data, or the like, with regard to which users
having matching or similar data may be expected to have
similar taste indices and/or taste profiles as a result of
genetic elements and/or other biological extraction 108 data.
One or more tables may include, without limitation, a
heuristic table 220, which may include one or more mputs
describing potential mathematical relationships between at
least an element of biological extraction 108 data and taste
index 116, taste profile, and/or change 1n taste profile, as
described 1n further detail below.

Referring now to FIG. 3, schematic diagram 300 of a
process for calculating a taste index 116 and/or plurality of
taste indices may include determining correlations between
at least an element of biological extraction 108 data and at
least an element of data retrieved from a database, where
determination may be accomplished using database queries
and/or machine-learning processes as described above. In

10

15

20

25

30

35

40

45

50

55

60

65

8

non-limiting illustrative examples, a taste index 116 may be
a Tunction of a user’s expression level of a variety of
taste-sensing genes that produce taste-sensing proteins in the
tongue, for instance, T2Rs, T1Rs, ENaC, GLUT4, and
SGLT1, and a database value that links the protein level
from these genes to their functionality in the tongue. In
further non-limiting examples, a taste index 116 and/or a
plurality of taste indices may be a function that relates the
expression level of the TAS2Rs and TAS1Rs G-protein
coupled receptors 1n the tongue to a correlated amount of
sweetness flavor that 1s palatable to a user for a variety of
flavors, for 1mstance vamilla, cinnamon, and wintergreen. A
taste index machine learning process 120 may accept mputs
of an element of biological extraction 108 and an element of
data retrieved from a database to calculate a function
describing a relationship between the two, to output a taste
index 116 of a plurality of taste indices.

Referring again to FIG. 1, generating a taste profile 136
may include generating a taste classifier that associates taste
indices 116 with taste profiles 136; and generating the first
taste profile 136 as a function of the first taste index 116
and/or plurality of taste indices 116. A “‘taste profile,” as
described 1n this disclosure, refers to a user’s chemosensory
ability as 1t relates to one or more elements of data of sensing
a variety of flavors, such as sweet, sour, salty, bitter, savory
(umami), fatty, alkaline, acidic, metallic, and water-like;
user prelerence for texture, temperature, and consistency in
taste; mnformation extracted from biological extraction 108
data about pain-sensing neurons, the amount, integrity, and/
or functionality 1n the tongue for tasting and/or sensing
“spiciness and/or hotness;” information extracted from bio-
logical extraction 108 data that includes the amount, integ-
rity, and/or functionality in the mouth, throat, sinus, and
tongue, for mucous membranes, taste papillae, and taste
buds, including nerve fibers, basal cells, supporting cells,
and taste hairs. A taste profile 136 may include smell,
including any power of perceiving odors or scents by means
of the organs in the nose. A taste profile 136 may be
calculated by a computing device 104 using any mathemati-
cal operation, for instance without limitation via addition of
values of taste mdices 116. Alternatively or additionally, a
taste profile 136 may be generate as an output of a machine
learning process. A machine learning process may be trained
with training data to generate a machine learning model, as
described 1n further detail below. Machine learning model
may be trained using training data that includes at least a
taste index 116 of a plurality of taste indices and a correla-
tion thereof to one or more elements of a taste profile may
be 1dentified by use of taste classifier output as described
above. The model may be used, along with taste index
inputs, to generate a taste profile 136. In non-limiting
examples, a taste profile machine learning model 140 may
input two taste indices, a first that describes a user’s sensi-
tivity to sweetness, and a second that describes a user’s
sensitivity to bitterness, and output a taste profile 136 that
summarizes the total user’s taste sensitivity, which may for
instance without limitation determine a user’s palatability
for cacao content in chocolate, or predict which types of
wine a user may find palatable. Alternatively or additionally,
a taste profile 136 may refer to an output from a machine
learning process using a taste profile machine learning
model 140 summarizing values calculated from a plurality
of taste 1indices as 1t may relate to food items and/or meals.
A classifier, such as a taste classifier produced by a classi-
fication algorithm 124, may be used to generate a taste
profile. A taste classifier may be trained with using training
data, which may be selected using a second classifier, such
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as a user classifier; where user classifier may be used to
identily training data corresponding to users matching user
according to user classifier. For instance, user classifier may
be used to classity user to a category of users. Computing
device may then select training data matching the category 5
of users and train the taste classifier using the selected
training data.

Referring now to FIG. 4, a schematic diagram 400 1llus-
trating exemplary processes of generating a taste profile 136
from a plurality of taste indices 116 1s illustrated. In exem- 10
plary illustrative embodiments, a taste profile machine learn-
ing model 140 may be trained with training data that may be
a plurality of taste indices relating to sweetness to generate
a taste profile 136 that 1s a function, vector, table, or any
numerical value relating to the overall level of sweetness a 15
user may be able to taste, as previously described. In
non-limiting illustrative embodiments, taste indices 116 may
be stored and/or retrieved from a taste index table 220 of a
user database 132 for use as training data.

In non-limiting 1illustrative examples, a classifier may 20
refer to a subset of user data that correlates biological
extraction 108, database entries, taste indices, and/or taste
profiles 128 to a taste profile 136 that may be used to train
a machine learning model to produce subsequent taste
profiles 128. Alternatively or additionally, a classifier may 25
be assigned, to an explicit category or subset of data of an
output of a machine learning model. For instance, without
limitation, subsets of a taste profile machine learning model
140 output may contain data useful to subsequent machine
learning models. A classifier assigned to input and/or output 30
of a machine learning model may be stored and/or retrieved
by a computing device 104, without limitation, such as from
a user database 132.

Continuing in reference to FIG. 1, a computing device
104 may determine a change in user taste profile 144 using 35
at least a second element of biological extraction data as a
function of two distinct taste profiles 128. In non-limiting
illustrative embodiments, a change 1n user taste profile 144
may include at least two distinct taste profiles 128 as an
input 1nto a taste profile change machine learning process 40
148 to output a change in taste profiles, as previously
described. A taste mndex machine learning process 120 may
input a plurality of biological extraction 108 and a database
entry and output at least a taste index 116 of a plurality of
taste indices. A taste profile machine learning model 140 45
may then be trained using training data 128 that 1s a plurality
of taste profiles 128 to output a taste profile 136 that
summarizes how a user’s biological extraction 108 relates to
taste. A taste profile change machine learming process 148
may input at least two distinct taste profiles 128, of a 50
plurality of taste profiles 128, and output a change in user
taste profile 144 that 1s at least a difference between the input
taste profiles 128. In non-limiting 1llustrative examples, the
plurality of taste profiles 128 may be of the first user or a first
user and at least a second user. In non-limiting illustrative 55
examples, a change 1n user taste profile 144 may show no
difference. Taste profile change machine learning process
148 may be the same as taste index machine learning process
120. Taste profile change machine learning process 148 may
input taste profiles 128 from a database, for instance without 60
limitation a taste index table 204 i a user database 132.
Change 1n user taste profile 144 may be stored and/or
retrieved from a database, as described above.

Continuing in reference to FIG. 1, determining a change
in user taste profile 144 may include using at least a second 65
clement of biological extraction 108 data wherein a second
clement of biological extraction 108 1s more recent than a
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first element of biological extraction 108 data. As used 1n
this disclosure, “more recent,” may mean for instance and
without limitation, at least a second element of biological
extraction data was sampled and/or extracted more recently
than a first element of biological extraction data. In non-
limiting illustrative embodiments, change 1n user taste pro-
file 144 for a first user may be calculated between two
distinct taste profiles 128, wherein change in user taste
profile 144 may be attributed to a change 1n biological
extraction 108 data for a first user over time. In non-limiting
illustrative examples, a second taste profile 136 may sum-
marize taste from biological extraction 108 data prior to a
first taste profile 136. In further non-limiting 1illustrative
examples, a change 1n user taste profile 136 may be deter-
mined between two or more distinct taste profiles 128,
wherein one taste profile 136 1s from a first user and a second
taste profile 136 1s from a second user of a plurality of other
users. Change 1n user taste profile 136 may be calculated
between any number of taste profiles 128 from any number
of users, over any period of time, for instance without
limitation, monthly changes in taste of a subset of users, over
the course of a year. In non-limiting illustrative embodi-
ments, a change in user taste profile 144 may use a classifier
denoting a subset of users. In non-limiting illustrative
examples, change in user taste profile 144 may be deter-
mined for a classified subset of users who have been recently
diagnosed with cancer and undergo similar chemotherapy
regimens. In further non-limiting examples, change in user
taste profile 144 may be determined to describe how the
chemotherapy aflects sense of taste in this subset, for
instance 1 users are developing a metallic taste when
drinking water. In further non-limiting examples, change 1n
user taste profile 144 would determine a difference as a
function of a first taste profile 136 prior to cancer treatment
and a second taste profile 140 after cancer treatment has
begun. In an embodiment, a change in user taste profile 144
may be calculated based on historical consumption of any
foods, beverages, meals, and/or snacks intended for con-
sumption by a human being. A change 1n user taste profile
144 may be calculated based on a user’s preferences regard-
ing the consumption of any foods, beverages, meals, and/or
snacks intended for consumption by a human being. Infor-
mation pertaining to user preferences and/or historical con-
sumption of such items may be stored within user database
and utilized 1n one or more machine-learning processes,
including any machine-learning process as described herein.

Continuing in reference to FIG. 1, determining a change
in user taste profile 144 may include calculating a difference
between at least a plurality of taste profiles 128 to at least an
clement of biological extraction 108. A taste profile change
machine learning process 148 used to calculate a change in
user taste profile 144 may input any number of taste profiles
128 determine a change. Change 1n user taste profile 144
may be changes 1n taste and/or changes 1n biological extrac-
tion 108 data. In non-limiting 1llustrative examples, a change
in user taste profile 144 may be no diflerence 1n user taste,
but a change in biological extraction 108, wherein two
distinct biological extractions 108 result in similar taste
profiles 128. Change in taste profile 136 may be an identi-
fication of a difference 1n the biological extraction 108 of a
plurality of taste profiles 128. In non-limiting illustrative
examples, change in taste profile 136 may represent outputs
of biological extraction 108 difference such as without
limitation, a diagnosis, epigenetic differences, differences 1n
demographics, or the like.

Continuing 1n reference to FIG. 1, determining a change
in user taste profile 144 may include a detecting a correlation
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between at least a genetic element of a user and a taste
measurement. A taste profile change machine learming pro-
cess 148 may output a change in user taste profile 144 that
1s a change 1n at least a taste measurement as 1t relates to a
change 1n a genetic element of a user, as described above. A
taste measurement 1s a taste index 116, such as a numerical
value that describes a change between two or more taste
profiles 128. In non-limiting examples, a taste measurement
may be a percent change 1n palatability of sweetness 1n a
user, or for imnstance without limitation, a gram sugar content
per serving change 1n user taste. Change 1n user taste profile
144 may include without limitation a numerical change 1n
taste mapped, connected, and/or otherwise linked to a
change 1n a genetic element of a user. In non-limiting
illustrative examples, a change i a genetic element may
correspond to no change detected. In further non-limiting
illustrative examples, a change 1n genetic element may not
correspond to a change in user taste, which may be useful
information in determining a change 1n taste attributed to
biological extraction 108 other than a genetic element. In
non-limiting 1llustrative examples, a machine learning
model may be generated with training data 128 from a subset
of biological extraction 108 data identified by, or described
by a classifier, to determine a change 1n user taste profile 144
that may not be genetic. This may be performed, for instance
without limitation, by training data 128 from a plurality of
biological extraction 108 data, taste indices 116, taste pro-
files 128, and/or other changes in user taste.

Continuing in reference to FIG. 1, correlation may include
use ol a classifier that limits training data for a machine
learning process, wherein the machine learning process 1s
used to determine a change in user taste profile. Training
data that includes at least a taste profile 136 of a plurality of
taste profiles 136 may be identified by use of a classifier
output from a machine learning process, as described above.
In non-limiting 1llustrative examples, generating a change 1n
user taste profile may include using a classifier that describes
a plurality of biological extraction data entries. Alternatively
or additionally, a subset of data for instance without limi-
tation a plurality of taste indices may be i1dentified by a
classifier and may be used with a second machine learning
process to generate a change 1n user taste profile. A second
machine learning process generating an output that 1s at least
a change 1n user taste profile may use a machine learning
model trained by data identified by at least a classifier.

Referring now to FIG. 5, an exemplary embodiment of a
method 500 of determining a change 1n user taste profile 144
using a plurality of biological extraction 108 user data and
artificial intelligence. At step 503, method includes receiving
by the at least a computing device 104, a plurality of
biological extraction 108 including at least an element of
genetic data; this may be implemented, without limitation,
as described above in reference to FIGS. 1-4. It will be
understood by those skilled in the art, after reviewing the
disclosure 1n 1ts entirety, the various ways user-reported data
may be input 1n a computing device 104 and the various
ways outputs may be displayed by a computing device 104
to a user for all steps described above.

Continuing 1n reference to FIG. 5, at step 510, method 500
includes calculating by the at least a computing device 104
using the at least an element of biological extraction 108
data and a taste index machine learning process 120, at least
a taste index 116 of the user; this may be implemented,
without limitation, as described above 1n reference to FIGS.
1-4.

Continuing 1n reference to FIG. 3, at step 5135, method 500
includes determining, by the at least a computing device 104
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using at least a taste index 116 and a machine learning
model, a taste profile 136; this may be implemented, without
limitation, as described above 1n reference to FIGS. 1-4.
Generating a taste profile may include using a classifier that
associates at least a taste index of a plurality of taste indices
with a taste profile, generating a first taste profile as a
function of at least a first taste index. Classifier for gener-
ating a taste profile further comprises using a classifier that
limits training data for a first machine learning process.
Generating a taste profile may include calculating a second
taste mndex as a function of the second element of biological
extraction, and then may include generating a classifier that
associates a plurality of taste indices with a taste profile.

Continuing in reference to FIG. §, at step 520, method 500
includes determining, using at least a second element of a
biological extraction 108 data and a taste profile change
machine learning process 148, at least a change 1n user taste
proiile 144; this may be implemented, without limitation, as
described above in reference to FIGS. 1-4. It will be under-
stood by those skilled 1n the art, after reviewing the disclo-
sure 1n 1ts entirety, the various ways data may be mput in a
computing device 104 and the various ways outputs may be
displayed by a computing device 104 to a user for all steps
described above. Determining a change 1n user taste profile
may include generating a second taste profile and determin-
ing the change in user taste profile as a function of the first
taste profile and the second taste profile. Generating a
second taste profile may include receiving a second element
ol biological extraction, wherein a second element of bio-
logical extraction i1s more recent than a first element of
biological extraction. Determining a change in user taste
profile may include calculating a difference between the first
taste profile and the second taste profile. Change in user taste
profile may include a correlation between at least a genetic
clement of a user and a taste measurement. Generating a
correlation between at least a genetic element of a user and
a taste measurement may include using a classifier that
limits training data for a machine learning process, wherein
a machine learning process is used to determine a change 1n
user taste profile.

It 1s to be noted that any one or more of the aspects and
embodiments described herein may be conveniently imple-
mented using one or more machines (e.g., one or more
computing devices that are utilized as a user computing
device for an electronic document, one or more server
devices, such as a document server, etc.) programmed
according to the teachings of the present specification, as
will be apparent to those of ordinary skill in the computer
art. Appropriate soltware coding can readily be prepared by
skilled programmers based on the teachings of the present
disclosure, as will be apparent to those of ordinary skill 1n
the software art. Aspects and implementations discussed
above employing software and/or software modules may
also include appropriate hardware for assisting 1n the 1imple-
mentation of the machine executable instructions of the
soltware and/or software module.

Such software may be a computer program product that
employs a machine-readable storage medium. A machine-
readable storage medium may be any medium that 1s capable
of storing and/or encoding a sequence of instructions for
execution by a machine (e.g., a computing device) and that
causes the machine to perform any one of the methodologies
and/or embodiments described herein. Examples of a
machine-readable storage medium include, but are not lim-
ited to, a magnetic disk, an optical disc (e.g., CD, CD-R,
DVD, DVD-R, etc.), a magneto-optical disk, a read-only
memory “ROM” device, a random access memory “RAM”
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device, a magnetic card, an optical card, a solid-state
memory device, an EPROM, an EEPROM, and any com-
binations thereof. A machine-readable medium, as used
herein, 1s mtended to include a single medium as well as a
collection of physically separate media, such as, for
example, a collection of compact discs or one or more hard
disk drives 1n combination with a computer memory. As
used herein, a machine-readable storage medium does not
include transitory forms of signal transmission.

Such software may also include imnformation (e.g., data)
carried as a data signal on a data carrier, such as a carrier
wave. For example, machine-executable information may be
included as a data-carrying signal embodied 1n a data carrier
in which the signal encodes a sequence of instruction, or
portion thereof, for execution by a machine (e.g., a com-
puting device) and any related information (e.g., data struc-
tures and data) that causes the machine to perform any one
of the methodologies and/or embodiments described herein.

Examples of a computing device include, but are not
limited to, an electronic book reading device, a computer
workstation, a terminal computer, a server computer, a
handheld device (e.g., a tablet computer, a smartphone, etc.),
a web appliance, a network router, a network switch, a
network bridge, any machine capable of executing a
sequence of mstructions that specify an action to be taken by
that machine, and any combinations thereof. In one
example, a computing device may include and/or be
included in a kiosk.

FIG. 6 shows a diagrammatic representation of one
embodiment of a computing device in the exemplary form of
a computer system 600 within which a set of mstructions for
causing a control system to perform any one or more of the
aspects and/or methodologies of the present disclosure may
be executed. It 1s also contemplated that multiple computing,
devices may be utilized to implement a specially configured
set of 1nstructions for causing one or more of the devices to
perform any one or more of the aspects and/or methodolo-
gies of the present disclosure. Computer system 600
includes a processor 604 and a memory 608 that commu-
nicate with each other, and with other components, via a bus
612. Bus 612 may include any of several types of bus
structures 1ncluding, but not limited to, a memory bus, a
memory controller, a peripheral bus, a local bus, and any
combinations thereolf, using any of a variety of bus archi-
tectures.

Processor 604 may include any suitable processor, such as
without limitation a processor incorporating logical circuitry
for performing arithmetic and logical operations, such as an
arithmetic and logic umt (ALU), which may be regulated
with a state machine and directed by operational inputs from
memory and/or sensors; processor 604 may be organized
according to Von Neumann and/or Harvard architecture as a
non-limiting example. Processor 604 may include, incorpo-
rate, and/or be incorporated 1n, without limitation, a micro-
controller, microprocessor, digital signal processor (DSP),
Field Programmable Gate Array (FPGA), Complex Pro-
grammable Logic Device (CPLD), Graphical Processing
Unit (GPU), general purpose GPU, Tensor Processing Unit
(TPU), analog or mixed signal processor, Trusted Platform
Module (TPM), a floating point unit (FPU), and/or system
on a chip (SoC)

Memory 608 may include various components (e.g.,
machine-readable media) including, but not limited to, a
random-access memory component, a read only component,
and any combinations thereof. In one example, a basic
input/output system 616 (BIOS), including basic routines
that help to transfer mmformation between elements within
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computer system 600, such as during start-up, may be stored
in memory 608. Memory 608 may also include (e.g., stored
on one or more machine-readable media) mstructions (e.g.,
soltware) 620 embodying any one or more of the aspects
and/or methodologies of the present disclosure. In another
example, memory 608 may further include any number of
program modules including, but not limited to, an operating
system, one or more application programs, other program
modules, program data, and any combinations thereof.

Computer system 600 may also include a storage device
624. Examples of a storage device (e.g., storage device 624)
include, but are not limited to, a hard disk drive, a magnetic
disk drive, an optical disc drive in combination with an
optical medium, a solid-state memory device, and any
combinations thereof. Storage device 624 may be connected
to bus 612 by an appropriate interface (not shown). Example
interfaces include, but are not limited to, SCSI, advanced
technology attachment (ATA), serial ATA, universal serial
bus (USB), IEEE 1394 (FIREWIRE), and any combinations
thereol. In one example, storage device 624 (or one or more
components thereol) may be removably interfaced with
computer system 600 (e.g., via an external port connector
(not shown)). Particularly, storage device 624 and an asso-
ciated machine-readable medium 628 may provide nonvola-
tile and/or volatile storage of machine-readable 1nstructions,
data structures, program modules, and/or other data for
computer system 600. In one example, software 620 may
reside, completely or partially, within machine-readable
medium 628. In another example, software 620 may reside,
completely or partially, within processor 604.

Computer system 600 may also include an input device
632. In one example, a user of computer system 600 may
enter commands and/or other information nto computer
system 600 via input device 632. Examples of an input
device 632 include, but are not limited to, an alpha-numeric
iput device (e.g., a keyboard), a pointing device, a joystick,
a gamepad, an audio mput device (e.g., a microphone, a
volce response system, etc.), a cursor control device (e.g., a
mouse), a touchpad, an optical scanner, a video capture
device (e.g., a still camera, a video camera), a touchscreen,
and any combinations thereof. Input device 632 may be
interfaced to bus 612 via any of a variety of interfaces (not
shown) including, but not limited to, a senial interface, a
parallel interface, a game port, a USB interface, a FIRE-
WIRE interface, a direct interface to bus 612, and any
combinations thereof. Input device 632 may include a touch
screen interface that may be a part of or separate from
display 636, discussed further below. Input device 632 may
be utilized as a user selection device for selecting one or
more graphical representations 1n a graphical interface as
described above.

A user may also mnput commands and/or other information
to computer system 600 via storage device 624 (e.g., a
removable disk drive, a tlash drive, etc.) and/or network
interface device 640. A network interface device, such as
network interface device 640, may be utilized for connecting
computer system 600 to one or more of a variety of
networks, such as network 644, and one or more remote
devices 648 connected thereto. Examples of a network
interface device include, but are not limited to, a network
interface card (e.g., a mobile network interface card, a LAN
card), a modem, and any combination thereof. Examples of
a network include, but are not limited to, a wide area
network (e.g., the Internet, an enterprise network), a local
area network (e.g., a network associated with an oflice, a
building, a campus or other relatively small geographic
space), a telephone network, a data network associated with
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a telephone/voice provider (e.g., a mobile communications
provider data and/or voice network), a direct connection
between two computing devices, and any combinations
thereof. A network, such as network 644, may employ a
wired and/or a wireless mode of communication. In general,
any network topology may be used. Information (e.g., data,
software 620, etc.) may be communicated to and/or from
computer system 600 via network interface device 640.

Computer system 600 may further include a video display
adapter 632 for communicating a displayable 1mage to a
display device, such as display device 636. Examples of a
display device include, but are not limited to, a liquid crystal
display (LLCD), a cathode ray tube (CRT), a plasma display,
a light emitting diode (LED) display, and any combinations
thereot. Display adapter 652 and display device 636 may be
utilized 1n combination with processor 604 to provide
graphical representations of aspects of the present disclo-
sure. In addition to a display device, computer system 600
may include one or more other peripheral output devices
including, but not limited to, an audio speaker, a printer, and
any combinations thereof. Such peripheral output devices
may be connected to bus 612 via a peripheral interface 656.
Examples of a peripheral interface include, but are not
limited to, a serial port, a USB connection, a FIREWIRE
connection, a parallel connection, and any combinations
thereof.

The foregoing has been a detailed description of 1llustra-
tive embodiments of the invention. Various modifications
and additions can be made without departing from the spirit
and scope of this invention. Features of each of the various
embodiments described above may be combined with fea-
tures of other described embodiments as appropriate in order
to provide a multiplicity of feature combinations 1n associ-
ated new embodiments. Furthermore, while the foregoing
describes a number of separate embodiments, what has been
described herein 1s merely illustrative of the application of
the principles of the present invention. Additionally,
although particular methods herein may be illustrated and/or
described as being performed in a specific order, the order-
ing 1s highly vanable within ordinary skill to achieve
methods, systems, and software according to the present
disclosure. Accordingly, this description 1s meant to be taken
only by way of example, and not to otherwise limait the scope
of this invention.

Exemplary embodiments have been disclosed above and
illustrated 1n the accompanying drawings. It will be under-
stood by those skilled in the art that various changes,
omissions and additions may be made to that which 1is
specifically disclosed herein without departing from the
spirit and scope of the present invention.

What 1s claimed 1s:

1. A system for determining user taste changes using a
plurality of biological extraction data, the system compris-
ing at least a computing device, wherein the at least a
computing device 1s designed and configured to:

receive, at least a first element of biological extraction

data;

train, 1iteratively, a first machine-learning model using first

training data correlating biological extraction data with
database taste indices, wherein the first training data
comprises information obtained from previous itera-
tions of the first machine-learning model;

calculate at least a first taste index of a user utilizing the

first machine-learning model, wherein the {irst
machine-learning model receives the at least a first
clement of biological extraction data as mput and
outputs the first taste index of the user, wherein the at
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least a first element of biological extraction data com-

prises genetic data, and wherein the first taste index

comprises a relationship between two elements of data
that 1s a measure of chemosensory phenomenon as 1t
relates to a sense of taste;

generate a taste profile using the first taste index, wherein
generating a taste profile further comprises:

training a second machine-learning model using second

training data correlating database taste indices with
taste profile data; and

generating, using the second machine-learning model,

the taste profile, wherein the second machine-learn-
ing model receives the first taste index as mput and
outputs the taste profile of the user;
determine, a change 1n user taste profile, using at least a
second element of biological extraction data as a func-
tion of two distinct taste profiles, wherein the second
clement of biological extraction data 1s more recent
than the first element of biological extraction data; and
offer at least a diagnosis to the user based on the change
in the user taste profile.

2. The system of claim 1, wherein generating a taste
profile further comprises:

classitying the user to a category of users as a function of

a user classifier;

selecting a third training data matching the category of

users; and

training a taste classifier using the selected third training

data.

3. The system of claim 1, wherein determining a change
in user taste profile further comprises generating a second
taste profile and determining the change in user taste profile
as a function of the first taste profile and the second taste
profile.

4. The system of claim 3, wherein generating the second
taste profile further comprises receiving the second element
of biological extraction.

5. The system of claim 4, wherein generating a taste
profile further comprises:

calculating a second taste index as a function of the

second element of biological extraction data; and
generating the second taste profile as a function of the
second taste 1ndex.

6. The system of claim 5, wherein determining a change
in user taste profile further comprises calculating a difler-
ence between the first taste profile and the second taste
profile.

7. The system of claim 6, wherein the change in user taste
profile further comprises a correlation between at least a
genetic element of a user and a taste measurement.

8. The system of claim 7, wherein the correlation further
comprises a correlation determined using a classifier that
limits traiming data for a machine learning process.

9. A method of determining user taste changes using a
plurality of biological extraction data, the method compris-
ng:

receiving, by a computing device, at least a first element

of biological extraction data;

training, 1iteratively, by the computing device, a first

machine-learning model using first training data corre-
lating biological extraction data with database taste
indices, wherein the first training data comprises infor-
mation obtained from previous iterations of the first
machine-learning model;

calculating, by the computing device, at least a {irst taste

index of a user utilizing the first machine-learning
model, wherein the {first machine-learning model




US 11,526,555 B2

17

receives the at least a first element of biological extrac-
tion data as iput and outputs the first taste index of the
user, wherein the at least a first element of biological
extraction data comprises genetic data, and wherein the
first taste index comprises a relationship between two
clements of data that 1s a measure of chemosensory
phenomenon as 1t relates to a sense of taste;
generating, by the computing device, a taste profile using,

the first taste index, wherein generating a taste profile
further comprises:
training a second machine-learning model using second
training data correlating database taste indices with
taste profile data; and
generating, using the second machine-learning model,
the taste profile, wherein the second machine-learn-
ing model receives the first taste index as mput and
outputs the taste profile of the user;
determining, by the computing device, a change in user
taste profile, using at least a second element of bio-
logical extraction data as a function of two distinct taste
profiles, wherein the second element of biological
extraction data 1s more recent than the first element of
biological extraction data; and
offering at least a diagnosis to the user based on the
change 1n the user taste profile.
10. The method of claam 9, wherein generating a taste
profile further comprises:
classifying the user to a category of users as a function of
a user classifier:;
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selecting a third training data matching the category of

users; and

training a taste classifier using the third selected training

data.

11. The method of claim 9, wherein determining a change
in user taste profile further comprises generating a second
taste profile and determining the change in user taste profile
as a function of the first taste profile and the second taste
profile.

12. The method of claam 11, wherein generating the
second taste profile further comprises receiving the second
clement of biological extraction.

13. The method of claim 12, wherein generating a taste
profile further comprises:

calculating a second taste index as a function of the

second element of biological extraction data; and
generating the second taste profile as a function of the
second taste index.

14. The method of claim 13, wherein determining a
change 1n user taste profile further comprises calculating a
difference between the first taste profile and the second taste
profile.

15. The method of claim 14, wherein the change 1n user
taste profile further comprises a correlation between at least
a genetic element of a user and a taste measurement.

16. The method of claim 15, wherein the correlation
further comprises a correlation determined using a classifier
that limits training data for a machine learning process.
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